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Preface

This volume is a collection of contributions from the 47th Annual Symposium of the
Society of General Physiologists, held September 8-11, 1993 at the Marine Biological
Laboratory in Woods Hole, Massachusetts. The Symposium brought together scien-
tists who study cytoskeletal and membrane functions with scientists whose research is
focused upon molecular evolution or on mechanisms that generate genetic diversity.
The theme for the 47th Symposium reflects a revolution in the study of cellular
physiology. A decade ago most of the macromolecules that mediate cellular pro-
cesses were known only indirectly through their functions in transport, motility,
signal transduction, and so on. The development of molecular biological techniques
made possible a definition of these macromolecules in terms of the nucleotide
sequences of their encoding DNAs and RNAs. Among the surprises coming from the
new molecular information was the discovery that nearly all cellular functions are
performed by macromolecules that are members of gene families. Thus, commonali-
ties in mechanism might be deduced from similarities in primary structure of
macromolecules subserving related functions in different cell types or in different
organisms. How best to evaluate these similarities and derive useful deductions from
them? This is a problem currently being faced by many cell physiologists.

Nucleotide and amino acid sequences are character-rich and invite quantitative
analyses. Such sequences have become major grist for studies of phylogenetic
relationships, and the marriage of studies in molecular evolution with paleontologi-
cal studies is among the truly exciting developments in modern biology. As contribu-
tions in this symposium volume attest, however, the deduction of phylogenetic and
molecular relationships is fraught with complications, and quantitative approaches
to such deduction have become exceedingly sophisticated. Some of the analytical
problems that phylogeneticists face are also faced by cell physiologists interested in
using comparative molecular structure to guide them in their studies of structure-
function relationships. Given the progress molecular phylogeneticists have made in
character analysis, the time seemed ripe for a meeting of experts in this discipline
with representatives of the new molecular physiology. This volume well represents
the status of the respective fields and indicates the extent to which cross-stimulation
is necessary to resolve the major scientific issues.

We are grateful to Richard Harrison, Mitchell Sogin, and a large number of
colleagues at the Johns Hopkins University for their advice during the planning
stages of the meeting. Thanks also go to Jane Leighton and Sue Lahr for their
continuous, tireless efforts, to the members of the Council of the Society of General
Physiologists who were of enormous help in all phases, and to the director and staff
of the Marine Biological Laboratory. We also thank all the participants in the
meeting for providing the intellectual excitement that is reflected in this volume.
Also, we wish to thank Carol Toscano at the Rockefeller University Press for her
work in getting the proceedings published.

The symposium would not have been possible without the financial support of
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the Sloan Foundation and the National Science Foundation. An early commitment
from the Sloan Foundation made the planning of the meeting a totally enjoyable
task, free from financial worries. Support from the National Science Foundation
allowed a number of young scientists to participate in the meeting.

Douglas M. Fambrough




Chapter 1

Interpretation of Diversity: Homology Testing and
Generation of Phylogenetic Trees






Molecular Clocks Are Not as Bad as You Think
W. M. Fitch and F. J. Ayala

Department of Ecology and Evolutionary Biology, University of
California at Irvine, Irvine, California 92717

In this paper we intend to show that whether a molecular clock seems to be accurate
or not may well depend upon whether all the biological factors that might affect the
clock have been taken into account. Such factors include the answer to questions
like: (a) Can a site vary more than once? (b) How many ways can a site vary? (c) How
many sites can vary? (d) Do variable sites sometimes become invariable and vice
versa?

We will cover each of these questions in turn, ending with a study of an enzyme,
the Cu-Zn superoxide dismutase (hereafter represented SOD), that is reputed to be
a bad clock and show that, when all the biological factors are taken into account,
SOD may be a good clock.

As this material is intended for an audience not particularly sophisticated with
respect to molecular clocks, we shall start with definition. We shall assume knowl-
edge of what DNA is, how mutations change DNA sequence, and how mutants may
affect gene products.

A “clock” requires the periodic occurrence of observable events. A molecular
clock will utilize molecular events that may be either “nucleotide substitutions” or
“amino acid replacements”. If these events occur with some regularity, there is a
potential clock. While we may suppose that a clock exists in any particular case, it is a
supposition subject to verification. This paper identifies factors that enter in that
verification.

One should distinguish between replacements (substitutions) and mutations. A
“mutation” is an alteration of the DNA in an individual, a “replacement” is an
amino acid change (and a “substitution” a nucleotide change) that has spread
throughout the population, the species. There are normally billions of mutations for
every replacement (and for every substitution), and so they are definitely different
phenomena.

Before we can test the regularity of replacements, we must be able to observe
them. In fact, substitutions and replacements are unlikely to be observed. We can,
however, observe “differences,” and these imply that replacements (or substitutions)
have occurred. If we line up the superoxide dismutase from humans with that from
the rat, we will observe that the two sequences have different amino acids in 33 of the
positions. These are differences and should be carefully distinguished from the
replacements that we might hope are clocklike. True enough, each difference
observed had at least one replacement in its history (as well as a substitution
underlying that) but to treat them as identical is to assume that a replacement has
never occurred twice at any given site. If one organism has an alanine at a position at
which another organism has a leucine, they have one difference but their common
ancestor might have had a valine at that position and, therefore, at least two
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4 Molecular Evolution of Physiological Processes

replacements have occurred, one in each lineage. Even if the ancestor had one of the
two amino acids (say, leucine), it is likely that there was an intermediate replacement
(leucine by valine) before the replacement that yields alanine in one of the lineages.
The point to keep in mind is that we observe differences whereas what we want to
count are replacements.

There is a simple solution to this problem. If the next replacement occurs at a
site that is essentially random with respect to previous replacements, then the
distribution of replacements should be Poisson. Thus, if py is the fraction of sites
without differences between two sequences, then

r=In Do, (1)

where r is the average number of replacements/site. If » is the number of sites, then
the total number of replacements in both lineages since their common ancestor is rn.
~ Returning to the SOD example, there are 33 differences between human and rat
out of 151 aligned positions. Thus, assuming all positions are variable, p, =
(151 — 33)/151 = 0.781 and therefore, r = 0.247 replacements/site. The estimated
total number of replacements is 151 X 0.247 = 37.2 which represents a 13% increase
over the 33 differences observed.

We now move to question b. As we consider increasingly more distant relation-
ships, there is an increasing probability that positions that do not differ have
nevertheless been altered two or more times since their last common ancestor. For
example, the common ancestor might be valine. After separation of the two lineages,
a leucine replaced the valine at that position in each lineage. Thus, the sequences
show zero differences in their character state (in the present amino acid at that site)
but there have been two replacements in that character (site) since their last
common ancestor.

This problem too can be simply handled, as shown by Jukes and Cantor (1969).
For simplicity, we will first consider substitutions rather than replacements. We note
that two random nucleotide sequences would be expected to match, if each nucleo-
tide is equally probable, in 25% of their positions. This is simply because there is one
chance in four that a randomly drawn nucleotide will match a given nucleotide,
because only four are possible. Thus, divergence will approach 75% mismatch
asymptotically as the maximum possible. Let 8 = the fraction of sites that don’t
match (1 — py). Then

r=—(3/4)In (1 — 45/3), @)

where 8, the fraction of sites that differ, equals d/n, the number of differences
divided by the length of the sequence. Eq. 2 would be the same as Eq. 1 if the 3/4 and
4/3 were each 1 which would be approximately the case if, instead of only four kinds
of nucleotides, there were very many. In Eq. 2, the units of r are substitutions/
nucleotide site. For amino acid sequences, the fractions become 19/20 and 20/19
because there are 20 possible kinds of amino acids encoded:

r = —(19/20) In (1 — 205/19), 3)

where r is now in replacements/codon site as in Eq. 1. For example, using the SOD
data again, 8 = d/n = 33/151 and therefore, r = (19/20) In (1 — 208/19) = 0.248 and
the number of replacements becomes 37.5. This additional correction (compared to




Molecular Clocks Are Not as Bad as You Think 5

TABLE 1

Number of Codons That Change 0, 1, 2, 3 or More

Times Among SOD Sequences
Number of substitutions 0 1 2 >3
Expected; 127.1 219 1.9 0.1
Observed 134 10 5 2
Expected, 134.1 103 48 1.9

Expected, is the distribution of changes expected if all 151 codons are
variable. Observed is the number of codons observed. Expected, is the
distribution of changes expected if only 28 of the 151 are variable. In this
case the zero class comprise 11.1 variable codons that by chance would not
be expected to change plus 123 codons that were assumed to be invariable.

the correction in Eq. 2) is small, but becomes greater as d increases and, therefore,
has a large effect when the fraction of sites that are different is large.

Question ¢ asks whether all sites are variable. Is it possible that some amino
acids are so crucial that they cannot be changed without a debilitating loss of
function sufficiently severe that selection will weed out the mutant? It is easy to
imagine that the initiating methionine cannot be replaced without the complete loss
of the protein, and additional examples are readily conjured up. Are such invariable
positions present in significant numbers?

To answer this question we must first notice some features of the “parsimony
method” of tree-making. The procedure asks, “what tree would permit relating these
sequences to a common ancestor with the fewest number of substitutions (or the
least amount of whichever kind of change is used, such as, for example,
morphological)?”” The procedure not only yields the relationship, but estimates how
many substitutions are minimally required for each position of the sequence. These
estimates allow one to obtain a picture of how the substitutions are spread over the
gene and permits us to ask whether their distribution is random, i.e., Poisson.

SOD will serve as an example. In this case, the amino acid sequences are the
data for the study, but we back-translate from the amino acids to their (ambiguous)
codons. Thus, valine becomes the trinucleotide, GUN, as we switch from replace-
ments to substitutions. “Replacement substitutions” is the name given by molecular
biologists to the nucleotide substitutions that bring about amino acid replacements.

Consider a small portion of the SOD tree that involves only a few Drosophila
species. Table I shows how many times each codon has changed one of its nucleo-
tides. The first row shows the codon changes after 26 substitutions: 134 have not

Positions Ccow RAT Figure 1. Amino acid site variability.
Shown on the left and right are the

Gly A(?g amino acids present in positions 38

839 2‘;" o Gly Ser and 39 of the ribonuclease of cow and
N af rat, respectively. In the middle are

Asp Ser the two alternative intermediate

stages required if replacements occur, generally one amino acid at a time. The lower
intermediate would be ruled out if the positively charged arginine is required to protect the
vital, positively charged lysine 41 from the deleterious effects of the negatively charged
aspartate. See text for further details.
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changed, 10 have changed only once, five have changed twice, and two have changed
three times. What should we expect these numbers to be if the substitutions were
randomly distributed? The expected numbers, shown in the second line, match very
poorly and a test (Poisson dispersion statistic; see Markowitz, 1970) of the goodness
of fit, indicates a probability of <107 that the fit would be worse than the one shown,
if the distribution were random. The reason could be that some of the positions are

25.9 289 _ Saccharomyces cerevisiae Figure 2. Superoxide dismu-

— Neurospora crassa tase tree. The amino acid se-
quences (back translated to am-
biguous codons) were fit most
parsimoniously to this tree

C (which is 1,300 nucleotide sub-
stitutions long) by the method
of Fitch (1971) and Fitch and
Farris (1974). It is not the most
parsimonious tree which was

T8 not used for reasons discussed

in the text. The complete tree

B is obtained by joining parts A4,

2.5 B, and C to the portion show-

ing the outgroups. The Gen-

17.1 Bank numbers for these se-

quences are as follows: Homo

4. A Sapiens (human) [A00512];

Oryctolagus cuniculus (rabbit)
[S01134]; Rattus norvegicus (rat)
[PO7632]; Mus  musculus

211

' — Onchocerca volvulus (mouse) [JQO915]; Sus scrofa
o] Schist i (pig) [A00514]; Bos primigenius
- Haemophilus parainfluenza taurus (bovine) [A00513]; Ovis

aries (sheep) [P09670}; Equus
caballus (horse) [A00515]; Xenopus laevis (African clawed toad-A) [S05021]; (African clawed
toad-B) [S05022]; (African clawed toad) [S09568]; Xiphias gladius (swordfish) [P03946];
Prionace glauca (blue shark) [S04623); Pinus sylvestris (Scots Pine-1) [S84896]; Oryza sativa
(rice-1) [S00999]; (rice-2) [D01000]; Zea mays (maize) [A29077); Brassica oleracea (white
cabbage) [A25569); Lycopersicon esculentum (tomato-1) [S08350]); Spinacia oleracea (spin-
ach-1) [P22233]; Pisum sativum (garden pea-1) [M63003]; (Scots Pine-2) [S84902]; (spinach-2)
[JS0011]; (garden pea-2) [S12313]; (tomato-2) [S08497]; Petunia hybrida (garden petunia)
[P10792]; Saccharomyces cerevisiae (yeast) [A36171}; Onchocerca volvulus (nematode) [ X57105];
Schistosoma mansoni (liver fluke) [A37029]; Neurospora crassa [M58687); Haemophilus
parainfluenza [M84013].

invariable. Indeed, if we assume that 123 positions are invariable and that the 26
substitutions are randomly distributed among the remaining 28 codons, one gets the
distribution shown in the bottom row of the table. This is an excellent fit to the data,
so good that 81% is the probability of getting a worse fit by chance.

The bad fit if we assume that all 151 codons are equally variable, and the
excellent fit obtained by assuming that only 28 codons are variable (in this small
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group), demonstrates that some positions, perhaps many, may not tolerate replacing
the ericoded amino acid. What is the effect of this difference on computations of the
number of replacements since the common ancestor of the two most divergent
members of that group of Drosophila? They are D. hydei and D. busckii and they differ
by nine amino acids. Treating differences as replacements, there were nine replace-
ments. Using Eq. 3 to correct for multiple replacements/site we get:

r=—151(19/20) In [1 — (20/19)(9/151)] = 9.3 replacements.

X . 3.9 .
1. 21 IAfrican clawed toad 131[ Chymomyza procnemis
204 African clawed toad-B 53 ,Chymomyza amoena
3.57 D. nebulosa
by 0D. succinea
= D- saltans
D. equinoxialis

FEK] .tf;ican clawed toad-A

Y. willistoni quechna
] 0D. paulistorum-1
D. paulistorum-2
D. simulans
1.1)
. melangogaster S
20
", g0 melanogaster F
122 L,P. teissieri
3] ToD- erecta
D. quinaria

I

Q 253

53 swordfish

=377 blue shark

75 D-mimica

"0 ) D. immigrans
28]~ garden petunia - L 34 2 D, virilis
= tomato-2 : “P4 2 D. hydei

spinach-2

57 Sarden pea-2 B

77 White cabbage 554

57 Zaprionus tuberculatus
53 D. busckii

7 D. lebanonensis

—51 Ceratitis capitata

polyhedrosis virus

tomato-1
omare Figure 2 continued

775~ garden pea-1

. 22 maize

If we now correct for the fact that only 28 of the sites appear to be variable, we get:
r= —28(19/20) In [1 — (20/19)(9/28)] = 11.6 replacements.

This is an 8.7-fold increase in the amount of the correction. As d increases, the
magnitude of the correction is even greater.

Question d asks whether the codons that are invariable ever become variable
(and vice versa) during the course of evolution. An affirmative answer is easily
imagined. Consider the enzyme ribonuclease which has an essential amino acid,
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lysine at position 41, in the active site of the enzyme. Suppose that in the bovine
ribonuclease (see Fig. 1, left side), the negatively-charged aspartate in position 38
would draw the positively-charged lysine 41 out of its normal position, were it not for
the fact that the positively-charged arginine at position 39 makes an ionic bond with
the aspartate (Wyckoff, 1968). Thus, the arginine is required for protection of the
lysine and could thus be invariable. The aspartate, however, might be variable and
change to glycine as shown in the upper middle part of Fig. 1. Once that happened,
the arginine is no longer needed for protection, so that it could change, for example,
to glutamine and produce the configuration found in rat ribonuclease (right side of
Fig. 1). If this scenario is correct, the intermediate shown in the lower middle part of
Fig. 1 would not be possible. After publication of Fig. 1 (Fitch and Markowitz, 1970)
the sequence of the pig ribonuclease was found to have glycine and arginine at

Figure 3. Estimation of num-
ber of covarions. For each clade
in the tree in Fig. 2, we counted
051 i the number of codons subject
to zero, one, two, . . . substitu-
tions and fitted these data to a
061 two-Poisson model by the
method of Fitch and Markow-
051 itz (1970). One Poisson fits the
varied codons and thus esti-
mates a number of variable but
0.3 { unvaried codons. This number,
subtracted from the number of
i codons with zero changes is the
011 number of invariable codons
which, as a fraction of the total,
Y0 1o 20 30 4 so s 70 s0 so 10 uo i plotted on the y-axis. On the
Root Height (Substitutions) x-axis is plotted the weighted
average of the number of sub-
stitutions from the root of the clade to the descendants of that root. The y-intercept is the
estimated fraction of codons that are not covarions. The vertical bars represent one standard
deviation of the estimate of the fraction of invariable codons.

0.7

0.4

Fraction of Codons Invariable

0.2

positions 38 and 39, as in the predicted intermediate, which confirms the plausibility
of this example. Be that as it may, the point is that the evolutionary interchange of
variability and invariability at a site is functionally quite reasonable.

We return now to the SOD data and ask whether the 28 variable codons
estimated above for the subset of Drosophila species is typical for other regions of the
tree. The answer is no. We have examined the tree shown in Fig. 2 and estimated the
number of invariable codons for every clade in the tree. This number, expressed as a
fraction of the total number of positions, is plotted against the range of species
comprised by successively more inclusive clades; as the range widens, the node
defining that clade gets closer to the root. The weighted average number of
substitutions to the node defining each clade is used as the measure of the range (Fig.
3).
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Fig. 3 shows that, as the range of species widens, the number of invariable sites
decreases. We attribute this to the process just discussed by which positions that are
not variable at one point in time may become variable later on, because replacements
elsewhere alter what can or cannot occur at a given site.

Fig. 3 manifests a reasonably linear relation between the fraction of invariable
sites and the range of species. There is no known reason why this should be so, but it
makes it possible to extrapolate to the zero range of species and infer that 87% of the
amino acid positions are invariable at any one point in time in any one species. This
result in turn yields the estimate that only 21 codons are variable at any one time—a
number that no doubt is not constant but represents a mean value. It may be noted
that 21 does not compute as 13% of 151, because for the larger data set there are
eight more positions present that do not occur in the animals and fungi. But if
replacements can occur in only 21 codons (in any one species at any one point in
time), then the occurrence of sequences that differ at, say, 69 positions, as human
and yeast sequences do, implies that the set of variable sites changes over time. The
set of codons that are variable at any one point in time in a particular species are
called cocomitantly variable codons, or covarions for short.

We are now prepared to examine how bad is the SOD clock. Ayala (1986)
examined SOD at a time when only eight sequences were known. He corrected the
number of pairwise amino acid differences in order to account for superimposed
replacements. The inferred rates of change implied by the data were 5.5 replacements/
100 million years when animals and fungi were compared, but 27.8 replacements/100
million years when mammals were compared to each other, a greater than fivefold
difference. The difference could in principle be the result of errors in setting the
dates of common ancestry. But it is unreasonable to assume either that the set of
mammals diverged more than 300 million years ago, or that the common ancestor of
animals and fungi occurred as recently as 240 million years ago. The data would seem
to justify the conclusion that the SOD clock is bad (Ayala, 1986). But, we shall argue
here that the clock may be good and still yield pairwise differences apparently as
discordant as those observed in the SOD data. The concept of covarions just
presented will be central to the argument.

There is no simple formula to calculate how many changes have occurred
between two sequences, based only on the number of differences, if the situation is as
complicated as we have described above. We can, however, try to simulate the
situation to ascertain whether we can create a model that gives differences compa-
rable to those observed, which would lead us to conclude that our understanding of
the process is reasonably good.

The SOD sequences in Fig. 2 require that the following features be present in
the model. The sequence has 159 codons, 21 covarions, and incorporates changes at a
clocklike rate. The model must yield differences comparable to those observed for
SOD sequences, for any pair of species that diverged any particular number of years
ago. Table II gives the observed differences, for different divergence times. The only
variables in the model that we are free to determine are: (a) the rate of change in
replacements/unit time; (b) the number of permanently invariable codons; (c) the
rate at which codons comprising the covarions may interchange with the other
presently invariable codons (i.e., with the other codons, except those permanently
invariable); and (d) the number of alternative amino acids allowed at a variable site.

Table II shows (last column) the number of differences obtained in the model
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using six replacements/10 million years, 42 permanently invariable codons (giving
159 codons — 42 permanently invariable codons =117 codons, of which 21 are
covarions and 96 are currently invariable codons), and a persistence (of covariability)
of 0.01. A persistence of 0.01 means that the probability that the set of covarions will
remain unaltered, after a replacement occurs in a lineage, is 1%. If the covarion set is
to be altered, a single, randomly chosen covarion is switched with a single, randomly
chosen codon, among the other currently invariable codons. The number of alterna-
tive amino acids at a site was set to average 2.5. The simulated differences obtained
under this model should approximate those observed for SOD immediately to their
left in Table II. To the degree that one feels that these pairs of numbers match, to

TABLE 11
Amino Acid Replacements Between SOD Sequences from Different
Species and Paleontological Dates Used

Sister Groups Mya Replacements Ol;sce)rI;ed Simulated

D. nebulosa-melanogaster 555 33 18+2 17+3
D. hydei-melanogaster 60 x? 36 193 172
Chymomyza—melanogaster 65 =7 39 23+2 193
H. sapiens—B. taurus 70 £ 10 42 26 =3 20+3
Ceratitis—-D. melanogaster 100 = ? 60 312 24 + 4
Monocot-Dicot 125 + 7 74 292 29=x3
Angiosperm-Gymnosperm 220+ 7 132 33+4 40 =4
Frog-Mammal 350+1 210 48 + 2 52+4
Fish-Tetrapod 400 =2 240 45+ 4 555
Yeast-Neurospora ? 46

Insect-Vertebrate 580 =2 348 56 12 625
Fungi-Metazoan 1,000 = ? 600 67 =4 656

Mya: millions of years ago. Replacements: numbers used in the simulation, which are
equivalent to six replacements every 10 million years. Observed SOD: average number of
observed differences between species from the two sister groups shown. The sister group
names, e.g., nebulosa-melanogaster, should be understood as indicating the groups to which
these species belong and not just two particular species. Simulated: estimated number of
amino acid differences that would be observed by using the parameters of the model. The
plus/minus values are crude estimates of error for Mya, but are standard deviations for
observed and simulated differences. The simulated values are, in every case, the average for 40
simulated trials.

that degree one can accept that the SOD values might arise from a perfect stochastic
clock because the simulated results do arise from such a clock.

Fig. 4 represents an alternative presentation of the same results. The filled
circles represent the observed amino acid differences as a function of estimated
paleontological times of divergence; they are clearly nonlinear. The open squares
show the number of replacement differences obtained by simulation by means of the
perfect clock.

We have not attempted to get an optimum fit of the simulated data to the
observed SOD data, but rather were satisfied after trying several values of each of the
four parameters and getting a reasonable fit. This, after all, is all that is required to
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show that the bad SOD clock might possibly be a good clock if we just make certain
corrections that are biologically reasonable. A perfect match, one may note, is not
really possible given that the model is monotonic (more years, more differences)
whereas the observations are not. For example, there are fewer SOD differences at
400 Mya than at 350 Mya, although not significantly so. Thus, we do not wish to claim
that the precise values used of a persistence of (.01 and 42 permanently invariable
codons, are definitive for the fungi-plant-metazoan SOD’s.

We conclude with three broad observations. One is that the close correspon-
dence between the observed and simulated differences demonstrates that pairwise
differences that seem grossly nonclocklike may seem so because of a failure to
account for relevant biological considerations.

The second is that the good fit of the simulated to the observed values lends
further support, if more is needed, of the utility of the covarion concept.

The third is that the amount of divergence (number of replacements) estimated,
even after the more customary corrections, may fall very short of the actual number
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whenever the number of covarions is small. For example, the 67 observed differences
between metazoans and fungi becomes 89 replacements when corrected by Eq. 3.
However, the actual number in the simulation was 600, a 6.8-fold difference.

An update of these analyses, employing more sequences is now in press (Fitch
and Ayala, 1994).
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Reconstructing the History of Evolutionary
Processes Using Maximum Likelihood
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Introduction

The development of quantitative methods of phylogenetic analysis has revolution-
ized comparative biology (Harvey and Pagel, 1991) and provided powerful tools for
molecular evolutionists (Felsenstein, 1982; Swofford and Olsen, 1990). Phylogenetic
methods are aimed at estimating the branching pattern of relationships of taxa. The
branching pattern typically reflects a historical process of speciation, gene duplica-
tion, or some other mechanism of lineage splitting that generates a nested set of
groups related by common ancestry. “Taxa” may represent organisms, species,
genes, or sets of these entities. Additional evolutionary information, such as the time
of the splitting events and the duration of the branches of the tree is often of interest
as well. However, divergence of taxa, which provides the signal to phylogenetic
algorithms, is often obscured by noise due to evolutionary processes such as
convergence, reversal, extinction, hybridization, recombination, lineage sorting, and
concerted evolution, to name a few. In short, despite the methodological advances of
the last 25 years, phylogeny reconstruction is still a complex and challenging
enterprise.

The array of phylogenetic algorithms now readily available testifies to the
diversity of opinion regarding the issues involved (Swofford and Olsen, 1990; for a
compendium, see Felsenstein, 1993). Various classifications of these algorithms have
been suggested, but for the present purpose, it suffices to distinguish between two
kinds of algorithms: those that invoke probabilistic models of evolution and those
that do not (or need not). The latter includes parsimony and distance methods,
despite the latter’s reliance on probability models in the calculation of the distance
matrix. Distance methods can operate on any distance matrix, regardless of how the
matrix is calculated and therefore, probabilistic models are not integral to the way
they work.

Maximum likelihood (ML) approaches to phylogenetic inference, on the other
hand, are obligately associated with probability models of evolution (Cavalli-Sforza
and Edwards, 1967; Felsenstein, 1983). For computational reasons they are not
widely used, although recent improvements in algorithms promise to change this
(Olsen, Matsuda, Hagstrom, and Overbeek, 1993). Maximum likelihood is a method
of estimation widely used in applied statistics (Lehman, 1983). It provides a prescrip-
tion for how to estimate an unknown parameter of a probability distribution, given a
set of observations on that distribution. The prescription relies on a quantity called

Molecular Evolution of Physiological Processes © 1994 by The Rockefeller University Press
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likelihood, which is defined as follows:
L(P|D) = k Prob (D|P). )

The term on the left is the likelihood of the parameters, P, given the data, D, and it is
proportional to the probability of observing the data, given the distribution, with its
parameters (k is an arbitrary constant). Maximum likelihood estimation chooses that
value of P, P, such that Eq. 1 is a maximum. Thus, P is the maximum likelihood
estimate, given the data. Fig. 1 illustrates the general scheme of maximum likelihood
estimation.

In general, maximum likelihood possesses a number of desirable properties.
Maximum likelihood estimates are statistically consistent and efficient. That is, as
sample size increases, they converge to the true parameter values, and they have a
minimum error variance among all possible estimators. They are also associated with
hypothesis tests based on the likelihood ratio, which also has desirable properties. In
the limit of large sample size, a simple function of the likelihood ratio converges to
the x? distribution, providing a readily calculated significance test.

Figure 1. Illustration of maximum

Likefihood likelihood estimation. The surface is

the likelihood function, which in this

»\e‘\ Par example depends on the data (which

& © "7@/@, is given) and two unknown param-
5 2 eters. Maximum likelihood estimates

of the parameters occur at those pa-
rameter values that correspond to the
peak of the likelihood function. This
likelihood function is actually the
function used for the gene-duplication model, H?, discussed later in the text, but the general
principles of maximum likelihood estimation are the same regardless of the nature of the
function.

In small samples, ML estimates and likelihood ratio tests can be biased or have
high average error rates. However, even in small samples, maximum likelihood has
an appealing philosophical interpretation. Likelihood is widely regarded as a mea-
sure of statistical weight of evidence. A ML estimate can always be regarded as the
value of a parameter that corresponds to a maximization of the weight of evidence
that a set of data confers on a hypothesis. This is true even if the estimate is biased.
Bias is a concept that only applies to repeated trials of the estimation procedure, but
for any one set of data, no repetition is feasible. The advocates of likelihood as a
method of statistical inference reject the relevance of repeated sampling concepts,
preferring the notion of weight of evidence of the data at hand (Edwards, 1972).
Despite these statistical arguments over its ultimate justification, there is broad
agreement about the power of likelihood methods, and it is not surprising that it was
among the very first quantitative tools brought to bear on the issue of phylogenetic
inference (Cavalli-Sforza and Edwards, 1967).

Background: Maximum Likelihood in Phylogenetic Inference

Application of maximum likelihood to phylogenetics proved to be a surprisingly
difficult problem (see Goldman, 1990, for review). Despite the existence of an
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essentially complete formulation of the problem for over twenty years (Edwards,
1970; Thompson, 1975), only a subset of this complete problem has been in any sense
solved, and even in that case the solutions are numerical rather than analytical. The
complexity of the problem can be appreciated by considering the possibly relevant set
of unknown parameters that must be estimated. These include: (@) a set of rate
parameters associated with the stochastic model of character evolution (e.g., prob-
abilities of amino acid or nucleotide substitution per unit time); (b) a set of distances
between branching points in the tree; and (c) the character states in the common
ancestor of all the taxa in the tree. A full likelihood solution might also include a set
of rate parameters controlling branching and extinction of lincages (Edwards, 1970;
Felsenstein, 1973; Thompson, 1975), and it might also include parameters associated
with a model of how data are sampled by the investigator (Felsenstein, 1983).
Recently, the uncertainties due to sequence alignment have been incorporated by
including rate parameters for insertions and deletions in a sequence (Bishop and
Thompson, 1986; Thorne, Kishino, and Felsenstein, 1991, 1992).

Given n sequences (or other kinds of data), there are C, = (2n — 3)!/
20-2(n — 2)! phylogenies or cladograms (Cavalli-Sforza and Edwards, 1967; Ed-
wards, 1970) and H, = (n — 1)!n!/27~! possible dendrograms (sensu Page, 1991, or
labeled histories sensu Edwards, 1970)—both large numbers whenever » is even
moderately sized. A phylogeny is the branching diagram that indicates relative
recency of common ancestry. A dendrogram is the set of branching relationships and
the sequence of those branching events (see Page, 1991, for further discussion). In
principle, the ML estimate of all the unknown parameters could be obtained
(numerically at least) by reference to the following rather nasty likelihood equation:

L(xg, A, ®|x, 1) « Prob (x, n|xy, A, D)

=Efp(x|n, s, F, xp, A, ®)p(n, s, F|xy, A, P) ds )
Ha g

(Thompson, 1975; see Goldman, 1990, for a more elementary discussion). This
equation requires some explanation. The data or observations consist of a matrix of
characters (e.g., sequences) by taxa, x, and the number of terminal taxa, n. The
unknown parameters, those quantities to be estimated via maximum likelihood,
consist of Xy, the vector of character states of the most recent common ancestor of all
n taxa; A, a set of branching rates (and possibly extinction rates as well) that governs
the branching process; and ®, a set of rates that governs character evolution, such as
the rate of nucleotide substitution in a DNA sequence evolution model (see, e.g.,
Rodriguez, Oliver, Marin, and Medina, 1990, for discussion of various models, or
Nei, 1987, for a more general discussion). Two other quantities in Eq. 2 are random
variables: s is the vector of branch lengths, and F is the tree form or the phylogeny
itself. The two terms inside the integral are probability densities. The first is the
probability of the data matrix given all the unknown parameters and values of the two
random variables. The second is the probability of observing a particular realization
of the branching process given the branching rate parameters. The two probabilities
in the second line arise from the single probability in the first line via the definition of
conditional probability. The integral and sum are the result of considering the
marginal probabilities involved in adding the variables F and s, which do not appear
in the probability on the first line, but are needed to actually calculate that
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probability under most models. The integral is over all possible branch lengths. The
sum is over all H,, trees. The integral is difficult to evaluate and the sum extends over
a potentially vast number of trees. These two factors contribute to the computational
complexity of the present formulation. Moreover, the two quantities s and F are
often the quantities of greatest interest, and yet it is clear under this formulation that
they are not quantities that can be “estimated” in the likelihood sense, because they
are random variables rather than parameters.

Below it will be seen that a slightly different formulation of the problem does
away with this issue, but for now we could proceed to at least discuss the conditional
probabilities of the tree shape and branch lengths, given the maximum likelihood
estimates of the parameters. Given the various rate estimates, the most probable tree
conditional on the data is obtained by substituting the ML estimates of xy, A, and @,
into the appropriate conditional probability density obtained from Eq. 2 above
(Edwards, 1970). However, this complete likelihood formulation has only been
investigated for three taxa and one special model of phenotypic evolution (Thomp-
son, 1975). Because of the difficult numerical integrations required, Eq. 2 is difficult
to evaluate for one tree, much less for a large number, H,, of trees, so simplifying
assumptions are required.

Historically, the first and foremost simplifying assumption was the abandon-
ment of the branching component in the model. Without some stochastic process
that induces a set of prior probabilities on the branch times, s, and tree shapes, F,
these former random variables become parameters. The parameter estimate for the
topology is the tree that has highest likelihood among all trees (this is technically
known as maximum relative likelihood and its merits have been debated elsewhere:
Felsenstein and Sober, 1986; Sober, 1988). Estimation of the tree by this method is
more straightforward than the full-blown method relying on Eq. 2 above, because no
numerical integrations are required. Also, iterative methods that do not require
evaluation of all possible internal branch times or the likelihood on all H, trees
(Thompson, 1975; Felsenstein, 1981) are available, although it is conceivable that
they could also be brought to bear on the more difficult problem of solving Eq. 2.
Such heuristic methods are not guaranteed to find the best tree under all conditions,
but if the data are sufficiently clean they may provide rough estimates. Even with all
these simplifications, however, ML phylogenetic inference is still computationally
intense owing to the necessity of simultaneously estimating all the branch times (or in
practice the branch lengths, see Felsenstein, 1983), which relies on the invocation of
a multivariate numerical optimization algorithm for each tree examined. This is not
necessary for parsimony searches because the calculation of branch lengths is neatly
decomposed into contributions from each character and efficient algorithms for
reconstructing parsimonious evolutionary histories of single characters exist (re-
viewed in Swofford and Maddison, 1987).

Other, noncomputational, issues can also pose problems. With sufficiently
complicated models of character evolution, the desirable properties of maximum
likelihood may no longer hold. For example, if rates are allowed to vary among
branches and sites in a DNA sequence in an unconstrained way, there is simply not
enough information to estimate all the unknown parameters, and the model is no
longer guaranteed to be statistically consistent. Models that are too simple, on the
other hand, may not provide an adequate goodness of fit to the data. For example,
Goldman (1993) found that a molecular clock with equiprobable substitution rates
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between all nucleotides provided a very poor fit to data on primate @m-globin
pseudogenes. He also rejected even more complicated models that permitted
different rates among branches for small subunit RNA genes in a phylogenetic
analysis of basal relationships among known life forms. Various recent studies are
slowly increasing model complexity by adding variation among sites, the possibility of
invariant characters, and ambiguities due to alignment problems (Navidi, Churchill,
and von Haeseler, 1991; Thorne et al., 1992). However, if the ultimate goal of a
phylogenetic analysis is to address fairly complex evolutionary processes, such as
rates of duplication in a multigene family (see below), a complete likelihood
treatment would demand the addition of those potentially complex elements of the
stochastic formulation on top of the already complex problem of reconstructing
phylogenies.

While it is true that many of these problems can and will be solved eventually, it
is also true that interesting evolutionary problems abound now, and interim solutions
are both feasible and available. In particular, it is practical to use likelihood methods
jointly with nonlikelihood phylogenetic algorithms in a kind of hybrid analysis of
evolutionary processes.

Argument for a Hybrid Approach to Phylogenetic Studies of Evolution

Despite the raucous philosophical debates that have frequently occluded the agenda
of phylogenetic biology, pragmatism has basically held the day. Discovery of the
computational complexity of likelihood methods provided an impetus for the adop-
tion of heuristic methods such as distance and parsimony (although these were also
advocated on their own merits). However, the desirable properties of likelihood also
provided a strong impetus to use it in molecular evolutionary studies, usually in
combination with heuristic tree estimation algorithms. Thus, a kind of hybrid
approach was born. One of its first incarnations was in the critical problem of rates of
molecular evolution in relation to the molecular clock (Langley and Fitch, 1974).
That study relied on a parsimony algorithm to reconstruct the tree and the number of
substitutions per branch, and then maximum likelihood to estimate times of branch-
ing events and rates of evolution. A x? test of goodness of fit of the observed to
expected branch lengths permitted a test of the single-rate molecular clock model.

More recently, studies of a host of comparative evolutionary problems have
been undertaken in the context of phylogenies generated by parsimony or other
methods (Harvey and Pagel, 1991; Brooks and McClennan, 1991). Some of these
have invoked maximum likelihood after the fact to address particular issues, includ-
ing rates of branching (Hey, 1992; Sanderson and Bharathan, 1993; Nee, Mooers,
and Harvey, 1992), character correlation (Harvey and Pagel, 1991), and character
irreversibility (Sanderson, 1993).

The advantages of an approach that uses maximum likelihood inference on top
of a previously derived phylogenetic tree include improved tractability. Moreover, it
is possible to take advantage of mature software and volumes of published experi-
ence with heuristic algorithms, neither of which is likely to be matched by maximum
likelihood algorithms for quite some time. Available ML programs (Felsenstein,
1993; Olsen et al., 1993) are neither as efficient nor as flexible and conducive to data
exploration as current parsimony programs, for example (recently reviewed in
Sanderson, 1990). The cumulative experience of users of parsimony methods is also
orders of magnitude greater, which has meant that fundamental results have
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emerged regarding the properties of parsimony analyses that would not otherwise
have been discovered. The existence and significance of multiple “islands™ of equally
parsimonious trees is a recent conspicuous example (Maddison, 1991).

On the down side, separating the inference problem into two components, one
involving reconstruction of a phylogenetic tree, and one involving reconstruction of
some other evolutionary pattern (rates, biases, correlations, constraints, et cetera)
can adversely affect the power of the methods and presumably the accuracy of
assessments of confidence (see also Maddison and Maddison, 1992, 65-66). Firm
conclusions about this issue remain elusive because most hybrid investigations have
either not considered the issue of power, error, and confidence at all, or have focused
only on the error component associated with the second stage, ignoring the inevitable
errors arising from inaccurate phylogenetic reconstruction. Numerical approaches to
confidence estimation could be employed rather directly but have not been. For
example, bootstrap estimates (Felsenstein, 1985) of sampling variance affecting the
underlying phylogeny could be added in as an error term into the evolutionary model
used in the second phase of analysis. This could readily be accomplished just by
repeating the likelihood analysis on a sample of trees drawn from the bootstrap-
resampled trees. The range of estimates that result would serve then as a robust
indication of the phylogenetic component of error, and worst-case values of likelihood-
based tests (i.e., those that are worst on some bootstrap tree) would serve as better
estimates of true error of inference.

An Example: Rates of Gene Duplication

Here I present a worked example of the application of this hybrid approach to
reconstruction of rates of diversification in multigene families. Maximum likelihood
will be used to estimate parameters of a stochastic branching process model of gene
duplication, using data that includes a given phylogeny derived presumably by
nonlikelihood methods, and given reconstructions of the phylogenetic history of the
duplication events, also probably obtained by other methods such as parsimony. It
should be apparent that the actual data in this and similar examples consists only of
observations on sequences (or other trait data) in taxa. It is a fiction to regard the
tree reconstructed from these data and the ancestral states as actual observations,
but a useful fiction that forms the basis of the hybrid approach.

Multigene families are conspicuous and ubiquitous components of eukaryotic
genomes (Singer and Berg, 1991). They originate via a process of gene duplication,
differentiate as a result of evolutionary forces of selection and drift, or they may
converge or stay homogeneous via recombinational mechanisms involved in con-
certed evolution (Ohta, 1988, 1990). Individual gene copies may also go extinct if
they become inactivated as pseudogenes. In many ways the differentiation of a gene
family is analogous to the differentiation of a group of species, and presumably it can
be modeled in analogous ways (Walsh, 1987). Splitting of lineages has been modeled
by simple stochastic processes such as a Yule (1924) or pure birth model (Yule, 1924;
Raup, 1985; Sanderson and Bharathan, 1993), or a Galton-Watson branching model
(Gilinsky and Good, 1991; Guttorp, 1991). The Yule model is adopted in the
following because a continuous-time model seems more natural than the discrete-
time Galton-Watson model.

The Yule model is also a good choice for a model of splitting because it
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postulates that splitting times obey a Poisson process. Poisson processes are often
appropriate because (@) empirically, they provide excellent fits to many kinds of data
(Feller, 1968) and, (b) more fundamentally, Poisson processes can be derived from a
bare minimum of assumptions—specifically, a constant probability of splitting in any
interval, and independence of those intervals. It is difficult to imagine a one-
parameter model on the open interval [0, ) that could be any simpler than the
Poisson. Postulating a Yule model therefore does not make reconstructing branching
rates an overly theory-laden procedure.

To avoid some tedious but tractable mathematical complications, it will also be
assumed that the approximate times of the duplication events are known. For some
well-studied gene families in which the phylogeny is known with some confidence and
a fairly rich fossil record is also available, reasonable constraints on the duplication
times are available, although concerted evolution may confound estimation of actual
duplication times (Goodman, Czelusniak, Moore, Romero-Herrera, and Matsuda,

Figure 2. Phylogeny of a hypothetical

gene » multigene family with four species
1 1 1 182 2 2 (A-D), an outgroup species (OG),
oG A Bc %A A g ¢ p and three genes (1, 2, 3). The out-

group has a single gene in the gene
family; species B, C, and D have two
genes, and species A has three genes,
entailing two duplication events. Ex-
amples of the three kinds of branches
discussed in the text are indicated by
lower case letters: (a) branches end-
ing in a terminal taxon, (b) branches
ending in a duplication event, and (c)
branches that end in a speciation
event. Distinguishing among these
classes of branches is necessary for
derivation of the likelihood function
for gene duplication.

< Duplication
@ Speciation

1979). Elsewhere, methods that do not rely on this information have been discussed
(Sanderson and Bharathan, 1993; Sanderson and Donoghue, submitted for publica-
tion). These calculate integrated likelihoods using the predicted times of splitting
based on the Yule model itself, constrained but not fixed by evidence about the time
of occurrence of fossil taxa at the tips of the tree (Novacek and Norell, 1982). This
more careful method is preferable but does not add anything to the present
discussion.

The data for the present problem consist of a tree, F, a set of times of branching,
t;, associated with node i, branch lengths, d;, derived from d; = #; — funcestor(i)» and the
inferred number of duplications, j, on the tree. One complication is that branching
arises both from speciation and from gene duplication (Fig. 2). The only times
relevant to reconstructing duplication rates are the times between duplication
events. This can be demonstrated by the following argument. There are three kinds
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of branches on a phylogeny of a multigene family (Fig. 2): branches that end in a
terminal taxon, branches that end in a duplication event, and branches that end in a
speciation event. Under a Poisson model the probability of observing a branch
ending in a duplication is A exp (—\d); the probability of observing a branch ending
in a terminal taxon is exp (—Ad), which can be obtained by integrating the first
expression from d to infinity (i.e., we have no way of knowing when after the present
the next duplication event will occur). Finally, the probability of observing an
internal branch that ends in a speciation event but not a duplication event is
exp (—\d), because with respect to the duplication process this case is the same as if
the speciation event were a terminal tip. The overall likelihood is then obtained by
multiplying these contributions for each branch, which is warranted by virtue of the
stochastic independence of different branches in a Yule model. The likelihood
reduces to

L = MNexp(—AD) 3)

where D is the sum of all branch lengths, 2d;. The maximum likelihood estimate of
rate is obtained by solving

d
N exp (-AD)] = 0 @

which leads to
A = j/D. )

This matches the intuition that the rate of duplication should be proportional to the
number of duplications, and inversely proportional to the path length over which
those duplications could have occurred.

Generally it is desirable not merely to make estimates but also to test hypotheses
about those estimates. A natural hypothesis to test for this kind of branching rate
model is a contrast between the simplest one-rate model and a slightly more
complicated two-rate model in which one part of the tree has one rate and the rest of
the tree is allowed to have a different rate. In a sense this hypothesis tests the
goodness of fit of the one-parameter model to the data. Rejection of the one rate
model then might lead the investigator to seek explanations for the differences in
rate entailed by the two rate-model. The one-rate model will be termed H?! and the
two-rate model H2, Maximum likelihood methods are associated with a natural test
known as the likelihood ratio, which is the ratio of the likelihoods for the two
hypotheses, evaluated at their respective (usually different) maximum likelihood
points. Thus,

LR = LB
max {L{H*(A;, M)}

The maximum likelihood of H? will generally be greater than that of H! (because it is
easier to fit a more complicated model to any data set), and hence the LR will vary
between zero and one. If LR is sufficiently small one can be confident in the statistical
sense that ! should be rejected in favor of H2. The confidence level can be assessed
by a variety of means. In the limit of large samples, for example, G = —2 In (LR)

(6)
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tends to a x? distribution with one degree of freedom (in this case). Thus, if G >
x%(0.05), model H! can be rejected with a probability of type I error of 0.05. For
smaller sample sizes, Monte Carlo simulation provides a more accurate assessment
of the properties of the likelihood ratio test (Goldman, 1993).

For the present model the likelihood ratio of Eq. 6 reduces to a simplified form.
For the one rate model, the ML estimated rate is just j/D, and the likelihood at that
point is (from Eq. 3) (j/D)i exp (—J). If the tree is subdivided into two parts, with j,
and j, duplications and length totals of D; and D, respectively, then the one rate
model is clearly maximized at N = (j; + j;)/(D; + D,), and the corresponding
likelihood is just [(ji +j2)/ (D1 + D,)r*2 exp [—(j; + j2)]. The maximum value of
the likelihood function for the two-rate model is obtained by noting that the overall
likelihood equation will be just the product of two terms like Eq. 3 for each subtree:
L = X} exp (—MD1) N2 exp (—A,D), which is maximized at (A 1,\ ;) = (j1/D1ja/ D).
The likelihood ratio of Eq. 6 is then

J1+ ja \1ti2
D+ D,

LR =W. )

An Application to Globin Gene Evolution

Sample size is likely to be a problem in small gene families, but many gene families
are large, diverse, and some are even imbedded in superfamilies, as in the globins
and immunoglobulins. Discovery of differences in rates of duplication in a phylogeny
of some gene family might bear on hypotheses of structural, functional, or other
evolutionary constraints. Nei (1987, 134), for example, speculated that the number of
genes in the o-globin gene cluster of vertebrates is evolutionarily more canalized
(and hence its rate of duplication restricted) in comparison to the -8 globin cluster
and other globins.

The globin family is one of the best studied both from the perspective of its
molecular biology and evolutionary history (Hardison, 1991). Phylogenetic analysis
using a diverse set of algorithms generally agree on the basic outline of the history of
the family, and approximate dates of duplications events can be inferred (caveat
emptor; see Gillespie, 1991) from the rich vertebrate fossil record and from molecu-
lar clocks. Cursory examination of the number of duplications in various parts of the
globin phylogeny (Fig. 3) suggests that rates of duplication have been highest in the
B-globin lineage of higher vertebrates, relative to either the a-globins or the globins
found in lower vertebrates such as agnathans (jawless fishes).

This crude numerical perception is lent credence by a more detailed likelihood
analysis along the lines suggested above. Two separate sets of hypotheses associated
with different hierarchical levels in the gene phylogeny were tested. In each, the null
hypothesis was that the rate of duplication was the same throughout the phylogeny;
the alternative hypothesis was that the rates differed in each of the sister groups
descended from the most recent common ancestor of the group. The first test
focused on node A in Fig. 3, which is the group of genes descended from the
duplication that lead to the a-B globin clade. The second test backed off to node B
and contrasted the agnathan globins to the other vertebrate globins. Maximum
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Figure 3. Phylogeny of major components of the vertebrate globin multigene family (after
Hardison, 1991). Branch lengths in this figure are not colinear with time; for exact branch
lengths, see Hardison (1991). Nodes labeled A and B denote the position in the phylogeny that
divides the tree into subtrees for the two hypotheses discussed in the text and Table L

likelihood estimates were obtained according to Eq. 5 and the likelihood ratios for
the null versus alternative hypotheses were calculated using Eq. 7. Results (Table I)
indicate that it is impossible to reject the single rate model in either case (possibly
due to limited sample size), but that of the two contrasts, the contrast between the o
and B globins is closer to significance than is the contrast between the agnathan and
gnathastome (jawed fishes and tetrapod vertebrates) globins. This provides weak
support for Nei’s (1987: see above) ideas that quantitatively different duplication
rates are acting in the a- versus p-globins.




Maximum Likelihood Inference and Evolution 23

Conclusions

This example serves to illustrate the dilemma confronted by an investigator inter-
ested in a particular evolutionary pattern or process, such as the evolution of a
multigene family. The phylogenetic history of a gene family obviously bears on
inferences that can be made about evolutionary processes such as duplication, gene
conversion, et cetera. At the same time, those processes are likely to affect any kind
of inference procedure used to reconstruct the phylogeny itself (Sanderson and
Doyle, 1992). A full-blown likelihood assault on the problem would require (@) a
model of gene duplication and extinction, (b) a model of sequence evolution,
including (c) a model of recombination (concerted evolution), (d) a model of
insertion/deletion to permit alignment estimation, and possibly (¢) a model of
speciation and extinction. Currently available likelihood methods incorporate only
one or (very recently) two of these elements, and they are computationally difficult as
is. Needless to say the results obtained by the hybrid analysis performed in this paper
would be impossible to obtain with currently available maximum likelihood tech-
niques.

TABLE I
Likelihood Ratio Tests of One-Versus Two-Parameter Gene Duplication
Models for Phylogenetic Contrasts in Vertebrate Globin Gene Family

Node/ .. * k3 §

contrast JisJ2 Dy, D, A A AD LR G P
A 1,5 1,775, 2,075 1.56, 0.56, 2.40 0.31 2.32 0.13
B 1,8 950, 4,375 1.69, 1.05, 1.82 0.86 0.31 0.52

See Fig. 3 for node/contrasts.

*In units of millions of years, estimated on the basis of approximate dates of duplication events
(Hardison, 1991).

¥x 10~3/million years.

8G = —2In (LR).

ISignificance levels calculated based on assumed convergence of G to x2 with one d.f.

That an answer (of uncertain reliability) can be obtained by some method is not
by itself a strong argument in favor of that method. But additional arguments for a
hybrid approach can be made. The primary one is that nonlikelihrood methods,
especially parsimony, appear to provide a reasonable reconstruction of evolutionary
history. Parsimony is the most widely used phylogenetic algorithm (Sanderson et al.,
1993), and its accuracy is supported by a growing body of simulation evidence that
suggests that it does as well as or better than other nonlikelihood methods, and
significantly better than some nonlikelihood methods. Maximum likelihood can out
perform parsimony, because conditions under which parsimony will fail but likeli-
hood will succeed are well-known (Felsenstein, 1978)—but only if the maximum
likelihood model is correct. There are always conditions under which maximum
likelihood will fail to find the right tree (or fail to be consistent) given deviations from
the assumed model (J. Kim, personal communication). Thus, for workers interested
in studying interesting evolutionary processes now, a not unreasonable compromise
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is to begin with a phylogeny derived by parsimony and overlay it later with maximum
likelihood (or other statistical) methods.
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Introns, the Broken Transposons
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The origin of spliceosomal introns is a classic molecular evolutionary puzzle that still
inspires debate 16 years after their first discovery in eukaryotic genes, debate which
still centers on the initial polarization into two general theories on intron origins. The
“introns-early” theory arose by combining Gilbert’s ideas about how the exon/intron
organization of eukaryotic genes could speed evolution by the process of “exon-
shuffling” (Gilbert, 1978) with Darnell’s and Doolittle’s (1986) assertions that
introns were relics of the assembly of genes in a primitive ancestor of all living cells.
According to this theory, modern prokaryotes lost their introns through genomic
streamlining, while eukaryotes retained the primitive introneousness of their genes.
By contrast, proponents of the “introns-late” models argued that most introns are
likely the husks of mobile genetic elements that had the special property of splicing
out of genes on the RNA-level. Genes were split, the argument goes, by these mobile
introns relatively recently after the origin of the eukaryotic nucleus and therefore
had nothing to do with the origin of genes.

Our position is that current data best support a view where introns were inserted
into pre-existing full-length genes. In this paper we will briefly discuss the data which
has led us to reject the introns-early theory in favor of insertional models. However,
there are many reviews which give a more complete treatment of the data relevant to
this issue (Rogers, 1990; Palmer and Logsdon, 1991; Patthy, 1991). We instead wish
to concentrate on elaborating new ideas with testable implications regarding the
origin and spread of spliceosomal introns, so that experiments can be done to
illuminate the remaining dark corners of intron evolution.

What Kinds of Introns Are Relevant to the Debate?

Since the first proposals of the theories explaining intron origins much has been
learned about the diversity of intron splicing mechanisms and the genomes that
introns inhabit. It is now clear that there are many different intron types, distinguish-
able by splicing mechanisms and phylogenetic distribution (reviewed in Lambowitz
and Belfort, 1993):

Of these types, only two are relevant to the original theories: group II self-
splicing introns (and their degenerate group I1I form) commonly found in eukaryotic
organellar genomes, and spliccosomal introns which are abundant in nuclear genes
and are spliced by a multimolecular RNA/protein complex called the spliceosome.
These demonstrate similarity in structure and splicing mechanism of the sort which
would suggest convincingly that they shared a common ancestor (Jacquier, 1990;
Weiner, 1993; Lambowitz and Belfort, 1993; and Lamond, 1993). Thus, the general
term “intron” probably does not refer to any evolutionarily coherent group of
elements, perhaps only to a molecular niche. We feel that attempts to derive unitary
scenarios to explain the origin and evolution of all introns are, therefore, misguided.

Molecular Evolution of Physiological Processes © 1994 by The Rockefeller University Press
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Introns Early: A Theory in Search of Evidence

Introns-early, a theory which addresses spliceosomal introns specifically, holds that
they are evolutionary leftovers of the processes that produced the first full-length
protein coding genes by “exon-shuffling.”” Proponents of this theory rely on evidence
falling into two general categories: (@) Exon/exon boundaries of ancient genes found
in eukaryotes are thus claimed to delineate units of protein structure and/or function
as a result of their assembly by exon-shuffling (Blake, 1983); and (b) the conservation
of intron positions between phylogenetically distant organisms indicates that they
were ancestrally present in the gene (Gilbert, Marchionni, and McKnight, 1986).

Of these two claims, the first has never been supported convincingly and the
second, in the light of recent data, increasingly argues for a late rather than an early
origin of spliceosomal introns.

Exon-shuffling, Intron-positions, and Protein Structure

As a mode of gene evolution, exon-shuffling has been confirmed for many genes
encoding extracellular proteins in vertebrates (Patthy, 1991). The origins of these
genes, however, occurred relatively recently in evolution, perhaps just before the
evolution of the chordate phylum 500 million years ago. The central claim of
introns-early is not that such shuffling has occurred sometime in evolution, but that it
was the dominant mode of evolution of the first protein-coding genes before the
divergence of all extant cellular life. To prove such a claim, therefore, one must show
that some of the genes common to all living organisms are chimaeric and that their
recombinant junctions correspond to known intron positions. Examples of ancient
exon-shuffling have been suggested for proteins such as alcohol dehydrogenase
(ADH), glyceraldehyde-3-phosphate dehydrogenase (GAPDH), lactate dehydroge-
nase (LDH), pyruvate kinase (PK) (Duester, Jornvall, and Hatfield, 1986) and triose
isomerase (TPI) (Gilbert et al., 1986). However, as Patthy (1987) points out, such
proposals seem dubious as these proteins do not show the hallmarks of exon-
shuffling discerned from known recent vertebrate examples. For instance, one would
expect that exon-shuffling would produce genes sharing homologous exons bounded
by introns of the same phase; a pattern not observed in these genes. In addition, the
second claim of correlation between exon/exon junctions and protein structural
boundaries has been suggested qualitatively in all of these cases. An analysis carried
out in our lab (A. Stoltzfus, personal communication) testing this correlation in some
ancient genes (e.g., TP, globins, PK, and ADH) found that random intron place-
ment cannot be statistically excluded. To further compromise the case for early exon
shuffling, an attempt by Gilbert’s group intended to estimate the size of the
underlying “exon universe” (Dorit, Schoenbach, and Gilbert, 1990) failed to detect
any examples of shared exons between ancient genes.

Until protein-structure/exon structure correlations are rigourously established
for ancient genes and a single case of bona fide ancient exon-shuffling is identified,
the first claim of introns-early is without any empirical evidence.

The Phylogenetic Distribution of Spliceosomal Introns within
Eukaryotic Genes

Several arguments have been made that ancient intron positions shared between
genes found in eukaryotic groups as diverse as plants, animals and fungi (Gilbert et
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al., 1986) are evidence for an early origin of introns. However, these examples can be
as easily interpreted as inherited insertions of introns which occurred before the
plant, animal, and fungal divergence, a relatively recent event. A better test makes
use of the fact that the protists are a multiply paraphyletic group from which
multicellular eukaryotes evolved (Fig. 1 and Cavalier-Smith, 1993), allowing us to
repeatedly test how parsimonious an early origin for introns is. In globins, for
example, two intron positions are shared between plants and animals out of a total 11
known, but neither is found in the only known protist homolog, possessed by
Paramecium (Stoltzfus and Doolittle, 1993). Similarly, in the case of TPI, out of 14
known intron positions, only five are shared between plants and animals and none of
these are found in this gene from representatives of three of the early diverging

Figure 1. Our current knowl-
Spliceosomal snRNAs  edge of the phylogenetic distri-

Introns . . .
bution of spliceosomal introns
Giardia ? ? and snRNAs within eukary-
otes. This provisional phyloge-
netic tree is based on a synthe-
Trichomonas ? ? sis of small-subunit rRNA trees

Nosema ? 2(+)

Naegleria + . with ultrastructural data (Leipe

et al., 1993; and Cavalier-Smith,

Trypanosomes 2 + 1993) and is rooted with archae-
Euglenoids 2 " bacterial and eubacterial out-

) groups. In many cases, pub-

Slime moulds  + + lished tree topologies conflict.
Entamoeba + + We have, in these cases, either
Apicomplexans 4 . made a decision on what is the

most likely phylogeny of the

{Cﬂiates + + organisms or collapsed the
Dinoflagellates  + . equivocal node. The ﬁnding.of

| at least one spliceosomal in-
Plants + + tron or snRNA in a taxon is

Animals + . indicated by a “+” and, con-
—E versely, the lack of either, based
Fungi + + on current data, is indicated by

a question mark.

protist lineages, Giardia lamblia (M. Mowatt, Weinbach, Howard, and Nash, 1994),
Trichomonas vaginalis and Entamoeba hystolytica (A. Roger, unpublished data).
These and other examples (see Dibb and Newman, 1989; Palmer and Logsdon,
1991; and Kwiatowski, Skareky, and Ayala, 1992) clearly indicate that the small
number of intron positions that are conserved between kingdoms of eukaryotes are
phylogenetically restricted to plants, fungi and animals. Furthermore, the majority of
intron positions appear unique to lineages within these kingdoms. To reconcile this
with introns-early, one must postulate vast numbers of parallel events of intron loss
from a hypothetical intron-riddled ancestral gene. Instead, we suggest a more
parsimonious interpretation of the data; that the current intron distribution reflects
processes of independent intron gain and loss that have operated within these
lineages during the course of eukaryote evolution (Palmer and Logsdon, 1991).
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Spliceosomal Intron Positions Conserved Between Prokaryotic and
Eukaryotic Genes

Recently, several instances of introns that are shared between nuclearly encoded
cytoplasmic targetted genes and organellar homologs of eubacterial origin have been
suggested (Shih, Heinrich, and Goodman, 1988, Iwabe, Kuma, Kishino, Hasegawa,
and Miyata, 1990, and Juretic, Mattes, Ziak, Christen, and Jaussi, 1990). Although in
some of these cases the introns are not actually in identical places (Palmer and
Logsdon, 1991), other examples are more convincing (Kersanach, Brinkman, Liaud,
Zhang, Martin, and Cerff, 1994). Such instances have been interpreted, in support of
introns-early, as evidence that the common ancestor of the eubacterial endosymbiont
and the nuclear genome had these introns. However, if one accepts that prokaryotic
genomes presently lack introns due to streamlining selection, then the assertion that
these intron positions are ancestral is very unparsimonious. Previous “streamlining”
theories have had to invoke the global loss of introns twice; once in the ancestor of all
eubacteria and a second time in the lineage leading to archaebacteria (Doolittle,
1991). To account for the presence of shared intron positions between the nuclear
and organellar genes, one must posit that introns have been independently lost in
archacbacteria as well as nine major eubacterial groups (Woese, 1987). Moreover,
they must have been maintained in the cyanobacterial and purple bacterial lineages
for half of the history of life, only to be cataclysmically lost after the origin of
organelle-bearing eukaryotes (Palmer and Logsdon, 1991).

The alternative, that introns have been inserted into the same positions in these
homologs independently, is quite reasonable if one assumes that introns insert into
sites with a specific target sequence. If sites compatible for insertion (for instance the
“proto-splice sites” of Dibb and Newman, 1989) are limited to a small fraction of all
possible insertion sites in a gene, then, provided that the gene is highly enough
conserved in sequence, multiple events of intron insertion at any particular site are
expected.

Insertional Models of Spliceosomal Intron Origin

While the accumulating evidence on intron distribution may argue against the
primitive presence of spliceosomal introns, it remains necessary to develop models
that provide a plausible mechanism for the spread of introns in the eukaryotic
genome. These must address both the means by which introns are gained and lost, as
well as how the splicing machinery evolved in the first place.

Spliceosomes May Have Evolved from Retroposing Group II Introns

The initial characterization of self-splicing group II introns revealed that they shared
similar splice-sites and branchpoint sequences as well as a lariat splicing mechanism
with spliceosomal introns, hinting at a possible relationship between the two types.
While these features are somewhat superficial, better support for their homology has
been provided by recently discovered structural similarities between the intermolecu-
lar secondary structure formed by small nuclear RNAs in the spliceosome and the
intramolecular elements of group II introns (Jacquier, 1990; Newman and Norman,
1992; Madhani and Guthrie, 1992; Lamond, 1993; and Weiner, 1993). The idea that
these self-splicing introns gave rise to spliceosomal introns by fragmentation (Hickey
et al., 1989) rests partly on the intuitive appeal of a transition from the relatively
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simple unimolecular self-splicing introns to a complex multimolecular RNA/protein
spliceosome. Better evidence is provided by the observation that group 11 introns can
be fragmented into pieces in vitro without losing their spliceability (Suchy and
Schmelzer, 1991) and by the precedent of such intron fragmentation having occurred
in several independent organelle lineages (Bonen, 1993).

In addition, the finding that many group II introns contain reverse transcriptase-
like open reading frames (Michel and Lang, 1985) together with the subsequent
demonstration of reverse splicing in vitro (Augustin, Mueller, and Schweyen, 1990)
provided preliminary evidence that they may be mobile elements. These suggested a
mechanism of spreading to new genes by reverse splicing into heterologous RNAs,
reverse transcription and recombination of the complementary DNA with the
intronless, genomic copy. The case for group II intron mobility now seems sewn up by
two reports of their actual transposition into new sites in the mitochondrial genomes
of Saccharomyces (Mueller, Alimaier, Eskes, and Schweyen, 1993) and Podospora
(Sellem, Lecellier, and Belcour, 1993) where both events appear to have occurred on
the RNA level. A retrotransposition model for group II introns is further supported
by the finding that one of the intron-encoded ORFs in the yeast cox! gene is an
intron- and exon-specific reverse transcriptase (Kennel, Moran, Perlman, Butow,
and Lambowitz, 1993).

When Did Spliceosomal Introns Evolve from Group II Introns?

In 1991, Cavalier-Smith (1991) proposed that spliceosomal introns evolved from
group II introns which first entered eukaryotes in the a-purple bacterial endosymbi-
ont which gave rise to the mitochondrion. Group II introns, he argued, invaded
nuclear protein coding genes by retrotransposition, and then one subsequently
fragmented, producing the genes for small nuclear RNAs which could splice all of
the group II introns present in the nuclear genome in trans, thereby making
autocatalysis redundant.

This theory, henceforth referred to as the mitochondrial origin theory, predicts
that spliceosomes and the introns they splice will not be found in prokaryotes or the
earliest diverging eukaryotic lineages, the Archezoa, which are thought to lack
mitochondria primitively (Cavalier-Smith, 1991). We suggest two alternatives to this
theory: a nuclear origin theory where group II introns were converted into the
spliceosome during the evolution of the nucleus and a prokaryotic origin theory
where group II introns fragmented to form the spliceosome before the origin of the
nucleus in its prokaryotic ancestors (Fig. 2). To decide between these alternatives,
the phylogenetic distribution of group II and spliceosomal introns must be consid-
ered.

The Phylogenetic Distribution of Group II and Spliceosomal Introns

Until recently, group II introns had only been found in mitochondrial genomes of
fungi, and the mitochondrial and chloroplast genomes of various algal groups and
land plants. However, a survey using PCR has identified group I introns in a
cyanobacterium and a +y-purple bacterium, representatives of eubacterial groups
which gave rise to plastids and mitochondria respectively (Ferat and Michel, 1993).
This seems, at first glance, strong evidence for Cavalier-Smith’s (1991) hypothesis.
However, the true diversity of organisms possessing group II introns is unknown as
this PCR search was restricted to only species within the eubacterial groups which
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gave rise to organelles. A comprehensive survey for these introns in diverse groups of
eubacteria, archaebacteria and early eukaryotes is necessary to pin down the
phylogenetic distribution of this intron type. If group II introns are found in both
prokaryotic groups (the Eubacteria and the Archaebacteria), then such introns may
have been ancestral to eukaryotic nucleii.

Fig. 1 shows a hypothetical phylogeny of eukaryotes with the presence and
absence of spliceosomal introns highlighted. In support of Cavalier-Smith’s (1991)
contention, it can be seen that no spliceosomal introns have yet been identified in the
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earliest amitochondrial eukaryotic lineages. The lack of introns found in the Arche-
zoa comes almost exclusively from only a dozen or so genes sequenced in Giardia.
Clearly more data from this and other archezoans are needed. Recent work in our
lab suggests that one such organism, the microsporidian Nosema locustae, where no
introns have been discovered, appears to possess the highly conserved gene encoding
the spliceosomal U6 small nuclear RNA (A. Roger, unpublished data). If microspo-
ridia are truly primitively amitochondrial (a point over which reasonable people
could disagree), then these data suggest that at least some of the spliceosomal
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machinery evolved before the endosymbiotic origin of mitochondria in contrast to
Cavalier-Smith’s theory and in favour of a nuclear or prokaryotic origin of the
spliceosome. Unfortunately, this kind of analysis depends critically on our confi-
dence in the phylogeny of the organisms in question, and at best can only exclude the
organellar origin of spliceosomal introns; to understand where the transition be-
tween group II and spliceosomal introns took place it is necessary to also consider
prokaryotes.

A Prokaryotic Origin for the Spliceosome?

Because spliceosomal splicing is notoriously slow compared with self-splicing, it is
often suggested that transcriptional/translational coupling in prokaryotes would
prevent the origin of spliceosomal splicing; the frequent translation of unspliced
messages would be too heavy a selective burden (Cavalier-Smith, 1991; and Doolittle,
1991). The origin of the nucleus, however, would have freed self-splicing group II
introns from this selection and allowed them to fragment and spread. Such an
argument favors, a priori, a nuclear origin over a prokaryotic origin for spliccosomes.
However, the presence of group II introns in the eubacteria raises the possibility that
they were also present in the common ancestor of prokaryotes and eukaryotes. The
fragmentation of one of these introns to form a spliceosome may therefore have
occurred before the origin of the nucleus. The discovery in Mycoplasma capricolum of
an abundant small RNA species which is > 50% identical to most U6 snRNA genes
in eukaryotes (Ushida and Muto, 1993) may be evidence for bacterial spliceosomes.
If other eubacteria as well as archaebacteria turn out to possess this RNA, and it is
found to be involved in splicing, then the origin of at least some parts of the
spliceosome may harken back to the common ancestor of all living cells. Why such
introns would fail to spread through bacterial genomes is not certain, but may be
limited by transcriptional/translational coupling. More plausibly, the Mycoplasma
U6-like RNA could be the result of an independent fragmentation of a group II
intron in this lineage, quite separate from the origin of the spliccosome in eukary-
otes. The fact that this RNA is more similar to U6 snRNAs than any characterized
group II intron sequence may therefore betray the existance of an undetected family
of group II introns which share sequence similarity to both the Mycoplasma Ué6-like
RNA and the eukaryotic spliceosomal snRNAs, and are ancestral to both.

However, such speculation is premature until more data about the phylogenetic
distribution of snRNAs, spliceosomal introns and group II introns within the
Archezoa, Archaebacteria, and Eubacteria become available.

How Are Spliceosomal Introns Invading New Sites Now?

A single transposition burst of group II introns in the early eukaryote nuclear
genome and their subsequent slow loss (by the recombination of reverse-transcribed,
spliced mRNAs with their parent alleles) could possibly explain the current intron
distribution in eukaryotic genes. However, many of the phylogenetic difficulties that
introns-early is prone to also apply to a view where all introns were inserted at a
single time. Because most intron positions are restricted to the most recently evolved
eukaryotic lineages, it is most parsimonious to assume a model where introns have
been spreading since their initial insertion as group II introns.

There are a handful of examples of DNA transposons which generate spliceo-
somal introns by transposition, but none generate precise splice-site boundaries. The
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widespread insertion of introns requires that transposition leads to splice-sites which
do not alter the coding sequence; the most tenable mechanism for this is by an RNA
based transposition using reverse-splicing.

In this vein, Cavalier-Smith (1991) suggests that the conversion of all of the
primary invading group II introns to spliceosomal introns by their gradual depen-
dence on the snRNP-mediated splicing may have taken hundreds of millions of years
to complete (Cavalier-Smith, 1991). In this lingering group II introns theory,
remaining group II introns are suggested to have been retroposing to new sites
relatively recently in evolution. Others have suggested that these introns could be
continually introduced into nuclear genes from organellar genomes containing them
(Rogers, 1989; Palmer and Logsdon, 1991). The finding of a mitochondrial group 11
intron remnant in the nuclear genome of Dolichos biflorus suggests that these introns
are transferred to the nucleus on occasion (Knoop and Brennicke, 1991). The
subsequent degeneration of group II introns into spliceosomal introns would be
relatively simple requiring only a single nucleotide replacement to convert the
consensus sequence for the former into the latter (Rogers, 1989). Such lateral
transfer, however, could only be responsible for recent intron gain in plants, fungi
and protists, because group II introns appear to be absent from animal mitochondrial
genomes (Gray, 1989).

Whereas both of these ideas may have merit, they also predict the existence of a
so far undetected, intact, group II intron in nuclear genes. A simpler explanation for
recent intron spread, first offered by Sharp (1985), is that the spliceosomal machin-
ery, itself, may introduce introns into RNAs by catalyzing the reverse-splicing
reaction. In this way, introns could be introduced into sites compatible with splicing.
If the spread of introns into new sites in RNAs depends on accidental rare
reverse-splicing events, a reverse transcriptase activity could be supplied by reverse-
transcriptases encoded by endogenous retroviruses or retrotransposons commonly
present in eukaryotic genomes and cellular machinery for homologous recombina-
tion would then be relied upon to insert the copy into the genome. It is difficult to
assess the feasibility of such a mechanism since experiments employing PCR to
detect rare reverse-splicing have so far not detected any such activity (C. Guthrie,
personal communication) perhaps because not all introns can be reverse-spliced.

This passive mechanism of intron acquisition (Roger and Doolittle, 1993} is
attractive because the gain of introns depends only on a side reaction of the
spliceosome and does not propose the existence of an unknown transposing entity.
But it suffers from the general problem that intron loss, by the replacement of
intron-containing alleles with intron-less cDNAs, ought to be thousands of times
more likely than incorporation of rarely reverse-spliced versions. Because introns are
present in high density in many genomes of eukaryotic multicells, there must have
been periods in the evolution of certain lineages during which intron gain was far
more likely than loss; that is, periods when introns were actively transposing.

To account for this, we suggest that there is a subset of introns which are
transposable and may encode a reverse-transcriptase/maturase-like protein which
recognizes sequences in its intron parent as well as binding with spliceosomal
components in such a way as to promote reverse-splicing. Such an element could
effectively reproduce itself by spliceosomal reverse-splicing of parent introns into
proto-splice sites in RNAs followed by catalyzing the reverse transcription of these
messages into cDNA. In genomes where homologous recombination occurs fre-
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quently, the fecundity of this kind of retrotransposon would be high, causing the
rapid turnover of introns in genes. However, if it is rare, as in vertebrate genomes,
retroposing introns would die out (mutations in them would accumulate faster than
new copies could be generated by transposition events) leaving an intron distribution
that is phylogenetically stable. Consistent with this is the observation that there is a
relative stasis of intron positions within vertebrate genes like tubulins and actin
(Dibb and Newman, 1989).

Towards a Resolution to the Introns Debate?

The “introns-late” model we have presented rests largely on the mobility of
spliceosomal introns, a phenomenon for which there is presently no direct evidence.
It is often difficult to catch a transposon in the act, especially when it is assumed to be
a rare event, nevertheless there are several strategies which may be employed to
demonstrate transposition convincingly.

Because the actual constraints on intron sequence appear to be so lax, it is
somewhat naive to hope to discover two closely related introns within a genome by
chance. It is necessary to hedge our bets by first looking for an organism containing
an intron at some position which is intronless in numerous closely related species;
this is indicitive of a recent transposition. If the time of divergence between the
organism and its intronless relatives is less than ~ 65 million years, we could expect
to find a parental copy of the new intron to have maintained a detectable level of
sequence identity (~60%). Similar introns in different sequence contexts provides
good evidence of transposition.

Such a finding would happily provide concrete evidence in a debate where it is so
desperately needed. As molecular biology is catching up with theory, we may hope
for a settlement to this ancient question, or at least for more data to fuel another
sixteen years of vigourous argument.
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Phylogenetic frameworks inferred from comparisons of macromolecular sequences
can provide insights into the origin of the Animalia and its major phyla. Structural
and molecular data now offer corroborating evidence that animals are monophyletic
with the choanoflagellates as a sister group. Within the metazoa, the divergence of
sponges is followed by the Ctenophora, the Cnidaria plus the placozoan Trichoplax
adhaerans, and finally, by an unresolved polychotomy of triploblastic animal phyla.
Maximum likelihood analyses of small subunit ribosomal RNAs reveal animals and
fungi share a unique evolutionary history. Their last common ancestor was a
uni-flagellated protist similar to extant choanoflagellates or chytrids. This relation-
ship between animal and fungal ribosomal RNAs agrees with molecular systematic
studies of other gene families including a-tubulins, -tubulins, elongation factors and
actins.

Historical Theories

Most theories describing the origins of metazoa (Hanson, 1958, 1977) are based upon
comparative morphology, developmental biology, and physiology. More recent stud-
ies of molecular evolution only underscore the complexity of deciphering the sudden
radiation of animal phyla previously identified through paleontology. Preferred
branching patterns for simple animals are not convincing in molecular and nonmo-
lecular phylogenetic trees, yet there is general agreement that animals must have
evolved from ancestral protists.

More than 100 years ago, Haeckel (1874), Lankester (1887), and Metschnikoff
(1886) suggested that early animals evolved from a colonial flagellate resembling an
embryological stage of extant metazoa. Because of similar cell structures identified
through light microscopy, James-Clark (1867, 1868) proposed a direct relationship
between the unicellular choanoflagellates and the choanocytes of sponges (James-
Clark, 1867, 1868). Discovery of a colonial choanoflagellate, Proterospongia haeckeli
Kent (1880-1882), reinforced the hypothesis linking choanoftagellates and simple
animals (Kent, 1880-1882). This discovery also strengthened Metschnikoff’s theory
that a solid colony (parenchymula) was the first metazoan form. Lameere extended
this idea to a colonial integration model in which colonies of choanoflagellates gave
rise to sponges and in turn to the major animal phyla (Lameere, 1901, 1908).
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A frequently cited competing idea placed the origins of metazoa within the
ciliates (Hadzi, 1953). As described in Hadzi’s Syncytial Theory, a multinucleated
ciliate with seemingly bilateral symmetry might have been the evolutionary precursor
to flat bilateral acoel flatworms. Cnidarians and ctenophores would have been
derived secondarily from these earliest multicellular animals (Barnes, 1986). Al-
though many other theories have been proposed, there is no overwhelming body of
comparative morphological nor embryological data to support any single hypothesis
(Brien, 1971; de Saedeleer, 1930; Grassé, 1971; Hanson, 1958, 1977; Laval, 1971,
Morris, 1993; Nielsen, 1985, 1987; Salvini-Plawen, 1978; Tuzet, 1973; reviewed in
Hyman, 1940; and Willmer, 1990).

Precambrian and Cambrian Fossil History

The inconsistent fossilization of organisms lacking mineralized hard parts or degra-
dation-resistant organic materials constrains interpretation of Precambrian biologi-
cal history (Knoll, 1992). Even so, Knoll (1992) described evidence of eukaryotes in
the late paleoproterozoic and documented eukaryotic diversification in the mesopro-
terozoic from preserved organic compressions and impressions in sandstones and
shales. The earliest known multicellular protist, a red alga, is preserved in silicified
carbonate rocks of the 1250 to 750 million-year-old hunting formation (Butterfield,
Knoll, and Swett, 1990). The presence of metazoa at that time is debatable as a
molecular clock calibration places the initial radiation of metazoa at ~ 1,000 million
years ago (mya) (Runnegar, 1982) while the first appearance of unskeletonized
multicellular animals (Ediacaran faunas) was closer to the pre-Cambrian-Cambrian
boundary (late Neoproterozoic) ~ 620 to 700 ma (Conway Morris, 1985, 1987, 1989a;
Knoll and Walter, 1992). This was followed by the abrupt appearance of a diverse
array of predominately skeletonized invertebrate phyla during the early Cambrian
(Bergstrom, 1990) and a non skeletonized faunal component exemplified by those
preserved in the Burgess Shale formation (Conway Morris, 1989b). This fauna may in
fact be the survivors of the pre-Cambrian Ediacaran assemblages (Conway Morris,
1989b). Recent geochemical evidence suggests that the proterozoic-Cambrian bound-
ary occurred 544 ma rather than 570 ma and the transition occurred over a 5-10
million year period (Bowring, Grotzinger, Isachsen, Knoll, Pelechaty, Kolosov,
1993). While geologic history provides information on the estimated time of emer-
gence for many animals, it lends few clues about pre-Cambrian protists ancestral to
contemporary metazoa. In part this represents lack of consensus about phenotypic
characteristics that can be assigned to a protist ancestor for animals.

Molecular (Biochemical) Analyses to Date

Comparisons of ribosomal RNA sequences (rRNA) have established the phyloge-
netic relationships within the prokaryotic and protist worlds (Sogin, 1991; Woese,
1987), but similar procedures have given contradictory topologies for early diverging
metazoan lineages (Christen, Ratto, Baroin, Perasso, Grell, and Adoutte, 1991;
Erwin, 1991; Field, Olsen, Lane, Giovannoni, Ghiselin, Raff, Pace, and Raff, 1988;
Lake, 1990). To date, distance and parsimony analyses of TRNA data portray protists
as a series of independent branches that precede the nearly simultaneous separation
of plants, animals, fungi, plus two novel and complex evolutionary assemblages
described as stramenopiles (some chromophyte algae, diatoms, oomycetes, labyrinthu-
lids, and other heterokont protists) and alveolates (ciliates, dinoflagellates, and
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apicomplexans) (Patterson and Sogin, 1992). Collectively these assemblages plus
several other protist lineages define the crown of the eukaryotic tree (Knoll, 1992).

Relative branching order for the crown groups has been difficult to establish as
the nodes separating each group are represented by fewer than five nucleotide
changes per thousand positions. The absence of sequence data from early branching
lineages within each of the crown groups and inadequate representation of eukary-
otic microbial diversity has weakened the utility of molecular data in resolving the
origins of animals (Christen et al., 1991; Field et al., 1988; Lake, 1990). In some
studies, difficulties in reconstructing organismal phylogeny was further exacerbated
by incomplete sequence information. Most analyses of animal origins have been
based upon partial sequences and hence lack a statistically meaningful number of
independently variable sites. Furthermore, these sequences may be subject to
systematic errors which are not detected when only single stranded rRNA templates
are available for sequence analyses. One percent sequence errors (Clark and
Whittam, 1992) and inadequate methods for inferring molecular frameworks that
include both slowly and rapidly evolving lineages (Christen et al., 1991; Field et al.,
1988) can lead to major rearrangements of deep interior nodes or terminal taxa
separated by short branches.

Complete small subunit ribosomal RNA (16S-like rRNA) sequences are now
available for several lineages that diverged early in the metazoan radiation (Wain-
right, Hinkle, Sogin, and Stickel, 1993). Together with an expanded ribosomal
sequence data base (Olsen, Overbeek, Larsen, Marsh, McCaughey, Maciukenas,
Kuan, Macke, Xing, and Woese, 1992) this study employed maximum likelihood
(Felsenstein, 1981) and distance techniques (Olsen, 1988) to explore relationships
between animals and other eukaryotes. In these analyses, only unambiguously
aligned nucleotide positions of complete 165-like rRNA sequences were considered.
The alignments were achieved using a computer assisted method that took into
account conservation of both primary and secondary structural features in rRNA
molecules (Elwood, Olsen, and Sogin, 1985; Olsen, 1988). An accelerated method
for maximum likelihood analyses of DNA sequences (Olsen, Matsuda, Hagstrom,
and Overbeek, 1994) using the generalized two parameter model of evolution
(Kishino and Hasegawa, 1989) produced the phylogenetic tree in Fig. 1. With the use
of jumbled orders for taxa addition and allowing global swapping to cross three
branches, the search for an optimal tree was repeated until the best log likelihood
score was reached in at least three independent searches.

Bootstrap techniques (Felsenstein, 1985) provided relative confidence levels for
topological elements in the phylogenetic trees. Bootstrap values that exceed fifty
percent in fastDNAml analyses and the corresponding values from resamplings for
neighbor-joining methods (Saitou and Nei, 1987) are indicated in Fig. 1. Although
the use of bootstrap values has gained widespread acceptance for measuring
reliability in phylogenetic tree reconstructions, we do not consider them to be
reliable estimates of statistical confidence. Bootstrap values are affected by the
number of resamplings, the topology of the tree, and underlying models of molecular
evolution. Lengthy computer runs for larger data sets can lead to lower confidence
levels associated with fewer bootstrap resamplings (Hedges, 1992; Li and Gouy,
1990). Observed bootstrap values in molecular phylogeny reconstructions can be
influenced by the number of deep interior nodes separated by short evolutionary
distances as well as the fraction of sites that change on a given segment separating
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two nodes (Hillis and Bull, 1993). Even taxon representation in phylogenetic
inferences can have profound effect on observed bootstrap values. For example, in
the data set described (Fig. 1), bootstrap values uniting fungi and animals approach
98 percent when the protist Acanthamoeba castellani is excluded from the analysis.
Rather than selectively excluding taxa (e.g., Acanthamoeba) that result in high
bootstrap values, we included representatives from all the crown groups.

Consensus among topologies when different taxa and methods are selected for
analyses may be a preferred method for measuring confidence in phylogenetic
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Figure 1. Relationships between animals, fungi, plants, and other eukaryotic groups inferred
from complete 16S-like TRNAs. The percentage of 110 bootstrap resamplings that support
topological elements in maximum likelihood inferences are shown above the branches: each
resampling required 48 h to compute on a SUN Microsystems SPARC 2 Workstation. Values
below the branches represent the fraction of 200 bootstrap neighbor joining replicates (Saitou
and Nei, 1987) that support the evolutionary hypothesis. Confidence levels below fifty percent
are not indicated in the figure. The root of the tree is placed within the Dictyostelium
discoideumn lineage.

reconstructions (Leipe, Gunderson, Nerad, and Sogin, 1993). A series of maximum
likelihood trees were constructed for different combinations of fungal, ciliate,
chlorophyte, and chrysophyte taxa with the choanoflagellates and diploblastic and
triploblastic animals represented in Fig. 1. Maximum likelihood trees were also
constructed with single representatives of choanoflagellates, sponges, and cnidaria.
In all cases, the best tree topologies as judged by optimal log likelihood scores
displayed branching patterns that were consistent with the phylogeny presented. The
relationships between major groups in the maximum likelihood and neighbor joining
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trees were also found in maximum parsimony using the computer package PAUP 3.0.
(Swofford, 1990).

Monophyletic Origins of Metazoa

The metazoa appear as a monophyletic lineage that shares a recent common ancestry
with choanoflagellates. Surprisingly, the animal and fungal lineages share a more
recent common ancestor than either does with the plant, alveolate, or stramenopile
lineages. Within the metazoan subtree the divergence of the choanoflagellates,
sponges, and the ctenophore were followed by the placozoan and cnidarians which
directly preceded the triploblastic animal phyla. Although the bootstrap values do
not substantiate any single branching order for choanoflagellates, sponges, and
ctenophores, the topology in Fig. 1 is consistent when alternative protist, fungal, and
lower metazoan taxa are included in maximum likelihood analyses.

Similarities of Choanoflagellates and Sponges

The early metazoan branching pattern inferred from the rRNA phylogeny confirms
hypotheses about the relationship of choanoflagellates and sponges to diploblastic
and triploblastic animals (James-Clark, 1867, 1868; Lameere, 1901, 1908). The
cellular similarities shared between choanoflagellates and the choanocytes of sponges
are well known (Hollande, 1952; Laval, 1971; Tuzet, 1973). The most obvious
structures shared are the microvilli arranged in a collar-like structure surrounding a
single flagellum (de Saedeleer, 1930; James-Clark, 1867, 1868; Laval, 1971) with the
collar functioning as a filtering organelle (Fjerdingstad, 1961a,b). The microfila-
ments found within the microvilli are arranged in a similar manner in both cell types
(Leadbeater, 1983a).

Additional ultrastructural features between choanocytes and choanofiagellates
lend further support for their evolutionary relatedness. Choanoflagellates and
metazoa have flat nondiscoid cristae in their mitochondria (Hibberd, 1975; Lead-
beater and Manton, 1974). Similarity in the mitotic division process has recently been
reported in choanoflagellates and animals (Karpov and Mylnikov, 1993). The
flagellum of choanoflagellates and choanocytes both have a bilateral vane on either
side of the axis (Brill, 1973; Hibberd, 1975). However, the flagellar vane found in
sponges appear more robust and may not be comparable to those in choanoflagel-
lates (Mehl and Relswig, 1991). There is a detailed report of the flagellar rootlet
system in choanoflagellates (Hibberd, 1975) but without a comparable account of
this architecture in choanocytes, the degree of identity between these cells remains
unclear.

The Evolution of Multicellularity

Multicellularity is here regarded as that state where coexisting cells with the same
genome (with differential expression) carry out different but complementary func-
tions. Cellular differentiation of this nature has been acquired on many occasions
(for example: red algae, brown algae, and slime moulds) and is usually accompanied
by an increase in organismal size. Together, differentiation and large size can only be
achieved through the emergence of cellular support and intercellular communica-
tion. The molecular data presented in Fig. 1 is largely consistent with our traditional
and emerging understanding of the structural basis for the acquisition of multicellu-
larity in animals. It is consistent with information on nonepitheliate sponges and
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placozoa, for the diploblastic ctenophores and cnidaria, and for the triploblasts. The
status of the mesozoa still awaits clarification.

The Extracellular Matrix

Structural support for animal cells has been achieved through the elaboration of an
intercellular matrix (ECM, Morris, 1993). The ECM is composed of several sub-
stances but principally includes fibrillar collagens, nonfibrillar collagens, and noncol-
lagenous materials such as laminin and fibronectin (Pedersen, 1991). These may be
present as a matrix with little organization (as in mesohyl and mesogloea) or may
exist in a complex assemblage, the basement membrane. The assembly of a basement
membrane is one of the primary features responsible for organization of cells into the
sheetlike arrays (epithelia) from which higher levels of complexity have developed.

The origins of this matrix may lie within the choanoflagellates. But some of these
flagellates (acanthocoecids) exploit siliceous elements as structural devices (Buck,
1990). One genus, the colonial Proterospongia, has cells embedded within a central
jellied matrix of unknown composition (Kent, 1880-1882; Leadbeater, 1983b).
Within the sponges, the extracellular matrix takes the form of the mesohyl. A major
component of the mesohyl is fibrillar collagen or spongin (Bergquist, 1978; De Vos,
1977; Garrone, 1984; Garrone, 1985; Gross, 1985; Harrison and De Vos, 1991;
Pedersen, 1991). The presence of fibrillar collagen leads to the assertion that
mesohyl is homologous to the ECM of other animals (Bergquist, 1978). Additional
components of the mesohyl include a fibronectinlike protein (Labat-Robert, Robert,
Auger, Lethias, and Garrone, 1981) and a nonfibrillar collagen similar to Type IV
(Exposito, Ouazana, and Garrone, 1990). However, unlike more complex animals,
sponge cells are not arranged in an epithelia. The ECM components together with
siliceous and calcareous spicules, provided sponges with a system for support for an
integrated array of sophisticated and specialized cells (Wood, 1991). Sponge cells
within this matrix do not form tight connections (such as desmosome structures
found between true epithelial cells) with the mesohyl or to each other. Some cells,
such as the pinacocytes, form less organized layers: the pinacoderm.

The integration of collagen with other noncollagenous materials for the forma-
tion of an ECM creates a structural argument that the sponges and animals are a
monophyletic group (Morris, 1993; Pedersen, 1991). However, collagen alone should
not be regarded as the synapomorphy of the animals as this material has also been
reported in foraminifera (Hedley and Wakefield, 1967). This report needs to be
confirmed and further efforts made to establish if collagen is produced by other
protists.

Within the remaining animals (placozoa and mesozoa excepted), the ECM
takes the form of a complex basement membrane which intercedes between epithelia
and connective tissues. The basement membrane has three distinct layers: lamina
lucida, basal lamina, and lamina reticularis (Pedersen, 1991). This pattern of
organization has not been reported in sponges, but structures resembling the lamina
reticularis (Harrison, Kaye, and Kaye, 1990) and basal lamina (Pedersen, 1991) have
been reported. Other features which some or all sponges share with the remaining
animals are the occurrence of spermatogenesis (Harrison and De Vos, 1991),
acrosomate sperm (Ax, 1989), polar bodies (Ax, 1989), yolky eggs (Kaye, 1990),
aspects of early embryonic development (Misevic, Schlup, and Burger, 1990), and
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septate junctions (see below) (Green and Bergquist, 1979; Ledger, 1975). The
concordance of molecular and structural data is consistent with placing the sponges
as a group diverging from the base of the animal lineage (Brien, 1971; Tuzet, 1970,
1973), and provides no support for the argument that the sponges are an indepen-
dent or dead-end lineage (Delage, 1892; Sollas, 1884).

Cell junctions. Junctional complexes (=cell junctions) are differentiations of
the surface of cell and underlying cytoplasm. Desmosomes and septate junctions
permit adhesion of cells to each other or to the extracellular matrix. Tight and
septate junctions prevent the passage of fluids between cells and gap junctions
enhance communication between cells (Staehelin, 1974). The evolution of these
complexes was integral to the acquisition of animal multicellularity. Among the
animals, sponges show lesser variety of junctional complexes. Intercellular structures
include: simple parallel membrance structures (Felge, 1969; Green and Bergquist,
1979, 1982) as well as structures reported as septate junctions (Green and Bergquist,
1979; Ledger, 1975; Mackie and Singla, 1983). Organized particle arrays in mem-
branes have been described from freeze-fracture studies (Garrone and Lethias,
1990).

In addition, structures which are reported as being ‘desmosome-like’ have been
reported (Lethias, Garrone, and Mazzorana, 1983; Pavans de Ceccaty, 1986).
Desmosomes may be defined critically as structures occurring between two parallel
membranes of adjacent cells consisting of pentalaminate structures. Two layers
include thickened plasma membranes with the outer layer of each with an electron-
lucent layer. A central electron-dense layer is sandwiched between the plasma
membranes. The cytoplasmic side of the desmosome gives rise to tonofilaments or
cytokeratins which penetrate into the cell. This type of structure has been observed
in placozoans, ctenophores, cnidaria, and other higher animals as well as in Myxo-
zoan sporozoa. The evolution of these structures has apparently accompanied the
transformation of the ECM into a more organized layer. Precisely this type of
structure has yet to be reported in sponges, and the use of the term ‘desmosome-like’
is potentially misleading.

Ctenophores have desmosomes (arrayed as spots or belts) and gap junctions
(Hernandez-Nicaise, 1991), but tight and septate junctions have yet to be reported.
In cnidaria, a more comprehensive array of junctional complexes have been reported
(Filshie and Flower, 1977; Hand and Globel, 1972; King and Spencer, 1979; Wood,
1959). Three types of septate junctions have been observed in cnidarians; one, found
in hydrozoans, compares more closely to those found in the triploblasts (pleated
septate junctions with narrow septa). Two different types with broad septa occur in
the anthozoans (Green and Bergquist, 1982). Although there are several reports of
gap junctions in the hydrozoans (Hand and Gobel, 1972; Flower, 1977; Mackie,
Nielsen, and Singla, 1989), none have been found in anthozoans or scyphozoans
(Mackie, Anderson, and Singla, 1984). Although, from the perspective of junctional
complexes, ctenophores appear less complex than cnidaria, both groups are diploblas-
tic and exploit relatively disorganized ECM (mesogloea) as a supporting material.
Basement membranelike structures are found in cnidarians (Pedersen, 1991) and
true basal laminae in ctenophores (Hernandez-Nicaise, 1991). Ctenophora have
relatively well developed musculature, nervous and sensory systems, and excretory
systems (Harbison, 1985; Hyman, 1940). The exact relationship between the cteno-
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phores and the coelenterates remains in dispute. Because both groups are diploblas-
tic, and because of developmental similarities (Hernandez-Nicaise, 1991) we regard
them as closely related.

One group of organisms normally assigned to the protozoa, the myxozoa also
have desmosomes that satisfy the definition above. They are multicellular organisms
in which the spore filaments show developmental, structural, and functional similari-
ties with the cnidarian nematocysts. For this reason, it has been argued that this
group is assignable to the cnidaria (Patterson, 1994; Patterson and Sogin, 1993).

The position of the placozoa is not clear. Placozoa lack basal lamina and have
been reported as having belt desmosomes (Grell and Ruthmann, 1991; Ruthmann,
Behrendt, and Wahl, 1986) a piece of structural evidence which corroborates the
molecular evidence that they are a bona fide member of the animal lineage. If the
branching pattern in Fig. 1 is valid, then this group must have lost a number of
junctional complexes during their evolutionary history.

Together molecular and structural studies provide a robust concept which
endorses the monophyly of the group (with Mesozoa remaining of uncertain status).
A progressive sophistication of the ECM and of junctional complexes in sponges,
ctenophores, and cnidaria (embracing Myxozoa) provides evidence of the monophyly
of the diploblastic and triploblastic animals. This process has achieved the tissue
grade of organization as distinguished by cells organized into epithelia found in the
more complex animals.

Relationship of the Animals and Fungi

The maximum likelihood analysis in Fig. 1 shows a close phylogenetic relationship
between animals and fungi. Independent confirmation of a common evolutionary
history for animals and fungi is provided by maximum likelihood analyses of amino
acid sequences for elongation factors (Hasegawa, 1993) and from molecular system-
atic studies of other gene families including a-tubulins, B-tubulins, elongation factors
and actins (Baldauf and Palmer, 1993). At different times, fungi have been consid-
ered to be plants, members of other protist groups, or in more contemporary
schemes, worthy of kingdom level status (Whittaker, 1959). Most conventional
phylogenies place the origin of animals among protists. Towe (1981) and Cavalier-
Smith (1987) argue that similarities in complex biosynthetic pathways including
syntheses of hydroxyproline, chitin, and even ferritin suggest a specific evolutionary
relationship between fungi and animals. And, even though cellulose which is most
prevalent in plants has been detected in some tunicates, chitin is the most abundant
structural polysaccharide in fungi and animals (Brown, 1990). Molecular phylogenies
based upon 16S-like rRNA sequence comparisons (Bowman, Taylor, Brownlee, Lee,
Lu, and White, 1992; Bruns, Vilgalys, Barns, Gonzalez, Hibbett, Lane, Simon,
Stickel, Szaro, Weisberg, and Sogin, 1992) and ultrastructural features observed
during mitosis (Fuller, 1976) describe the higher fungi as a monophyletic group. The
chytrids with a flagellated zoospore represent the earliest diverging lineage of the
fungi. Because chytrids and choanoflagellates both have flattened mitochondrial
cristae and a single posterior flagellum, the hypothetical protist representing the
most recent common ancestor to the animals and fungi in the rRNA phylogeny very
likely was a unicellular protist with these ultrastructural characteristics. This new
rRNA phylogeny that recognizes animal origins and their relationship with the fungi
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provides us with a framework and a rational basis through which we may explore the
origins and diversifications of metazoan phenotypes.
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The reconstruction of phylogenetic history has become an integral part of all
comparative biological studies over the past few decades (e.g., sce Brooks and
McLennan, 1991; Harvey and Pagel, 1991; Hillis and Moritz, 1990; Maddison and
Maddison, 1992). The range of applications of phylogenetic inference is immense:
phylogenies are used for everything from tracking infections of viruses within human
populations (e.g., Ou et al,, 1992) to studying the evolution of sex determining
mechanisms across hundreds of millions of years (e.g., Hillis and Green, 1990) to
tracing the earliest lineages of life billions of years ago (e.g., Olsen, 1987). However,
it is obviously not possible to go back in time and directly observe any of these
phylogenies, so how can we know if phylogenetic methods are finding the correct
phylogenies? As with most scientific theories and methods, there are two choices to
evaluate the validity of phylogenetic techniques: empirical and theoretical experimen-
tation (or to put it in other terms, biological and numerical simulation). The purpose
of this review is to examine the results of both types of studies with regard to
performance of phylogenetic methods, and then to make general recommendations
about selecting a method for use.

Numerical Versus Biological Simulations

To date, most evaluations of phylogenetic methods have involved numerical simula-
tions: an investigator defines a simple model of evolution, creates some sequences
(perhaps at random), and specifies a tree or some rules for generating a tree (e.g., a
Markov process of speciation). The investigator then applies the mode! of evolution
to the given sequences and tree, and a computer program carries out the tasks of
assigning mutations and recording successive generations of new sequences. After
the sequences have “evolved” in computer memory, the various methods of phyloge-
netic inference can be tested to see which ones perform the most effectively. The
advantages of simulating phylogenies in this manner include the ability to generate a
sample of thousands or millions of phylogenies with great ease and the ability to
generate any conceivable phylogeny. Thus, we can choose some aspect of trees to
investigate, define the parameter space of interest, and then examine samples of
trees from throughout this parameter space. The limitations of the approach lie only
in our ability to identify relevant problems and in computational limitations in
analyzing the simulated data sets.

Given the flexibility of the numerical simulation approach, why would we ever
turn to experiments with real organisms? There are two principal reasons: we are
painfully ignorant about the details of molecular evolution, and computer simula-
tions, by necessity, incorporate gross simplifications of evolutionary processes. The
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most complex of computer simulations still make sweeping generalizations and
simplifying assumptions about how organisms evolve. This will likely always be the
case, because a computer simulation that did not simplify evolutionary processes
would have to be as complex as a real functioning organism. As an example, the vast
majority of simulations of molecular evolution to date have defined one or two
parameters associated with mutation rates; typically, there is either a single mutation
rate or two different rates for transitions and transversions, respectively. The most
complex simulations may specify as many as twelve different mutation rates for the
twelve possible changes that can occur among nucleotides. However, in a real
sequence, these rates are likely to differ in ways we are yet to understand across every
position in a given gene. Many simulations also assume a constant rate of change
across all positions, a situation we know to be very different from what actually occurs
in real sequences. There are also complexities that we can imagine but are difficult to
model: there may be complex interactions among different nucleotide positions (e.g.,
having to do with RNA or protein secondary structure, or related to the binding of
control sequences), or there may be fluctuating kinds and levels of selection at
various developmental stages. Of course, given that we could thoroughly understand
such complexities, we could incorporate them into simulations. Unfortunately, our
knowledge of molecular evolution is far too rudimentary to develop any but the
simplest models at present, and even if we had complete knowledge, it would be
computationally intractable to develop such detailed models. Therefore, we need
some check on the simulations to see to what extent our simplifications have led us
astray, as well as to suggest ways in which the models need to be modified to make
them more realistic. This is the role of experimental phylogenies, also known as
biological simulations.

When we create an experimental phylogeny, we would like to control some
aspects of evolution while we let the experimental organisms control the rest. For
instance, if we are interested in the effects of differing branch lengths on the
performance of phylogenetic methods, we might design a series of experimental trees
in which we systematically vary branch lengths across trees for some experimental
lineages, while we hold such factors as population size and environmental conditions
constant. The biological constraints of the organisms are established by the organ-
isms themselves, rather than modeled by an investigator. If we model the same trees
and show that the results are consistent with the experimental lineages, then we can
begin to conclude that the simplifications of the numerical simulations are not
adversely affecting our conclusions. On the other hand, as will often be the case, we
may see a difference between the simulated trees and the experimental trees. In this
situation, we can evaluate the two data sets and determine why they are different.
After doing so, not only will we now know more about the processes of molecular
evolution, but we can also incorporate this information into new and better simula-
tions. The new simulations may suggest new conditions to test experimentally, and
the process can be repeated indefinitely, with the investigators learning more about
the behavior of phylogenetic methods and the processes of molecular evolution with
every cycle.

Of course, the scenario above assumes three things. First, we need to be able to
define what we mean by “good performance” of a phylogenetic method. Second, we
need to be able to identify and define relevant “parameter space” to explore in the
numerical and biological simulations. Third, we need to identify organisms that
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evolve quickly enough that we can create experimental phylogenies in reasonable
periods of time (hopefully measured in weeks or months rather than years).

How Do We Know a Good Method When We See One?

An ideal phylogenetic method would be fast, powerful, consistent, robust, discrimi-
nating, and versatile (see Penny, Hendy, and Steel, 1992). Unfortunately, there are
trade-offs involved in optimizing these criteria, so that it is usually necessary to rank
their importance in selecting a method for a given problem. Below we consider each
criterion in turn.

Computational speed. If everything else were equal, computational speed would
be very important. In general, however, the methods that rank the best for speed
rank among the worst for some of the other criteria, and “quick-and-dirty” ap-
proaches are not often favored in science except as a way to get a first approximation.
However, there is a wide spectrum of computational speeds among the methods from
very fast single-tree clustering algorithms, to the character and distance-based
methods that identify an optimality criterion, to methods such as maximum likeli-
hood that require enormous computational efforts. Even though we may not want to
select a method based on speed considerations alone, we still must select a method
that is fast enough to give an answer without having to wait across geological time,
and for some applications, a fast approximation may be appropriate.

Power. In the real world, we have a finite number of data that we can analyze for
a given problem. If two methods are otherwise equal, but one correctly estimates a
phylogeny from sequences 100 bp long whereas the other requires sequences 1,000
bp long to achieve the same success rate, then we would obviously prefer the one that
requires fewer data to get the correct answer. Methods may differ in power because
they consider different kinds of variation among the sequences to be informative, or
because they give different weights to different kinds of variable characters. In the
latter case, power may be a function of the model of evolution and the degree to
which the assumptions of the method are matched.

Consistency. A method is consistent if it converges on the correct answer as
more data are examined. All methods of phylogenetic analysis proposed to date are
consistent under some conditions but are inconsistent under others. Some methods
explicitly state a set of assumptions, which if violated may lead to inconsistency; for
other methods, the assumptions are implicit and the conditions that lead to inconsis-
tency have to be determined empirically. Many methods are based on a stated model
of evolution, and as long as the organisms are evolving under the model conditions
the method is consistent. Ideally, we would like to have a method that is consistent
for the most general possible models of evolution.

Robustness. Even if we know the model conditions under which a method is
consistent, it does not necessarily follow that deviations from the model will
automatically lead to inconsistency. A robust method is insensitive to deviations from
the ideal (model) conditions. This is obviously an important attribute, because it is
unlikely that any real organisms ever evolve precisely in accord with any but the most
general of models.

Discriminating ability. Methods should be able to return no answer if certain
basic assumptions are violated (e.g., if there is no underlying tree), and they should
be capable of comparing and ranking alternative hypotheses. Some methods (e.g.,
clustering algorithms like unweighted pair-group method of averages [UPGMA] and
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neighbor-joining) will always return one tree with no means of comparing alterna-
tives, although tests can be applied to ask if any of the branch-lengths are signifi-
cantly different from zero. Most other methods show limited ability to reject a
tree-like structure but do specify an optimality criterion that can be used to compare
and test alternative trees. Separate methods have been developed to identify data
sets that contain no more structure than would be expected at random (e.g., Hillis
and Huelsenbeck, 1992), and in principle such methods can be applied before
deciding that it is appropriate to proceed to phylogenetic analysis. Once it has been
determined that phylogenetic analysis is appropriate, a discriminating method
should identify a range of potential solutions and provide a means of evaluating their
optimality.

Versatility. The objectives of a phylogenetic analysis are usually more than
simply finding the branching structure of a tree, although that is a universal first step.
Some methods do little more than specify a branching structure, however. A versatile
method would also provide such properties as estimates of branch lengths and
estimates of the character states of the ancestral nodes in the tree. A method is also
versatile if it is applicable to a wide range of character types (e.g., both molecular and
morphological data); some methods are not versatile because they are applicable
only to DNA sequences or incorporate only information about substitutional changes
(e.g., information on insertion-deletion events is ignored).

Given that we accept the above criteria as important, how can we rate a given
method for each criterion? Some of the rankings are straightforward, such as
computational speed, but others (such as power and robustness) are harder to
evaluate. Two main approaches can be used to compare the methods, namely
numerical simulations and experimental phylogenies.

Numerical Simulations: Examining Conceivable Limits

A common objection to numerical simulations is that the conclusions of a typical
simulation study invariably seem to support the investigator’s a priori views on the
relevant methods. For instance, one investigator who likes the neighbor-joining
method (for whatever reason) may simulate phylogenies that indicate its superiority,
whereas another investigator who prefers the UPGMA method may conduct simula-
tions to show support for that approach. The reason for such discrepancies is that
each of the methods has conditions under which it performs optimally, so a method
looks best if trees are simulated under only those conditions. As an example,
UPGMA performs best if rates of evolution are exactly the same in all lineages in the
tree. Under such conditions, UPGMA can be shown to estimate the correct trees as
well as or better than many other methods. However, the conclusions from a study
that only includes such conditions are not very general and do not present a fair
comparison of different methods. If simulations are to be used effectively, then, we
need to define a specific problem for investigation and then examine the potential
parameter space for that problem as exhaustively as possible.

As an example of defining a problem exhaustively, consider the simple and
often-simulated “four-taxon tree with two rates” problem (Figs. 1 and 2). Felsenstein
(1978) discussed this problem to demonstrate that some methods of phylogenetic
analysis are inconsistent for some trees of this type; if the lineages represented by two
opposing peripheral branches are evolving at a very high rate compared to the other
three branches, then the parallel changes in the two long branches can overwhelm
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several methods of phylogenetic inference (see Fig. 2).
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any signal in the small internal branch, leading one to be positively misled in
estimating the tree (Fig. 2). Several methods are inconsistent under such conditions:
the more data that are applied to the problem, the more likely the incorrect tree will
be estimated. Because of this well-known behavior, and because of the simplicity of
simulating and evaluating such trees, there have been numerous simulation studies
of this problem (see summaries by Nei, 1991; and Huelsenbeck and Hillis, 1993).
However, it is also simple to identify specific types of four-taxon trees that are
particularly amenable to most of the common phylogenetic methods. Therefore,
given that we have identified a particular problem (namely a four-taxon tree with two
different rates), there is no reason not to examine the problem exhaustively for any
given model of evolution. This is relatively easy to do in this case: we can graph out
the two rates along two axes, and vary the instantaneous rate of evolution from zero
to infinity along both axes (Fig. 1). We can then partition the graph space as finely as
our computational limitations will permit, and simulate trees from throughout the
entire possible parameter space. Using this approach, we can compare any set of
methods for all potential conditions simultaneously, rather than only examining a
biased set of trees that tends to support an a priori preference. If we are interested in
consistency, we can calculate the expectations for infinitely large data sets; if we are
interested in power, we can examine a regular series of finite data sets. A power
analysis using this approach is illustrated in Fig. 3, with colors used to show the
probability that a given method will find the correct tree in different areas of the
parameter space.

True Tree Estimated Tree Figure 2. A tree from the Felsenstein
A ¢ A C zone: two of the opposing branches
are long, and the other three branches

(including the internal branch) are

— > short. Parallel changes in the two

long branches can be confused as

phylogenetic signal, which leads some

methods to estimate the incorrect

B D B D tree on the right.
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Figure 3. Comparison of the power of several methods of phylogenetic inference. The colors
represent the probability of correctly estimating the phylogeny: green (>95%), dark blue
(80-95%), light blue (60-80%), magenta (40-60%), yellow (2040%), and red (<20%).
White areas represent conditions in which over 90% of the data sets include undefined
pairwise distances (so no tree can be constructed). In graphs A-I, DNA sequence evolution
followed the Kimura model, with a 5:1 transition:transversion ratio. In graphs J and K, there
was a 5:1 ratio of G-C and A-T changes compared to G-A, G-T, A-C, or C-T changes. 100
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The model of evolution used to simulate the data sets analyzed in Fig. 3, a—, is
the simple Kimura model of nucleotide substitutions: there is one mutation rate for
transitions and another for transversions, and in this case transitions are five times as
common as transversions. This simple model is widely used because it approximates
the pattern of evolution observed for many genes, in particular mammalian mitochon-
drial genes (e.g., see Brown, Prager, Wang, and Wilson, 1982). Parsimony (Fig. 3 a),’
UPGMA (Fig. 3 g), and neighbor-joining using uncorrected distances (Fig. 3 d) are
inconsistent under these conditions for trees in the upper left-hand corner of the
graph, a region sometimes called the Felsenstein zone (for details of the regions of
inconsistency for most major methods under these conditions, see Huelsenbeck and
Hillis, 1993). The performance of most of the methods shown falls off at high rates of
change and near the Felsenstein zone. The performance of parsimony is increased
dramatically at higher rates of evolution by weighting the transversions more heavily
than the transitions, or by simply ignoring the transitions altogether (Fig. 3, b and ¢).
Distance methods and parsimony can be made consistent by correcting the data in
accord with the model of evolution. For this model, pairwise distance methods like
neighbor-joining can be made consistent by correcting the distances as suggested by
Kimura (1980); parsimony can be made consistent through a Hadamard transforma-
tion (see Penny et al., 1992). If the model of evolution matches the correction exactly,
as shown in Fig. 3 e for neighbor-joining with Kimura distances, then many methods
are consistent throughout the parameter space (Penny et al., 1992). However, note
that these corrections may have a minimal effect on the power of the technique,
except within the region of former inconsistency (e.g., compare Fig. 3, d with ¢). At
high rates of change, the area in which neighbor-joining with Kimura-corrected
distances finds the correct tree is still small compared to the weighted parsimony
method (compare Fig. 3, ¢ with e). Moreover, essentially the same level of perfor-
mance can be achieved using the Kimura distances with the Fitch-Margoliash
method as with neighbor-joining, with the added advantage of discriminating ability
with the Fitch-Margoliash approach (compare Fig. 3, e with f). Using the Kimura
corrections actually decreases the performance of the UPGMA method, which has
little power in any case (Fig. 3, g and &). Lake’s method of invariants (Fig. 3 i) shows
an extreme trade-off between consistency and power: the method is consistent over
the entire parameter space under these conditions, but has very low power. Interest-
ingly, if we modify the model slightly by changing the classes of common versus rare
substitutions, thereby violating the assumptions of Lake’s method of invariants, the
power of the method actually increases, even though it also become inconsistent in
upper left corner of the graph (Fig. 3 j). In contrast, a similar change of models has a

‘

variable nucleotide positions were included in all data sets. (4) Parsimony, all changes
weighted equally; (B) transversion parsimony (transitions weighted zero); (C) weighted
parsimony (transversions weighted five times more heavily than transitions); (D) neighbor-
joining with uncorrected distances; (E) neighbor-joining with Kimura distances; (F) Fitch-
Margoliash method with Kimura distances; (G) UPGMA with uncorrected distances; (H)
UPGMA with Kimura distances; (J) Lake’s method of invariants, all assumptions met; (J)
Lake’s method of invariants, mutation assumptions violated (see above); (K) neighbor-joining
with Kimura distances, mutation assumptions violated (see above). For a description of all
these methods, see Swofford and Olsen (1990).
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comparatively little effect on the power of neighbor-joining (Fig. 3 &; although it too
becomes inconsistent in part of the parameter space under these conditions).

The challenge in the field of numerical simulations is to identify ways that more
complex problems can be explored in a similarly unbiased manner. This requires that
we specify the purposes of a set of simulations explicitly: once the problem is defined,
the relevant parameter space will often be obvious. Unfortunately, for many of the
problems we face, the necessary computations will be much more difficult than in the
simple four-taxon problem discussed above. As the number of taxa increases, the
number of possible phylogenies increases rapidly, even if we ignore the lengths of
branches. For rooted bifurcating trees, the number of distinct, labeled topologies for
n species is equal to

[[2k - 3)

k=2
(Cavalli-Sforza and Edwards, 1967). Therefore, for just fifty taxa, there are 2.8 x 107
possible rooted bifurcating trees. Obviously, we can not examine every possible
solution in such cases; even with a computer that could examine 10 trees a second,
it would take much more time to examine all the trees than has existed in the history
of the universe! We can get around this problem to a large extent by developing
efficient heuristic searching methods (see Swofford and Olsen, 1990; Swofford,
1993), but the harder problems will still require major increases in computational
power, such as those afforded by massively parallel computing (see W. D. Hillis and
Boghosian, 1993).

Experimental Phylogenies: Observing Evolution in Action

The principal limitation in experimental phylogenies is producing the relevant levels
of evolutionary change within a human life span (or more realistically, within the life
span of a funded research project). This requires an organism with a short generation
time and high mutation rate. Ideally, we would like to be able to control the spectrum
of potential mutations, have the ability to examine a large fraction of the organism’s
genome (to avoid or explore problems of sampling bias), control population size over
a wide spectrum, control and manipulate the organism’s environment with ease (to
examine the effects of selection), and culture the organism without great difficulty.
All of these conditions are met most closely by viruses, and particularly bacte-
riophages, the viruses of bacteria.

Fig. 4 shows an actual and two estimated trees for an experimental phylogeny
based on cultures of the bacteriophage T7 (see Hillis, Bull, White, Badgett, and
Molineux, 1992). The T7 cultures were grown in the presence of a mutagen (in this
case, nitrosoguanidine) to increase the rate of mutations. The mutational spectrum
produced in such an environment is biased in favor of certain substitutions, but
deletions occur as well. With nitrosoguanidine, many kinds of mutations occur, but
the majority are transitions, especially G — A and C — T. This spectrum of
mutations is similar to that observed in some natural systems that have been
examined (e.g., mammalian genes and pseudogenes: Gojobori, Li, and Graur, 1982;
Li, Wu, and Luo, 1984; human immunodeficiency viruses: Moriyama, Ina, Ikeo,
Shimizu, and Gojobori, 1991). To create the phylogeny, an initial culture of bacteria
plus bacteriophage is divided into three lineages (one of which will become the
outgroup for purposes of rooting the tree), and then the lineages are redivided after
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a predetermined number of lytic cycles. Stocks of ancestral cultures are saved at each
cycle for later analysis. After the phylogeny has been created, DNA is isolated from
the mutated lineages of T7 and analyzed by restriction digestion, sequencing, or
DNA-DNA hybridization. Different methods of phylogenetic analysis can then be
used to estimate the phylogeny, the branch lengths, and the genotypes of the
ancestors, and in each case evaluated against the true tree and actual ancestors.
What are the results of such experiments? An analysis of a set of just over 200
restriction sites that are variable among the lineages produces the correct phylogeny
with almost every method tested to date. However, if one uses the presence or
absence of restriction fragments as the primary data, instead of mapping out the sites
for analysis, then every method returns the incorrect phylogeny. Restriction frag-
ment analyses are troublesome because restriction fragments are not independent
characters. There are two reasons for this. First, a single site gain causes one
fragment to be lost and two other fragments to be gained, and second, a single
deletion can cause changes to multiple fragments. However, it is often argued that
mapping and aligning restriction sites may not be worth the extra effort (e.g., Bremer,
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1991). Yet, in the seemingly ideal situation of the experimental T7 phylogeny,
restriction sites always give the correct tree and restriction fragments always give the
wrong tree, indicating that the problem with nonindependence is a severe one. This
result has not been obvious from simulations, probably because simulations rarely
include insertions or deletions in the models of nucleotide change. This result
indicates that we need to improve our simulation models to include realistic
frequencies of insertion-deletion events.
As discussed earlier, the branching structure is not the only aspect of the tree we
“would like to estimate. Branch lengths are also of interest, as are the estimation of
ancestral genotypes. For this phylogeny, as well as for simulations based on the kinds
and distributions of mutations observed across the tree (Bull, Cunningham,
Molineaux, Badgett, and Hillis, 1993), the character-based parsimony method
produces significantly better estimates of branch lengths (estimated number of
restriction-site changes) than do pairwise distance methods such as neighbor-joining
or the Fitch-Margoliash method, and these latter methods produce significantly
better estimates than does UPGMA. Fig. 4 compares the actual branch lengths (in




64 Molecular Evolution of Physiological Processes

number of restriction-site changes) with the estimated branch lengths from parsi-
mony and UPGMA.

Of the common methods of phylogenetic analysis, only parsimony provides
estimates of the ancestral character states at internal nodes in the tree (see
Maddison and Maddison [1993] for an excellent discussion of the reconstruction of
ancestral character states). How well does this method fair in this example? For any
given restriction site, the estimated state in an ancestor may be (a) correctly inferred,
(b) incorrectly inferred, or (c¢) ambiguous (i.e., the presence or absence of the site is
equally parsimonious). When we compared the inferred restriction maps to the
actual restriction maps for the seven ancestral nodes in the model phylogeny, we
found that the inferred restriction maps were >98% correct. This finding indicates
that the method for reconstructing ancestral character states is working well under
the conditions tested.

To what extent can we generalize these findings from a study of bacteriophage to
other organisms? Phylogenetic methods are purported to be general for living
organisms, so any organism should therefore provide a test of the fallibility of the
methods. Some findings, such as the efficiency of reconstructing ancestral genotypes,
will be dependent on the level of homoplasy (reversals, parallelisms, convergences)
present across the phylogeny. In the case presented above, the level of homoplasy
present in the tree was almost exactly the average of that seen in real examples in the
literature for the same number of taxa and characters (Hillis, Bull, White, Badgett,
and Molineux, 1993; data on other organisms in Sanderson and Donoghue, 1989).
Obviously, there is a need to examine other tree topologies, the effects of highly
unequal branch lengths on the performance of the various methods, the effects of
parallel selection pressures on different parts of the tree, the effects of other
mutational spectra, the effects of population size, and many other aspects of
evolution that potentially affect our ability to reconstruct phylogenies. This is a
strength of experimental phylogenies: all of these aspects of phylogenies can be
studied, without detailed a priori knowledge of the underlying mechanisms. In fact,
the studies also can provide first-hand information on the processes of molecular
evolution. Experimental phylogenies can (and do) provide actual examples of the
failure of certain methods, as in the use of restriction fragment analysis in the
example above. Such findings can be used to improve the methods or to identify
conditions under which they should not be applied.

How Do the Major Methods Rate?

It should be clear that no single method is optimal for all of the criteria we have
identified. As with most things in life, there are trade-offs. Thus, the methods that
are fastest produce just a single estimate of the tree, without any obvious way to
compare or rank the alternatives (i.e., they have very low discriminating ability); fast
methods also tend to be less powerful. Methods that are fully consistent under a
specific model of evolution are usually less versatile (e.g., they only apply to certain
kinds of data). We have attempted to rank the most commonly used methods for the
assessment criteria identified earlier (see Table I). These rankings are somewhat
subjective, and we recommend that interested readers refer to the primary literature
on simulations and experimental phylogenies to make their own rankings. Also note
that these methods are constantly being modified and refined, so the rankings may
change over time. This is particularly true for the maximum likelihood methods,
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which have increased dramatically in speed and versatility in recent years (our
rankings for maximum likelihood reflect the current common implementations
rather than the full potential of the method).

Which method is finally selected will depend to a large extent on the goals of the
study: neighbor-joining is perfectly adequate for a fast, initial estimate of a tree, even
though it is useless for comparing and ranking alternative solutions. For most studies,
one of three classes of methods will usually be most appropriate: Fitch-Margoliash
and related methods (including the minimum evolution method), parsimony meth-
ods, or maximum likelihood. Fitch-Margoliash and related methods specify an
optimality criterion for fitting observed pairwise distances to path-length distances
on trees. The optimality criterion can be assessed for any tree, and the methods are
relatively insensitive to variations in branch lengths across the tree. They are
currently somewhat limited in their power and versatility by the simplistic models
that are used to compute evolutionary distances (e.g., it is difficult to incorporate
different weights for different characters or types of character change into the

TABLE 1
Comparison of the Most Commonly Used Methods of Phylogenetic Analysis
Criterion
Method . _ o
Speed Power Consis- Robust DlSCI:lInl Versatility
tency ness nation
UPGMA ++ - - - - -
Neighbor-joining ++ + ++ + - +
Fitch-Margoliash
(and related methods) + T+ ++ + ++ +
Parsimony methods + ++ + + ++ ++
Methods of invariants + - ++ + ++ —
Maximum likelihood
(as currently implemented) - ++ ++ + ++ +

Key: ++, excellent; +, good; and —, poor.

analyses, and it is difficult to combine analyses of different kinds of data into a single
analysis). Parsimony methods correct these deficiencies, but at a cost of lower overall
consistency for simple models of evolution. Parsimony methods are the most
versatile approaches: they can be applied to all kinds of data, can easily incorporate
differential weights for different character-state changes or for entire characters, are
amenable to combination of results among studies, and provide accurate reconstruc-
tions of branch lengths and ancestral character states. As shown in Fig. 3, this
versatility (e.g., character-state weighting) can lead to increased power. Although
parsimony methods are consistent under more limited conditions than some other
approaches, this limitation has been lifted to some extent by recent developments
(for more information, see discussion of the Hadamard transformation in Penny et
al., 1992). Finally, maximum likelihood methods are likely to undergo the most
development in coming years. Their use has been limited because they currently are
too slow to be applied to many real world data sets, and because they are not very
versatile (for instance, they currently are limited primarily to substitutional changes
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in DNA sequences). However, their versatility is being constantly improved, and they
are useful methods when they can be applied because of their high power, consis-
tency, and discriminating ability.
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Drosophila P elements were shown to insert frequently into telomeric and centro-
meric heterochromatin, and to prefer a region associated with efficient copy number
regulation. Upon excision, P elements frequently altered the number of repeats in a
tandem array of heterochromatic sequences, by inducing unequal gene conversion.
These studies suggest that a flux of transposable element insertions and excisions has
the capacity to rapidly and nonrandomly modify heterochromatic sequences dis-
persed at multiple chromosomal sites. We propose that transposable elements
maintain genomic heterochromatin in a state of dynamic equilibrium and drive its
rapid evolution.

Introduction

It is fashionable to view evolution as occuring so slowly that it can only be understood
in historical rather than mechanistic terms. However, genomes sometimes change
relatively rapidly in response to well understood forces. The evolution of domesti-
cated plants (Doebley, 1993), of drug-resistant bacteria (Falkow, 1975) and the
adaptation of mosquitos to new microenvironments associated with human habita-
tion (Coluzzi, Sabatini, Petrarca, and DiDeco, 1979) all provide instructive ex-
amples. Surprisingly, rapid but small evolutionary changes are frequently associated
with disproportionately large modifications in chromosome structure. Even closely
related species often differ substantially in repetitive DNAs that make up visible
heterochromatic blocks on metaphase chromosomes. Such changes in repetitive
DNAs have largely been ignored, and are usually assumed to be irrelevant to
underlying selective forces. In this paper we consider how transposable elements, the
known agents of some selectively important changes, may concomitantly control
seemingly insignificant modifications in genome and chromosome structure.
Heterochromatin constitutes a poorly defined and enigmatic component of
virtually all eucaryotic genomes (reviewed in Verma, 1988). Heterochromatic regions
are rich in repetitive sequences, contain genes only infrequently, and often constitute
large blocks near chromosome centromeres and telomeres. While heterochromatic
sequences have been viewed as junk (Orgel and Crick, 1980), they include nucleolus
organizers, telomeres, centromeres, and elements that interact with specific euchro-
matic genes (reviewed in Pardue and Hennig, 1990; Gatti and Pimpinelli, 1992).
Many heterochromatic regions evolve rapidly (White, 1973), and are frequently
polymorphic within populations. Genetic drift (see Kimura, 1983) and transposition
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(see Steinemann and Steinemann, 1992) are among the process that have been
proposed to contribute to changes within heterochromatin.

Our studies have been motivated by the idea that transposable elements play a
crucial role in creating, maintaining and modifying the heterochromatic regions of
eucaryotic plant and animal genomes. In principle, if one could remove all the
heterochromatin from a eucaryotic genome and provide only a single active copy of
each transposable element family, we would expect that within a few hundreds of
generations, complete and defective elements would have proliferated, and their
rate of transposition would have declined greatly due to element-encoded and
cellular regulatory processes. Concomitantly, heterochromatin-like regions would
have begun to appear on the chromosomes as a consequence of transposon-catalyzed
insertions and rearrangements. Subsequent perturbation of the regulatory balance,
for example by chromosome rearrangement, would transiently reactivate affected
transposons, however their activity would decline as soon as a new regulatory
equilibrium was approached. Dynamic responses of eucaryotic genomes to chromo-
some rearrangements, including the activation of dormant transposable elements,
have long been documented (reviewed in McClintock, 1984).

Approximately 25% of the Drosophila melanogaster genome falls into the
category of heterochromatin, and nearly 10% is composed of transposable elements
(see Rubin and Spradling, 1981; Finnegan and Fawcett, 1986). Two transposons have
recently been shown to protect the ends of Drosophila chromosomes from progres-
sive shortening (Biessmann, Valgeirsdottir, Lofsky, Chin, Ginther, Levis, and Par-
due, 1992; Levis, Ganesam, Houtchens, Tolar, and Sheen, 1993). Both the HeT and
TART elements are located exclusively at chromosome termini and on the Y
chromosome. The structure of Drosophila telmomeres can be explained by frequent
retrotranspositions of HeT and TART eclements onto free chromosome ends in a
fixed orientation. HeT addition events of this kind have been observed onto the ends
of terminally deleted chromosomes, strongly supporting their proposed role in
telomere maintenance. Therefore, Drosophila telomeres provide an instructive
model of the sort of actions we propose transposons exert on heterochromatin
generally.

The P element has provided particular insight into how transposable elements
behave and how they are regulated. The introduction of single active P elements into
naive Drosophila strains results in the proliferation and eventual stabilization of
element copy number (Daniels, Clark, Kidwell, and Chovnik, 1987; Preston and
Engels, 1989). Before transposition, P element excision generates a double stranded
break that recombines with homologous sequences located on the sister strand, the
homolog or at an ectopic site (Engels, Johnson-Schlitz, Eggleston, and Sved, 1990;
Gloor, Nassif, Johnson-Schlitz, Preston, and Engels, 1991). The properties of P
elements have made them powerful tools for characterizing and manipulating the
Drosophila genome (Cooley, Kelley, and Spradling, 1988). We have utilized geneti-
cally marked P element to learn more about the structure of Drosophila heterochro-
matin and to provide specific information on how this element interacts with
heterochromatic sequences. Our results support the idea that transposable elements
play a major part in the evolution of this ubiquitous genomic component. Of course, a
full understanding of the roles played by transposons will require that the structure,
function and regulation of each transposable element family within eucaryotic
genomes, like each stable gene, be determined.
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Experimental Procedures
Genetic Strains

P element insertions into the Dpl187 minichromosome were obtained as described
in Karpen and Spradling (1992). Terminal deficiencies were subsequently recovered
by remobilizing insertion 0801 (Tower, Karpen, Craig, and Spradling, 1993) or 8002
(Zhang and Spradling, 1993). All strains were propagated at room temperature on
standard Drosophila medium (Ashburner, 1990).

In Situ Hybridization to Mitotic Chromosomes

P element insertions were localized by in situ hybridization using biotinylatyed
probes complementary to the PZ transposon. Mitotic chromosomes were prepared
from the brains of third instar larvae and hybridized as described by Zhang and
Spradling (1994).

DNA Blots

Southern transfers and hybridization with DNA probes was as described in Tower et
al. (1993).

Results
Transposable Elements and Heterochromatin Structure

The Drosophila melanogaster genome contains at least 50 families of transposable
clements that together comprise an estimated 5-10% of genomic DNA (reviewed in
Berg and Howe, 1989). The heterochromatic chromosome regions are particularly
rich in transposable element sequences and transposon-specific probes frequently
label the polytene chromocenter in situ. Based on the structure and apparent
immobility of some resident elements, heterochromatin has been thought of as a
“sink” or ““graveyard” for transposons that became trapped and subject to degenera-
tion (see for example, Steinemann and Steinemann, 1992). Attempts to investigate
alternative possibilities are limited by the poorly characterized structure of hetero-
chromatic chromosome regions and the lack of methods to mutate (all copies of)
dispersed, repetitive sequences. Consequently, we have attempted to simplify the
problem by studying the behavior of a single family of transposons, Drosophila P
clements, under conditions where the activity of other elements was minimized.

P Elements Insert Readily into Diverse Heterochromatic Regions

Transposable elements that influenced the structure and evolution of heterochroma-
tin would be expected to have the ability to insert within heterochromatic regions. In
the past, heterochromatic P element insertions have proved difficult to document
(see Engels, 1989). However, using a P element marked with the rosy* eye color
marker (called PZ), we have observed recently that insertions into both centromeric
and telomeric heterochromatin occur frequently (Figs. 1 and 2; Karpen and Spra-
dling, 1992; Zhang and Spradling, 1994).

Several obstacles made it difficult to document P element insertion events in
centromeric heterochromatin. These genomic regions are underrepresented in
polytene salivary gland cells (reviewed in Spradling and Orr-Weaver, 1987), so
mitotic chromosomes must be used when localizing insertions by situ hybridization.
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Figure 1. P elements inscrt in Drosophila heterochromatin. (4 ) Localization of the CH(3)148
insertion in chromosome three centromeric heterochromatin by in situ hybridization to mitotic
chromosomes. The hybridization of the PZ probe in region h49-h50 is shown on the upper
chromosome, along with cross-hybridization to the rosy locus (ry), and hybridization from a
control probe that labels the tip of the right arm (3R ). Below, the staining pattern of the same
chromosome with the dye DAPI was uscd to align the hybridization signal with the major
heterochromatic bands (i.e., h48-h56). (B) Summary of sites of heterochromatic P element
insertion. The diagrams show the heterochromatic regions of three major Drosophila
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Figure 2. (4) A P element insertion hotspot in subtelomeric heterochromatin. The structure
of the minichromsome Dp1187 is shown above (heterochromatin, open boxes; euchromatin,
thick line), and a 10-kb region located 40-50 kb from the distal (left) telomere is expanded
below. The positions of 37 independent insertions of the PZ element are indicated by dashed
lines. The orientation of the PZ insertions (which differ for those shown above and below the
line) is diagrammed at the left. The insertions lie within 3.1 tandem repeats of a subtelomeric
repetitive element called TAS. The location of three 173-bp subrepeats within each TAS
element is indicated by arrows (173 repeats), and of HeT DNA by a shaded box. Modified from
Karpen and Spradling (1992).

Furthermore, genes juxtaposed within or near to centromeric heterochromatin
undergo position-effect variegation (reviewed in Karpen, 1994), so the expression of
marker genes carricd into heterochromatin by integrating P elements may be
repressed. Table I summarizes experiments that monitored the movement of rosy* P
elements, and revealed that position effects are the primary reason insertions into
centromeric and Y chromosome heterochromatin have rarely been recovered. When
jumping was carried out without suppressing position-effect variegation, no lines
were recovered in autosomal centromeric heterochromatin or on the Y chromosome
{except near its telomeres). In contrast, when position-effect variegation was sup-
pressed by the presence of an extra Y chromosome, 2-7% of all transpositions were
recovered at a wide variety of different heterochromatic sites (Zhang and Spradling,
1994; Fig. 1).

chromosomes: 2, 3, and Y. Dashed lines indicate junctions with euchromatin, while the open,
shaded and black regions represent the mitotic chromosome banding pattern within
heterochromatin (see Ashburner, 1990). The locations, determined by in situ hybridization as
in A, of the single transposed P elements in lines containing heterochromatic insertions are
indicated below (Zhang and Spradling, 1994).
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These experiments also contradicted the common view that heterochromatic
insertions represent a dead-end pathway that traps elements and leads to their
ultimate degeneration. Genes inserted in heterochromatin are thought to become
compacted and unavailable for binding by transcription factors and other proteins
necessary for expression. A highly compacted state would be expected to preclude
access by transposase, and immobilize elements inserted in heterochromatin. Inser-
tion 95-2 (Fig. 1) exhibited an extremely strong position effect on rosy* expression;
even the addition of an extra Y chromosome was insufficient to produce a rosy™*
phenotype. However, the 95-2 insertion and those at seven other heterochromatic
sites transposed at essentially normal rates (Zhang and Spradling, 1994; Tower et al.,
1993). Therefore, the mechanisms that suppress gene transcription from heterochro-
matic regions do not block P element transposition. Perhaps compaction does not
occur in the germline cells where transposition takes place, or is insufficient to
impede access by transposase. Alternatively, some mechanism other than general-
ized compaction may cause heterochromatic position effects.

TABLE I
Transposition of PZ Elements Located at Different Starting Sites*
Telomeric Centromeric
Starting site? Suppression®  Totall om o or internal Y
Y het -
heterochromatic**
X (euchromatic) - 7,825 24 (0.3%) 0 (0%)
X (euchromatic) + 496 2 (0.4%) 8 (2%)
Y (heterochromatic) + 279 3(1%) 19 (7%)

*Data from Karpen and Spradling (1992) and Zhang and Spradling (1994).

X (euchromatic) a euchromatic site on the X; Y (heterochromatic) the heterochromatic 95-2
site (see Fig. 1).

$Transpositions scored in the presence(+) or absence (—) of an extra Y chromosome to
suppress position effect variegation.

INumber of independent transpositions analyzed.

"Number of insertions that mapped near Y chromosome telomeres by in situ hybridization.
**Number of insertions that mapped to autosomal centromeric heterochromatin, or internally
on the Y chromosome by in situ hybridization.

Preferential Insertion into a Heterochromatic Region Mediating P Element
Repression

Additional studies of P element transposition utilized the Dp1187 minichromosome,
a 1300 kb X-chromosome derivative rich in heterochromatin (Karpen and Spradling,
1990, 1992). PZ elements inserted at high frequency into a 4.7-kb subtelomeric
region of Dp1187 located ~ 40 kb from the chromosome terminus (Fig. 2). Insertions
within this same “hotspot” have been seen to occur frequently in wild Drosophila
populations (Ajoika and Eanes, 1989; Ajoika, 1987). The presence of only two
complete P elements in this site can strongly suppress P element transposition in
trans (Ronsseray, Lehman, and Anxolabéhere, 1991). Comparable repression has
never been observed when P elements were inserted at euchromatic sites, even when
the elements were engineered to express high levels of P element proteins (Rio,
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1991). Thus, P elements insert efficiently into telomeric as well as centromeric
heterochromatin, and prefer at least one site that is unusually active in repressing
their own transposition.

The association of a heterochromatic P element insertion hotspot with repres-
sion was consistent with the dynamic equilibrium model discussed previously. If the
1A site plays an important role in controlling P element transposition, rearrange-
ments that disrupt this site might lead to increased P element activity. Equilibrium
would be restored when a new transposition reversed the damage to the 1A site, or
caused an element to insert into another repressive location. It will be particularly
interesting to test the ability of complete P elements to mediate repression when
located at defined sites within centromeric heterochromatin. Evidence that hetero-
chromatic elements are involved in the repression of several other transposable
elements, including the I factor (Bucheton, 1990) has been reported.

Transposable Element Activity May Drive the Concerted Evolution of
Tandemly Repetitive DNA Sequences

The presence of tandemly repeated sequences is a hallmark of heterochromatin.
However, relatively little is known at present what factors are responsible for
generating and maintaining this type of sequence organization. The observation that
repetitive DNA evolves in a concerted fashion (Brown, Wensink, and Jordan, 1972)
argues that individual repeat copies within tandem arrays are corrected against one
another by unequal sister chromatid exchanges (Smith, 1973; Petes, 1981) or gene
conversions (Dover, 1982). Although extensive theoretical studies have been carried
out, actual correction events within the repetitive DNA sequences of multicellular
eukaryotes had not been detected. Consequently, the times in germline development
when corrections take place (meiosis?), and the possible existence of specific biases
that might drive array lengths in particular directions remain unknown (reviewed by
Dover, 1993).

Studies of P element behavior suggested that tandem arrays could be generated
and maintained by transposable elements. P elements have a nonrandom tendency to
insert very close to their starting site, a property called “local jumping” (Tower et al.,
1993; Zhang and Spradling, 1993). Very frequently, such local transposition events
create tandem or inverted repeats of the starting transposon. Slippage during gap
repair after excision has also been observed to give rise to partially duplicated
segments (Gloor et al., 1991). Once initiated, tandem repeats might expand by a
variety of recombination mechanisms. A large tandem array of P element sequences
has arisen in Drosophila guanche (Miller, Hagemann, Reiter, and Pinsker, 1992).

We investigated whether P element excision from a short tandem array could
alter its repeat copy number (Thompson-Stewart, Karpen, and Spradling, 1994). PZ
elements inserted within 1.8 kb “TAS” elements that make up the Dp1187 hotspot
(Fig. 2) were mobilized. The structures of the TAS arrays in 400 progeny that
retained a PZ element were analyzed by Southern blotting, and by cloning and
sequencing the 5’ P element junctions. In 12 cases, only two 1.8-kb repeats remained
whereas in another line, five copies had been generated. Changes in the copy number
of a 173-bp subrepeat located at the insertion site were also observed (see Fig. 2, 173
repeats). Unexpectedly, a large fraction of the derivatives had undergone a local
transposition as well as a change in TAS repeat copy number.
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Figure 3. P element activity alters the copy number of tandemely repeated TAS sequences. A
PZ element located within the subtelomeric hotspot in strain 9901 (see upper line, Tower et al.,
1993) was activated and derivatives were examined to determine if the copy number of the
TAS repeats had been altered. The figure shows the structure (bottom line) and the proposed
derivation of one such line, 9-035. The model involves the following steps: (1) the starting 9901
chromatid undergoes replication to generate two identical sister chromatids. The P element
excises from one of the sisters leaving a double strand break (shown below as a gap) and
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These derivatives could be explained by a gap repair model in which the broken
ends created by P element excision invade homologous sequences on the sister
strand (Fig. 3). However, the absence of more arrays with copy number increases,
and the high frequency of local transpositions among the recovered products
suggested that the two broken ends usually invaded the same repeat copy. Exonucle-
ase trimming before invasion was probably responsible for the reductions in TAS
copy number. These results support the idea that transposon activity plays a role in
generating and maintaining the many tandemly repeated sequences associated with
heterochromatin (Thompson-Stewart et al., 1994).

Discussion

Transposable Elements May Play a Major Role in Heterochromatin
Evolution

The properties of P elements discussed above are consistent with the proposal that
transposable elements generate and maintain genomic heterochromatin. Such a
mechanism would explain why heterochromatin is a nearly ubiquitous component of
eucaryotic genomes, why it is rich in transposon sequences, and why heterochromatic
chromosome regions are frequently polymorphic in populations and evolutionarily
labile.

The variability of heterochromatic regions probably arises from several different
sources. Even in the repressed state characteristic of wild P strains, a low level of P
element transposition still takes place. Thus, sequences molded by transposon
activity would continue to diverge at a significant basal rate. Such events would
increase following depression of one or more transposon families by chromosome
rearrangement, gene mutation or other factors. Under conditions of strong selection,
this variability might prove highly advantageous. Transposons are known to be of
selective value in bacteria (Hartl, Dykhuizen, Miller, Green, and DeFramond, 1983;
Chao and McBroom, 1992).

The introduction of new transposon families represents an unpredictable and
essentially irreversible source of additional variation. Transposons appear to be
transferred between insect species at high frequency. For example, a variety of
evidence shows that Drosophila melanogaster has acquired at least three new families
of transposable elements (P, hobo, and I) within the last 50 yr (see Kidwell, 1994).
Phylogenetic studies of the mariner family reveal many examples of horizontal
transmission (Raobertson and MacLeod, 1993). Because the incoming elements are
likely to carry with them intrinsic site specificites, tissue specificities and regulatory
properties, they would be expected to drive the evolution of the resident genome in
nonrandom directions.

Subtelomeric Heterochromatin

The subterminal regions of different Drosophila chromosomes vary in length, and
also frequently differ between individuals (Roberts, 1979). The X chromosome

transposes locally into the third 173-bp repeat of the third TAS repeat (thin arrow). (2) The
double strand break is expanded by exonuclease, and the two ends subsequently invade
homologous sequences (arrows) within the second TAS repeat. After the completion of repair,
the observed structure of the region in line 9-035 would result.
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contains the largest block of subtelomeric heterochromatin of any characterized tip
region, as much as 100 kb on Dp1187 (Karpen and Spradling, 1992; our unpublished
observations). In contrast, the first gene lies only ~ 15 kb from the tip of chromosome
3R (Levis et al., 1993). Terminal retrotransposon additions generate a significant
fraction of telomeric heterochromatin. They make up the first 10 kb of 3R DNA and
may account for the first 40 kb of Dp1187. It is not known how elements like HeT and
TART recognize chromosome termini, or whether the rate of addition is controlled
in any manner. Besides adding directly at the chromosome end, transpositions of
other elements can introduce DNA sequences at subterminal sites (Fig. 2), and
transposon-catalyzed changes in the copy number of subterminal tandem arrays may
also help mold the structure of subterminal heterochromatin.

Large differences in telomeric heterochromatin within populations (Atractomor-
pha similis: John and King, 1983) or between closely related species (Parascaris
equorum vs Parascaris univalens; Goday and Pimpinelli, 1986; Cyclops divulsus vs
Cyclops strenuus; Beermann, 1977) might reflect changes in any of these mechanisms.
Anopheles melas contains an X chromosome heterochromatic arm at least three
times longer than that in any of the other members of the Anopheles gambiae complex
(Coluzzi et al., 1979). The introduction of a new telomere-preferring transposable
element into a species by horizontal transfer might be responsible for particularly
dramatic growth in telomeric blocks. In Drosophila, at least one phenotypic effect,
the suppression of meiotic recombination, is associated with telomeres, although the
mechanism of inhibition is unknown. Interestingly, the larger block of subtelomeric
heterochromatin present on the X chromosome is correlated with suppression of
recombination over a longer distance compared to autosomal termini.

Concerted Evolution of Repetitive DNA

Our experiments indicated that transposable element activity might be an important
factor driving the concerted evolution of repetitive DNA. Tandemly repeated DNAs
are frequently found within recognizable heterochromatic blocks. For example,
nucleolus organizers are almost invariably located within heterochromatin, while
Xenopus 5S gene clusters are associated with the telomeres (Callan, Gall, and Berg,
1987). The copy number and chromosomal location of the repeated genes for
ribosomal and 5S RNA vary widely between species. Transposons may generate
variations in copy number that can be acted upon by selection, and even drive copy
number changes in a directed manner.

The ribosomal DNA of insects provides a particularly interesting example of
tandemly repeated DNA that may be subject to these mechanisms. Most insect
species contain several hundred rDNA genes that are invariably located in hetero-
chromatic tandem arrays. Two families of non-LTR retrotransposons, R1 and R2,
are present at specific sites within the 28S gene of many rDNA repeats; genes
containing insertions are inactive. The number of rDNA genes containing and
lacking insertions varies widely between species and within populations (Jakubczak,
Burke, and Eickbush, 1991; Jakubczak, Zenni, Woodruff, and Eickbush, 1992). The
induction of double-strand breaks by the R2 integrase protein (Xiong and Eickbush,
1988) may be associated with new transpositions as well as gene conversions
changing both IDNA repeat copy number, and the fraction of genes that can become
active. Variation in the number of active genes appears to be of adaptive value in D.
mercatorum populations (Templeton, Hollocher, Lawler, and Johnston, 1989). Flies
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with a low number of active rDNA genes develop more slowly and would be expected
to lay eggs at a reduced rate.

The presence of elements with extremely high site specificity such as R1 and R2
is particularly interesting. Changes in the regulatory circuits affecting these elements
might affect the number of active rDNA genes specifically. Transposons have been
observed in several other tandemly repetitive DNAs, including Drosophila histone
genes (Matsuo and Yamazaki, 1989). It is not known if these elements contribute to
variations in gene number and activity like the R1 and R2 elements.

Transposon activity is likely to influence the evolution of euchromatic gene
families as well. DNA sequencing has revealed evidence of frequent gene conversion
events among multigene family members, such as those encoding immunoglobulin or
MHC proteins (Kawamura, Saitou, and Ueda, 1992; Kuhner and Peterson, 1992).
Our results suggest that transposable elements capable of inserting and excising from
the chromosome regions in question may play a role in their concerted evolution.
Those segments subject to frequent transposon insertion would be expected to show
the highest amounts of conversion.

Don’t We Know Already That Transposable Elements Are Unimportant for
Evolution?

It has been argued that transposable elements play a relatively minor role in
evolution (reviewed in Charlesworth and Langely, 1989). However, these studies
have primarily addressed only one possible role for one class of transposable
elements (the copialike retroelements), i.e., that they integrate near euchromatic
genes and modify their regulation. Failure to identify evolutionarily successful
integrations as sites of transposon in situ hybridization at fixed chromosomal
positions can only eliminate the existence of very recent events of this type. Many
other possible functions of transposons can never be addressed simply by mapping
the sites of transposons within euchromatin or by analyzing their DNA sequences.
HeT and TART transposons now appear to maintain Drosophila telomeres (see
Levis et al., 1993), and heterochromatic elements have been proposed to modify
chromosome and nuclear structure (see Spradling, 1993). Because the dispersed,
multicopy nature of most transposons renders it is virtually impossible to eliminate
their RNAs and proteins by mutation, we have no effective way to determine whether
transposon-encoded products function during the organismal life cycle. Conse-
quently, it remains plausible that transposons play a significant role in organismal
development and evolution.

Are Changes in Heterochromatin Directly Selected or Side Effects?

This raises two possible reasons for the success of organisms bearing new transposon-
mediated changes in heterochromatin. Selection might favor an organism bearing a
new or reactivated transposon family that modified the copy number or expression of
useful genes. Changes in heterochromatin structure might have resulted as well,
simply as a byproduct of increased transposition. For example, the introduction of
new transposon families at various times during the evolution of the Anopheles
gambiae species complex may have generated the multiple chromosome inversions
that characterize the six morphologically indistinguishable species (Coluzzi et al.,
1979). These may have led to physiological changes that permitted adaptation to
specific microenvironments. As a byproduct of these events, a transposon specific to
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A. melas may have induced the large increase in its X chromosome heterochromatin.
Alternatively, different configurations of heterochromatic sequences may modify
chromatin structure in such a manner as to have been directly selected.

Further Studies of Transposable Elements and Heterochromatin Are
Needed

We have shown that P elements have a variety of properties that are consistent with a
role in generating heterochromatin and maintaining it in a state of dynamic equilib-
rium. Obviously, the functions of transposable elements need to be tested further
and more directly. For example, it would be worthwhile to create strains containing
one or more marked defective “responder” P elements that are maintained in a
repressed state by a small number of differentially marked “repressor” elements
located at special heterochromatic sites such as the X chromosome tip. The effects of
chromosome rearrangements and of mutating cellular genes could then be deter-
mined by looking for activation of transposition and altered marker gene expression.
The genetic interactions between multiple families of transposable elements and the
host genome are undoubtedly complex. However, they are within the reach of a
systematic analysis that builds on the knowledge that is already being gathered about
the behavior of individual elements using systems of gradually increasing complexity.
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Gene Conversion and the Evolution of Gene
Families in Mammals
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Introduction

Gene duplication is a critical process in the evolution of higher organisms. It recruits
preexisting genetic material as a substrate for the formation of novel functional units,
thereby catalyzing rapid genetic changes. Extra gene copies created through duplica-
tion may ultimately diverge to perform related but specialized developmental and
biochemical function. The mammalian globin family, which has evolved a highly
coordinated process of tissue and stage specific expression of developmentally
specialized genes from a single ancestral gene, exemplifies this process.

Genes can duplicate by a variety of mechanisms. Most dramatic is whole
genome duplication, which happens very rarely during evolution. Duplication via
unequal recombination is probably the most common mechanism. This can occur
after pairing of nonallelic, homologous sequences. Initial duplication events of single
copy genes can be catalyzed by repetitive elements, such as Alu or L1 (Cross and
Renkawitz, 1990), and subsequent events can occur within the duplicated genes
themselves, creating new hybrid genes. Depending on the number of genes in the
family and the location of the cross-over events, duplication by this mechanism can
dramatically increase the gene copy number of a family.

Immediately after duplication via unequal recombination, a new gene or DNA
fragment would be identical to the preexisting genetic information. These dupli-
cated sequences are susceptible to gene conversion, a fundamental recombination
mechanism.

Gene conversion is the nonreciprocal transfer of genetic information between
two related genes or DNA sequences. It was first discovered in fungi, manifested as
the non-Mendelian segregation of alleles in a diploid heterozygous at a particular
locus. While most meioses create tetrads (in yeast) with two spores of each genotype,
there are frequent exceptions which demonstrate 3:1 segregation of alleles. This type
of inheritance is called gene conversion. Explaining the mechanism of gene conver-
sion lies at the cornerstone of general recombination models (reviewed in Orr-
Weaver and Szostak, 1985).

Studies of gene conversion in fungi have shown that conversion occurs not only
between alleles, but intrachromosomally between duplicated sequences on either the
same chromatid or the sister chromatid, and ectopically between sequences on
nonhomologous chromosomes. Essentially, any homologous sequences in the ge-
nome are potential participants in gene conversion.

Fungi are particularly well-suited for studying gene conversion because all the
products from a meiosis can be isolated (Orr-Weaver and Szostak, 1985; Petes and
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Hill, 1988). Gene conversion is extremely active in these organisms. Intrachromo-
somal meiotic conversions between duplicated genes generally occurs in 1-10% of
yeast tetrads (Klein, 1984; Klein and Petes, 1981; Nicolas, Treco, Schultes, and
Szostak, 1989), and conversion between unlinked sequences falls within that range
(Haber, Leung, Borts, and Lichten, 1991). In mammals, much of the evidence for
germline gene conversion is based upon comparative sequence analysis of duplicated
genes. A duplication unit containing a patch of near sequence identity within a larger
stretch of considerable divergence is the kind of data best explained by gene
conversion.

Results and Methods

A comprehensive investigation into mammalian gene conversion frequency faces two
major technical and logistical difficulties. The first is that large numbers of progeny
must be scored. Secondly, the events must be readily detectible. We have devised a

Recipient Donor

P Nrul P A cia A

LacZ prm-13 LacZ

> >

Prm-15'

- 4-  PCR primers

Figure 1. As indicated, the black boxes represent mouse protamine 1 (Prm-1) sequences, and
hatched boxes are lacZ sequences. Transcriptional orientations of the lacZ genes are
indicated by the arrows. The black vertical stripe in the Recipient lacZ gene is a 2 bp insertion
mutation, created by filling in a Clal site to make a Nrul site. P = Pvull. The crossed-out “P”’s
correspond to the Pvull sites in the Recipient gene, but were destroyed during cloning. The
Donor lacZ gene is deleted for the first 36 and last 136 amino acids of the enzyme. The
construct is 7.5 kb in length. The location of PCR primers for amplification of the Recipient
gene from sperm DNA is indicated.

novel strategy to detect germline gene conversion which eliminates these constraints
(Murti, Bumbulis, and Schimenti, 1992). The crux of the system is to generate
transgenic mice in which a planned conversion event can be visualized in sperm,
rather than offspring, by histochemical staining. This strategy allows the rapid
quantification of thousands of meiotic events for gene conversion at the transgene
locus.

The basic constructs for detecting intrachromosomal gene conversion consist of
two lacZ genes with different mutations (Fig. 1; Murti et al., 1992). One of these
genes, called the “recipient,” is under the transcriptional control of the mouse
protamine-1 (Prm-1) promoter, and contains an internal 2-bp insertion that abol-
ishes B-galactosidase activity by frameshift mutation. Linked to it is a promoterless
“donor” lacZ gene that is truncated at both the amino and carboxy termini. Male
mice carrying this construct transcribe the recipient gene specifically in haploid germ
cells, but do not produce functional lacZ unless a spontaneous mutation or recombi-
nation event corrects the frameshift mutation.
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To quantitate the percentage of spermatids that have undergone gene conver-
sion, testicular cells from adult transgenic hemizygotes are fractionated in a BSA
gradient- at unit gravity. They are then fixed and stained for lacZ activity by
5-bromo-4-chloro-3-indolyl-B-D-galactopyranoside (X-gal) staining, followed by pho-
tography and manual quantitation. In a second method, a crude testicular cell
mixture is analyzed by flow cytometry, whereby haploid cells are distinguished in the
basis of DNA content, and a fluorescent lacZ substrate (Nolan, Fiering, Nicolas, and
Hertzenberg, 1988) is used to detect converted spermatids.

As we have previously reported (Murti et al., 1992), no lacZ staining is observed
in wild-type mice or transgenics harboring a construct that contains the recipient but
no donor gene. Therefore, interaction between donor and recipient sequences must
be responsible for the gene correction. Regardless of copy number or genomic
insertion site, 1-2% of spermatids from hemizygous animals are lacZ positive. PCR
amplification of mature sperm using the primers shown in Fig. 1, followed by
digestion of the products with Clal (which is diagnostic for a conversion event in the
recipient gene) confirms the frequencies observed by lacZ staining (Murti, Schi-
menti, and Schimenti, 1994). Histological analysis indicated that both meiotic and
mitotic events contributed to this percentage (Murti et al., 1992). Conversion events
in mitotically proliferating spermatogonia would be inherited by half their progeny.
Therefore, the percentage of converted cells does not equal the frequency of
conversion events.

A variation of this system has been used to detect ectopic gene conversion-
recombination between homologous sequences on nonhomologous chromosomes. In
this experimental paradigm, the Donor and Recipient lacZ genes are placed on
different chromosomes, followed by detection of converted spermatids by the
methods outlined above. Remarkably, gene conversion is also quite frequent in this
situation, although at frequencies (percentages of converted spermatids) 2-10-fold
lower than intrachromosomally (J. R. Murti, M. Bumbulis, and J. Schimenti,
unpublished observations).

Discussion
Questions Unique to Recombination in Mammals

Whereas details and mechanics of recombination are best studied in fungal systems,
recombination occurs in situations that are unique to mammals, and must ultimately
be addressed in that context. For example, in addition to the implications of mitotic
recombination in the germ line, somatic recombination is an important process
which has no parallel in fungi. Immunoglobulin gene rearrangement and mitotic
conversion/crossing over causing loss of heterozygosity at tumor suppressor genes
are examples of recombinational mechanisms that are distinct between mammals
and fungi. Because recombination activities appear to differ from tissue to tissue
(germ cells probably being the highest), and that specialized rearrangement activities
exist (immune cells), it is likely that either multiple recombination enzymes exist with
different cellular specificities, or that a common group of recombination enzymes is
differentionally regulated in different tissues.

Aside from specialized somatic recombination systems, the existence of general
recombination in somatic cells is probably (in part) related to DNA repair (Padmore,
Cao, and Kleckner, 1991). Recombination induction appears to be a broad indicator
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of an agent’s mutagenicity, reflecting repair of induced DNA damage (Zimmermann,
1971). In meiosis, recombination is required for proper disjunction of chromosomes.
Furthermore, meiotic recombination has the important role of creating genetic
diversity (although it is unknown whether the evolution of efficient recombination
was selected for on that basis). Mitotically dividing somatic cells do not have any
apparent requirement for recombination in fidelity of replication, and recombination
events are not transmitted to progeny. The role of recombination in DNA repair will
require investigations into the recombinational capacity of various tissue or cell
types, and whether recombination is induced by DNA damage. Notably, cells from
Ataxia-Telangiectasia patients (Meyn, 1993), which are difficient in DNA repair,
exhibit greatly elevated levels of intrachromosomal recombination.

Gene Conversion and the Evolution of Gene Families

We have found that up to 2% of gametes reflect an intrachromosomal conversion
event in our transgenic mice. This approaches the meiotic gene conversion frequency
in yeast (Orr-Weaver and Szostak, 1985). It is unclear whether the gene conversion
frequency observed in this system is generally representative of random duplicated
sequences elsewhere in the genome. In yeast, meiotic gene conversion frequency
shows great locus variation; values have been observed to range from 0.5 to 30% of
meioses with different genes (Fogel, Mortimer, Lusnak, and Travares, 1979; Nag,
White, and Petes, 1989). Because the percentage of corrected spermatids between
the transgenic lines used in our experiments was similar, it is unlikely that the
numbers are unusually high due to chromosomal context. Rather, the intrachromo-
somal conversion activity of the transgenes must be an inherent property of the
construct.

Gene conversion can play paradoxical roles in the evolution of a gene family. On
one hand, related gene family members can undergo sequence homogenization by
gene conversion, thereby inhibiting divergence and potential adaptation. Several
theoretical studies have addressed the confounding effects of gene conversion-
mediated homogenization upon the evolutionary analysis of repeated genes, present-
ing mathematical models on the role of gene conversion in evolution (Dover, 1982;
Gutz and Leslie, 1976; Lamb and Helmi, 1982; Nagylaki and Petes, 1982; Walsh,
1987). On the other hand, micro-gene conversions can rapidly generate diversity by
introducing multiple, simultaneous sequence changes into a member of a large gene
family (Baltimore, 1981). A gene conversion-like mechanism appears to be respon-
sible for the generation of novel MHC alleles in human populations (Belich,
Madrigal, Hildebrand, Zemmour, Williams, Luz, Petzl, and Parham, 1992; Kuhner,
Lawler, Ennis, and Parham, 1991; Parham and Lawlor, 1991). Our results showing
that ectopic gene conversion is also relatively frequent in mice indicates that the
divergence of duplicated genes is not guaranteed by genomic dispersal. The signifi-
cance of gene conversion upon diversification or homogenization during evolution is
directly related to its frequency in the germ line.

The frequency of gene conversion we have observed greatly exceeds values used
in theoretical studies on the influence of this process upon the evolution of
duplicated genes (Nei, 1987; Walsh, 1987). According to the formula derived by
Walsh (1987), the frequency of gene conversion we have observed in our transgenic
system would be incompatible with the divergence of genes. Because genes do in fact
diverge despite being susceptible to such frequent homogenization indicates that
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mechanisms must exist to diminish unabated gene conversion. Selection against
conversion should not be a factor immediately after a duplication event, because the
newly created gene would not have an unique, critical function. Although the
frequency of recombination decreases as the length and degree of homology de-
creases (Ayares, Chekuri, Song, and Kucherlapati, 1986; Liskay, Letsou, and Stache-
lek, 1987; Rubnitz and Subramani, 1984; Singer et al., 1982; Waldman and Liskay,
1988), how do duplicated genes escape conversion in the first place? It has been
suggested that structural events which interrupt homology and heteroduplex forma-
tion, such as insertion of repetitive elements, could substantially inhibit gene
conversion between duplicated genes (Cross and Renkawitz, 1990; Fisher, Pecht,
and Hood, 1989; Hess, Fox, Schmid, and Shen, 1983; Michelson and Orkin, 1983;
Schimenti and Duncan, 1984), allowing them to diverge freely. Another potential
mechanism to promote divergence of genes is “RIPping” (Kricker, Drake, and
Radman, 1992). This is a phenomenon whereby duplicated sequences undergo
cytosine methylation at a high frequency, which catalyzes C > T mutations. As
random events such as these occur to interrupt stretches of perfect or high homology
between duplicated gene pairs, the gene conversion frequency would decrease
locally. This would increase the average time between conversion events, and hence
permit the accumulation of base changes. If duplicated genes evolve differential
function, then selection may become a strong force against maintainance of conver-
sion events.

Future Directions

Our results indicate that gene conversion is a significant force in the genome. We are
conducting additional lines of experimentation to further characterize the nature
and properties of gene conversion in mice. In particular, variations of the system
described here will be used to compare the frequency of premeiotic versus meiotic
conversion, measure conversion tract lengths, and study the effect of introducing
heterologies.
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Introduction

Targets for the vertebrate immune system are diverse organisms capable of rapid
change to evade the host response. In return, lymphocytes use four families of
variable antigen binding molecules: immunoglobulins (Ig), T cell receptors (TcR)
and the class I and II antigen presenting molecules of the Major Histocompatibility
Complex (MHC). Whereas the repertoire of Ig and TcR is played out by rearranging
genes within a single individual, diversity in MHC antigen presenting molecules
involves genetic polymorphism seen at the level of populations.

Class I and II MHC molecules present short peptides of degraded antigenic
proteins to CD8*+ and CD4+ T cells. Their antigen binding sites bear similarities to
the substrate binding domains of the heat shock 70 family of chaperones. To a first
approximation, class I molecules present peptides from proteins made within the cell
whereas class II molecules present peptides from proteins made without.

Phylogenetic comparison show the class I genes of the MHC evolve more rapidly
than their class II counterparts. The number of class I genes and their organization
varies greatly between species and only for closely related species, e.g., humans and
apes, can orthologous genes be identified. The number of functional genes is always
small, 1-3, and in crude terms functionality can be correlated with the extent of
allelic polymorphism.

Alleles of class I genes vary by 1-77 nucleotide substitutions. Variation concen-
trates on residues of the peptide binding site, effecting changes in the specificity of
peptide binding. Although many features of class I molecules in humans and apes are
shared, no single allele is held in common by any two species and thus, no
antigen-presenting specificity that existed in the common ancestor has survival
unchanged along both the human and ape lineages.

For humans, we estimate there are 100-300 alleles of the class I HLA-A,B,C
loci, many of which exhibit localized geographic distribution. Sequence comparisons
indicate that interallelic recombination involving short segments of DNA (10-100
nucleotides) creates most new alleles. The mechanism of this process is unknown.

Disease-specific selection, heterozygote advantage, frequency-dependent selec-
tion and genetic drift may all play a role in the generation of class I HLA
polymorphism. For urban populations, admixture resulting from recent migrations is
also a major factor.

Molecular Evolution of Physiological Processes © 1994 by The Rockefeller University Press
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Immunological Functions in Antigen Presentation

As its name implies, the Major Histocompatibility Complex, or MHC, was discovered
through observation of tissue transplantation. Experiments to propagate tumors
from one mouse to another failed unless the mice were closely related. The same was
true for normal tissues. Breeding studies revealed the influence of a single major
locus—the MHC—and a number of minor ones. Luckily, immunization of one
mouse with the cells from another produced antibodies against class I and I MHC
proteins, providing simple tools for analysis of the mouse MHC (H-2 region).
Similarly, antibodies for studying the human MHC (HLA region) were obtained first
from patients who had been immunized through repeated blood transfusion and
then from multiparous women who were repeatedly stimulated by the paternal HLA
antigens expressed by their babies. Everything we know of the MHC stems from
systematic application of the serological approach.

That mice reject each other’s tissues is due to two fundamental properties of
class I and II MHC antigens: extensive genetic polymorphism and a physiological
function that is central to the stimulation of T lymphocytes.

Antigen receptors of T cells are cell surface molecules, the products of rearrang-
ing genes that are clonally expressed. The antigens with which T cell receptors
interact comprise short peptides bound “presented” either by class I or class I MHC
molecules. Presentation by class I molecules leads to cytotolytic T cell responses that
can kill cells infected by viruses or parasites, whereas presentation by class II
molecules leads to delayed type hypersensitivity (the classical cellular immunity) or
to the release of cytokines which help B lymphocytes into antibody production.
During development in the thymus and the peripheral circulation those T cells with
receptor specificity for peptides derived from normal cellular proteins, “self,” are
either eliminated or inactivated. Thus, the T lymphocyte system is poised to respond
to cells presenting foreign antigens.

The probability of two unrelated individuals having precisely the same set of
class I and IT HLA alleles is low. On transplantation of tissue the HLA differences
are perceived in a similar fashion to the foreign antigens of parasites, viruses and
bacteria. They trigger clones of T and B lymphocytes to respond and the resulting
immune response eliminates the grafted cells in much the same way that virally
infected cells are destroyed.

Class 1 and class II HLA (human leukocyte antigen) molecules are closely
related in structure and function and they clearly represent variations upon an
evolutionary theme. Both classes of molecules have a binding site for peptides and
sites for interaction with the receptors and coreceptors of T cells. Differences
between the class I and II molecules are found in the length of peptides they bind,
the intracellular compartments in which binding takes place and the type of T cell
coreceptor engaged. Class I MHC molecules bind peptides of 8-10 amino acid
residues in the endoplasmic reticulum and engage T cells with the CD8 coreceptor
whereas class II MHC molecules bind peptides of 15-25 residues in membrane
compartments of the endocytic pathway and engage T cells with the CD4 coreceptor.

Flexibility and Efficiency in The Immune Response

Although the immune system has elaborated a series of elegant mechanisms for
generating receptor diversity, notably in the immunoglobulin and the T cell recep-
tors, it is nowhere close to being optimized for the tasks in hand. Many of its
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opponents, the virus, parasites and microorganisms, evolve faster than vertebrate
organisms and can thereby evade the immune response. As a consequence of its
flexibility, the immune system is slow to react and infections are often established
before the immune system makes a contribution. Influenza and cold viruses are
always getting ahead of the human immune with the result that most years we are all
reminded individually of their effects. Inadequacy in immune recognition is unequivo-
cal in the case of HIV, a virus which sabotages the whole enterprise. That the
immune system benefits from a helping hand is illustrated by the efficacy of
vaccination, which in effect allows the immune system to rehearse its act. It is
perhaps not surprising that the immune system is this way, because those molecular
mechanisms that provide flexibility in the immune response, in that it can have a go at
anything, also prevent a swift targeted assault on any particular foe. In this and other
respects, there are parallels with other organizations involved in defense.

Self preservation has its shortcomings too. The diseases bothering many in the
over-developed countries are degenerative (diabetes, arthritis, multiple sclerosis)
and automimmune in nature. In these diseases the slow erosion of the target tissue,
pancreatic B cells in diabetes for example, is thought to be mediated by T cells
responding to self peptides. A common idea suggests that the breaking of tolerance is
a secondary consequence of some traumatic event: perhaps physical damage result-
ing in the exposure of self proteins which are normally sequestered from the immune
system, or an acute infection which stimulates and expands T cell clones specific for
the infectious agent, some of which crossreact onto self peptides. Despite its
limitations the overall benefits of the immune system are clear from the fate of
patients with combined immunodeficiency disease who rapidly succumb unless
placed in a germ free environment.

Human Class I HLA Proteins

The antibodies found in the blood of multiparous women were first used to define the
class I antigens, HLA-A,B,C. These molecules are found on the surface of most cell
types, but the levels vary and can be regulated by vy interferon and other mediators of
the inflammatory response.

The HLA-A,B,C proteins are formed by a membrane anchored heavy chain,
encoded by either the HLA-A,B, or C gene, associated with a common light chain,
B,-microglobulin (B,-m). Crystallographic structures of HLA-A and B molecules
(Bjorkman, Saper, Samraoui, Bennett, Strominger, and Wiley, 19874; Madden,
Gorga, Strominger, and Wiley, 1992) show they consist of a pair of immunoglobulin
domains supporting a peptide binding site which is speculated to have similarity with
the substrate-binding domain of heat shock proteins in the hsc70 family (Rippmann,
Taylor, Rothbard, and Green, 1991; Flajnik, Canel, Kramer, and Kasahara, 1991).

HILA-A,B,C proteins bind short peptides in the endoplasmic reticulum of
human cells and transport them to the plasma membrane where the protein-peptide
complex forms a potential ligand for the antigen receptors of circulating CD8
positive T lymphocytes. In healthy cells, the bound peptides are the products of
normal turnover of cellular proteins “self” against which the T cells are unreactive.
When a cell is virally infected, peptides of viral origin get bound and presentation of
such foreign antigens stimulates a cytotoxic T cell response which kills the infected
cells, thereby preventing viral replication and further infection of healthy tissue.
HLA-A,B, and C heavy chains are homologous proteins and their codominant




96 Molecular Evolution of Physiological Processes

expression is believed to increase the number of foreign peptides presented during
viral infection and thus to the vigor of the T cell response.

Like other components contributing to the specificity of the immune system,
antigen presenting molecules have only been found in the vertebrates and thus
appear to be of recent evolutionary origin. Sequences for class I heavy chains from
species in the major classes of vertebrates (fish, reptiles, amphibians, birds and
mammals) have been determined. Their comparison reveals only seven invariant
positions of a total of 182 residues in the peptide binding domains (o and a,) and
eight invariant positions of the 92 residues in the a3 domain. These conserved
residues are exclusively in positions that are important for maintaining either the
structure of individual domains or interdomain contacts. In the o; domain the
conserved residues are common to immunoglobulin domains and those in the «; and
o, domains provide interactions between a; and «, and their supporting Ig-like
domains (Grossberger and Parham, 1992). The majority of positions within the class
I structure can tolerate substitution and even insertion or deletion without losing
antigen presenting activity, a view finding support in the experience of investigators
performing site-directed mutagenesis.

Class I HLA Gene Structure

HLA-A,B,C genes consist of eight exons which correspond to distinctive protein
domains. The genes are closely linked to each other and also to ~ 17 homologous
pseudogenes, gene fragments and intact genes of unknown function (Geraghty,
Koller, Hansen, and Orr, 1992a; Geraghty, Koller, Pei, and Hansen, 1992b). The
number of class I genes varies greatly between species and it is only in the most
closely related species, e.g., human and chimpanzee, that orthologous genes can be
identified. Such comparison shows that class I genes frequently undergo gene
duplication, deletion and changes in functional status.

Mice are the favorites of immunologists and much is known about their MHC
(the H-2 region) and the function of their antigen presenting molecules. The H-2
region contains more class I genes than the human HLA region. Orthologies
between the human and mouse class I genes have not been found (reviewed in
Lawlor, Zemmour, Ennis, and Parham, 1990). When phylogenetic trees are con-
structed they show that the mouse genes form one cluster and the human genes
another. Within the common laboratory strains of mice the numbers of class I genes
differ as a result of large duplication and deletion events. This propensity of class I
genes has been taken to an extraordinary degree in one African rodent, which has
over 1,500 class I genes (Delarbre, Jaulin, Kourilsky, and Gachelin, 1992).

Class I HLA Gene Polymorphism

Further variation is seen at the level of individual class I genes. The most character-
istic feature of the HLA-A,B and C genes is their genetic polymorphism. Unlike most
other genes, for HLA-A,B, or C, the term wild type has no meaning: various alleles
are evenly distributed in human populations. The total number of alleles is unknown.
Their identification and structural characterization is still in progress, but some
ninety HLA-B alleles, sixty HLA-A alleles, and forty HLA-C alleles have been
defined so far.

Polymorphism is correlated with function. Whereas HLA-A,B, and C have many
alleles, the pseudogenes, gene fragments and genes of unknown function have few.
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HLA-A,B,C alleles can differ by 1-77 nucleotide substitutions, a disproportionate
number of which change amino acid residues within the peptide binding site and the
specificity of peptide binding and T cell recognition (Bjorkman, Saper, Samraoui,
Bennett, Strominger, and Wiley, 1987b; Parham, Lomen, Lawlor, Ways, Holmes,
Coppin, Salter, Wan, and Ennis, 1988). Overall, the data are consistent with the
polymorphism being the product of natural selection for antigen presenting function.

The polymorphism of HLA genes influences medical practice, most obviously in
transplantation. The number of alleles is such that most unrelated individuals
express a different combination of class I and class II molecules. The sequence
differences between the HLA molecules are themselves capable of stimulating
strong T cell responses and it is precisely this type of response that causes rejection of
tissues transplanted between HLA mismatched individuals.

Two approaches have been made to deal with the problem of rejection. One
uses immunosuppressive drugs to ablate the response, the other attempts to match
recipients and donors through serological typing for HLA polymorphism. Molecular
and immunological analysis has revealed that single serotypes often embrace mul-
tiple alleles, for example, 12 in the case of HLA-A2, and that their differences
provoke T cell responses capable of rejecting transplanted tissue (Lopez de Castro,
1989; Fleischhauer, Kernan, O’Reilly, Dupont and Yang, 1990). Such studies
indicate that the polymorphism is greater than has been supposed previously,
prompting the search for more accurate, DNA-based, methods of tissue typing.
These findings also increase the potential use for HLA polymorphisms as a tool in
the study of human genetics and evolution.

Mechanisms of Diversification

Comparison of HLA-A,B,C alielic sequences reveals a patchwork pattern in which
an individual allele comprises a unique combination of sequence motifs, each of
which is shared with other alleles. This pattern suggests that recombination plays a
key role in the generation of alleles, an impression supported by pairwise comparison
of the sequences. The most closely related pairs of alleles usually differ by localized
clusters of substitutions for which both sequence motifs can be found in other alleles.
This pattern implicates interallelic conversion or double recombination as the
diversifying mechanism. Although the vast majority of such events appear to involve
recombination between allele of the same locus, in three cases (HLA-B46,B54 and
B76), we have good evidence for intergenic conversion.

The role of recombination in generating polymorphism is illustrated by the
HLA-A,B,C alleles of American Indian populations. These people derive from small
founding populations that crossed the Behring strait during the last ice age. Only a
fraction of the HLA allelic lineages found in Europe and Asia are represented in
American Indians (Kostyu and Amos, 1981). However, the founding alleles have
recombined to produce many new alleles not found in other populations. This is
particularly true for HLA-B in South American Indian populations (Belich, Madri-
gal, Hildebrand, Williams, Luz, Petzl-Erler, and Parham, 1992; Watkins, McAdam,
Liu, Strang, Milford, Levine, Garber, Dogon, Lord, Ghim, Troup, Hughes, and
Letvin, 1992).

In comparison to the many pairs of alleles that differ by localized clusters of
substitutions, few pairs differ by point substitutions and of these only a handful differ
by a substitution that has not been found in another allele. Thus, it appears that the
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rate at which point mutations create new alleles is slower than the rate at which new
mutations are subsequently recombined with existing mutations.

Evolution of An HLA-B Lineage

As an example of the patterns that emerge let us consider the allele B*4002. This
allele can be found throughout Europe and Asia but is particularly frequent in the
Japanese population. Also present in the Japanese is a closely related allele, B*4006,
which differs by a cluster of substitutions that change the amino acid residues at
positions 95 and 97 from L — W and R — T respectively (Kawaguchi, Kato,
Kashiwase, Karaki, Kohsaka, Akaza, Kano, and Takiguchi, 1993). The crystallo-
graphic structures of HLA-A2,A68 and B27 show that residues 95 and 97 interact
directly with bound peptide and affect the sequences of peptide bound (Bjorkman et
al., 1987a; Garrett, Saper, Bjorkman, Strominger, and Wiley, 1989; Madden et al.,
1992). The W95 T97 motif that distinguishes B*4006 from B*4002, is common to
other HLA-B alleles. Therefore, B*4006 and B*4002 are probably related in
evolution either by gene conversion or double recombination. As B*4002 has a
widespread distribution whereas B*4006 has only been found in Japanese, it seems
likely that B*4002 is the older allele and B*4006 the derivative. If correct then a
corollary is that the conversion event would have occurred either in a Japanese
individual or an individual from one of the populations from which the modern
Japanese population is derived. Current serological methods of tissue typing do not
distinguish the protein products of the B*4002 and B*4006 alleles (both are typed as
the B61 antigen) and we cannot be sure that the B*4006 allele is not present in other
East Asian populations, for example, Koreans. Application of DNA typing can
resolve such questions as it should be trivial to distinguish B*4002 and B*4006 at the
DNA level.

In North America, another product of the B*4002 allele is encountered,
however, it exists in serological disguise. For many years it was appreciated that the
Pima and certain other Indian populations in the South Western part of the United
States had an antigen with serological crossreactivity with the B21 antigen. This
specificity became known as BN21 (Williams and McAuley, 1992). In itself, this was a
surprising observation as antigens in the HLA-B21 group were absent in Amerindi-
ans from other regions of either North, South or Central America (Kostyu and
Amos, 1981).

Sequencing the allele encoding BN21 revealed a structure that was highly
divergent from the two known alleles in the B21 group (B*4901 and B*5001), but
closely related to B*4002. The BN21 encoding allele (now called B*4005) differs
from B*4002 by substitutions which change residues 152 from V — E and 163 from
T — L. These are both substitutions known to affect antigen presentation. The E152,
L163 motif is found in other HLA-B molecules and we therefore hypothesize that
B*4002 and B*4005 are related in evolution by a gene conversion (Hildebrand,
Madrigal, Belich, Zemmour, Ward, Williams, and Parham, 1992). Again, because
B*4002 is widespread and B*4005 of highly restricted distribution, it seems likely
that B*4005 was derived from B*4002. Consistent with this interpretation is the
presence in the Piman Indians of both B*4002, the acceptor gene, and B alleles with
the postulated donor sequence.

In the case of B*4005, we are confident that it is not present in other populations
because it can be distinguished both from B21 and B61 (B*4002) by serological
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typing. Pertinent at this point is to consider why the B*4002/B*4005 difference is
distinguished by serology whereas the B*4002/B*4006 is not; after all, they both
involve two amino acid differences.

The substitutions between B*4002 and B*4005 are positioned on the helix of the
a, domain which flanks the peptide binding groove. These residues are relatively
exposed to solvent and can therefore be contacted directly by antibodies. The B*4005
residues at these positions are identical to those found in B21 molecules explaining
the serological cross-reactivities between B21 and B*4005. In contrast the differ-
ences distinguishing B*4002 and B*4006 are located at the bottom of the peptide
binding groove. They are not available for direct contact with antibodies and are
serologically silent.

In South America, we have found two alleles in the Guarani tribe of southern
Brazil, B*4003 and B*4004, that are also related to B*4002 (Belich et al., 1992). They
differ from B*4002 by substitutions at residues 114 and 116 (B*4003) and 94, 95, and
103 (B*4004). As seen for B*4005 and B*4006, the differences affect residues within
the antigen binding site of the class I molecule and both clusters of differences are
found in other HLA-B alleles.

We now see how B*4002 has spawned a series of daughter alleles, B*4003-
B*4006, through the mechanism of gene conversion. Each of the daughter alleles is
found in a different modern population and in some populations, the ancestral
B*4002 allele has been retained (Japanese and Piman) and in another, the Guarani,
it has not. I have used B*4002 as an example of a more general phenomenon. Similar
allelic radiations of the other B lineages: B1S, B35, B51, and B48, in Amerindian
groups are being described, particularly in South America.

Other Polymorphisms Affecting Antigen Presentation By Class I Molecules

Although most of the polymorphism in class I molecules is found in and around the
peptide binding groove there are examples of polymorphism in a3, the immunoglobu-
lin-like domain, which affect binding to the CD8 coreceptor of T cells. The molecules
HLA-A*6801, A*6802 and B*4801 all have substitution at position 245 of a3 that
reduces affinity for CD8 (Salter, Benjamin, Wesley, Buxton, Garrett, Clayberger,
Krensky, Norment, Littman, and Parham, 1990). Other proteins involved in loading
class I MHC molecules with peptide also exhibit polymorphism, for example two
subunits of the protease and the two subunit of the peptide transporter, all of which
are encoded in the MHC. In rats, there are two divergent alleles of the TAP2 gene of
the transporter which affect the nature of peptides reaching class I MHC molecules
(Powis, Deverson, Coadwell, Ciruela, Huskisson, Smith, Butcher and Howard,
1992).

The Role of Selection in Generating Class I HLA Polymorphism

During the ~500 generations that humans have lived in the Americas, there has
been a considerable evolution of HLA-B alleles. Of current interest is whether this
evolution is the result of selection, genetic drift or some mixture of the two. The
impression so far is that the generation of new alleles has not led to significant
increase in the number of alleles within a particular tribe. The generation of new
alleles appears accompanied by the replacement of old alleles rather than expansion
of the overall number of alleles.
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Most serological analysis of HLA-A,B,C antigens has focused on the urban
populations in which clinical transplantation is practiced. In such populations the
number of alleles as defined by serotype is 4-5 times that found in tribes of American
Indians (Williams and McAuley, 1992). Consideration of the data from urban
populations has suggested that balancing selection acts to maintain such large
numbers of alleles in human populations. If this were indeed the case then one might
expect that populations starting with small numbers of alleles, e.g., Amerindian,
might incorporate new alleles without loss of the older ones, which does not appear
to be the case. This issue is of course confounded by the fact that Amerindian
populations underwent massive attrition due to the diseases brought by Europeans
and Africans during the last 500 years.

Disease Specific Selection

The idea that individual HLA class I alleles might be selected by particular infectious
agents has seemed plausible for years, but only recently has evidence in its support
have been obtained. In West Africa, endemic malaria is the cause of significant
infant mortality. HLA-B53 (B*5301) protects infants against severe malaria and as a
consequence of this property is at high frequency in the West African population
whereas in other parts of the world it is rare or absent (Hill, Allsopp, Kwiatkowski,
Anstey, Twumasi, Rowe, Bennett, McMichael, and Greenwood, 1991). HL.A-B53
presents a peptide from the liver form of the malarial parasite and the protective
effect is speculated to stem from the cytotoxic T cell response made to that peptide
(Hill, Elvin, Willis, Aidoo, Allsopp, Gotch, Gao, Takiguchi, Greenwood, Townsend,
McMichael, and Whittle, 1992).

The selection for B53 is seen in a situation where a single disease has been a
major cause of death for many generations. Furthermore, death from malaria
commonly occurs before reproductive age and the epitope presented by B53 appears
to be one that cannot be mutated without impairing viability of the pathogen. This
may not be a common scenario. Survival in most environments requires effective
immune responses against an array of microorganisms, viruses and antigenic com-
pounds. That the alleles now seen in the population have survived suggest that on
average a random set of two HLA-A alleles, two HLA-B alleles and two HLA-C
alleles is sufficient to permit survival and that, again on average, any one set of six
alleles is as good as another.

Overdominant Selection

From their analysis of class I and II allelic sequences, Hughes and Nei (Hughes and
Nei, 1988) have concluded that overdominance (heterozygote advantage) is a major
component of the selection upon MHC molecules. This can be understood readily in
terms of their biological function. Possession of 2 HLA-A,B or C alleles, with distinct
peptide binding specificities, should expand the range of peptide sequences that can
be presented by a cell and by inference the strength of the T cell response should that
cell become infected with a virus. In this model, the selective advantage of additional
alleles will tend to decrease as the number of alleles increases and the number of
homozygotes decrease. That Native American populations have limited numbers of
alleles may therefore be explained by this effect. Urban populations have larger
numbers of alleles but are the result of recent admixture drawing on people from
wide catchment areas, the non-Native American population epitomizing this phenom-
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enon. In such populations the large numbers of HLA class I alleles are likely to result
from admixture, not balancing selection.

Frequency Dependent Selection

Within the general scheme of heterozygote advantage one can see how new alleles
might be favored over older ones. Everything else being equal, an individual with a
new allele will produce a greater proportion of heterozygotes than other members of
the population. The increase being due to the fact that germ cells carrying the new
allele cannot give rise to a homozygote. This advantage will act to increase the
frequency of the new allele at the expense of the older ones. As its frequency
increases the selective advantage of the new allele will decrease until it reaches a
level comparable to that of the older alleles. In the absence of disease-specific
selection targeted to particular alleles this effect will tend to bring new alleles into
the population, as seems to be the case for HLA-B in South American Indians.
Conversely, the frequency of older alleles will decrease and the chances of them
being lost altogether goes up. Both the selective advantage of low frequency alieles
and the probability of them being lost through genetic drift should be dependent
upon population size and will be accentuated in smaller populations. For the
American Indian groups the rates of gain and loss appear to be balanced as the total
number of alleles in different populations is similar.

That the class I alleles of human populations are continually turning over is
supported by comparison of HLA-A,B with their homologues in chimpanzees and
gorillas (Lawlor, Warren, Taylor, and Parham, 1991). Although there are similarities
in the alleles of these three closely related species, no allele is shared. Moreover,
those alleles which are most similar exhibit amino acid changes in the peptide
binding site. This contrasts with many other proteins which exhibit identical se-
quences in the three species. Thus, it is possible that no class I allele present in the
ancestral population common to humans, chimpanzees and gorilla has survived
unmodified to the present day.
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The Generation of Protein Isoform Diversity by
Alternative RNA Splicing
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The generation of protein isoform diversity by alternative RNA splicing is a
fundamental mechanism in eukaryotes, which contributes to tissue-specific and
developmental patterns of gene expression. A growing number of cellular and viral
genes have been characterized that encode multiple protein isoforms via the use of
alternatively spliced exons. One such example is the tropomyosin (TM) gene family.
Tropomyosins are a diverse group of actin filament-binding proteins found in all
eukaryotic cells, with distinct isoforms found in muscle (skeletal, cardiac, and
smooth), brain and various nonmuscle cells. Many animals including nematodes,
flies, frogs, birds, and mammals possess multiple TM isoforms. This isoform diversity
is generated by a combination of multiple genes, some of which contain alternative
promoters and some of which exhibit alternative RNA splicing of primary RNA
transcripts. The TM gene family appears to have arisen through the duplication of an
ancestral gene. There are four different TM genes that have been characterized in
vertebrates. The alternatively spliced exons among different isoforms correspond to
functional domains of the proteins. The expression of a diverse group of isoforms in a
cell-type specific manner strongly suggests that the various isoforms will be required
for specific cellular functions. The implications of this isoform diversity with respect
to cellular functions are discussed.

A General Overview of RNA Splicing for the Generation of
Protein Diversity

The formation of a mature mRNA from a primary transcript generally requires
excision of intervening sequences (introns) with the subsequent joining together
(splicing) of exons. The general splicing reaction of metazoan introns has been well
characterized and involves a two-step process (reviewed in Green, 1991; Rio, 1992).
In the first step, a 5’ exon is cleaved and two intermediates are formed: a 5’ exon with
a 3’ hydroxyl end and an RNA species containing the downstream intron sequence
and 3’ exon in which the 5’ terminal guanosine of the intron is covalently linked to a
residue, usually an adenosine, located 18-40 nucleotides upstream of the 3’ splice
site via a 2'-5" phosphodiester bond. In the second step, cleavage at the 3’ splice site
results in the release of a lariat intron and concomitantly the two exons are ligated
together.

Despite great advances in our understanding of the general splicing reaction, a
number of important problems remain unresolved. How splicing is carried out with
such fidelity is still not understood, both at the level of ligation at a specific 5’ or 3’
splice site or at the level of joining exons together without inadvertently failing to
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include an exon, i.e., “exon skipping.” Most genes contain multiple exons, e.g.,
collagen has more than 50 exons, and the dystrophin gene has more than 70 exons.
Clearly if the splicing machinery were to make an error at the level of a single
nucleotide, or miss including an exon, the result would likely be a mRNA that
encoded a nonfunctional protein. In addition, some introns are very large and how
the individual 5’ and 3’ splice sites are brought together is not known. Take for
example, the dystrophin gene which is over two million base pairs long and contains a
number of introns which are larger than 200,000 nucleotides. Whether the 5" and 3’
splice sites of these introns are brought together by free diffusion or require an active
mechanism remains to be determined. Although consensus sequences are known for
5" and 3’ splice sites, it is still not possible to predict with 100% accuracy the position
of authentic splice sites based solely on sequence analysis. Finally, the nature of the
cellular factors that mediate pre-mRNA splicing are just beginning to emerge and
include a group of small nuclear ribonuclear particles (snRNPs) and other proteins
(reviewed in Green, 1991; Rio, 1992). In the case of alternative splicing, two
additional questions need to be considered including (@) the nature of the splicing
signals in alternatively spliced exons that allow them to be regulated in a tissue and
cell type-specific manner, and (b) what are the cellular factors that are responsible
for alternative splicing.

It is well established that many proteins expressed in eukaryotic cells exist in
various forms or isoforms. In many cases, the different isoforms exhibit cell-type
specific patterns of expression which are subject to developmental control. For
example, different forms of globin are known to be expressed during different
developmental stages. The generation of protein isoforms is most often associated
with the expression of different members of multigene families, but a large number of
genes have been identified that can encode more than a single protein by alternative
RNA processing. Alternative RNA processing has been identified in a wide range of
systems including the genomes of various DNA and RNA viruses, invertebrates and
vertebrates. In the case of viruses, the use of alternative splicing may facilitate the
expression of a larger number of proteins within a relatively small genome. The
organization of genes that are subject to alternative processing is quite varied, and
can be due to use of alternative promoters and alternative exons located at internal
as well as at the 3’ end of genes (reviewed in Breitbart, Andreadis, and Nadal-
Ginard, 1987).

A number of cellular genes and processes have been characterized that involve
alternative splicing in the control of developmental and various physiological pro-
cesses. For example, sex determination in Drosophila is dependent on a cascade of
regulatory genes, each of which is subject to alternative RNA splicing. Whether a
Drosophila will become a male or female is largely dependent on the pattern of
alternatively spliced exons (reviewed in Baker, 1989). During the development of
humoral immunity, the switch from the membrane-bound form of antibody to the
secreted form is dependent on alternative RNA processing at the 3’ end of the
primary transcript where distinct carboxy-terminal coding exons are used. The
membrane bound immunoglobulin contains the membrane anchor sequence whereas
the secreted form does not (reviewed in Breitbart et al., 1987). There are countless
other examples of alternative RNA splicing for the generation of protein isoform
diversity including cell surface receptors, adhesion molecules, neuropeptides, tran-
scription factors and contractile proteins (see below).
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The Tropomyosin System

One classic physiological response is that of the excitation/contraction response of
skeletal and cardiac muscles. The protein components that comprise the actomyosin/
ATPase responsible for muscle contraction have been well characterized and are
known to involve not only actin and myosin, but tropomyosin and the troponin
complex (troponin-I, -T, and -C). The function of TM in skeletal and cardiac muscle
is, in association with the troponin complex (troponin-I, -T, and -C), to regulate the
calcium-sensitive interaction of actin and myosin (Smillie, 1979). Although most
eukaryotic cells contain an actin-based contactile system, the regulation of contractil-
ity in different cell types is achieved by different mechanisms. Nonmuscle and smooth
muscle cells are devoid of a troponin complex, and the calcium-sensitive regulatory
mechanism controlling the interaction of actin and myosin in these cells involves at
least two Ca?+ calmodulin regulated proteins; myosin light chain kinase and caldes-
mon. These differences in the regulation of the contractile apparatus in various cell
types appears to require structurally and functionally distinct forms of TM. In
contrast to muscle cells, microfilaments in nonmuscle cells do not appear to function
primarily in contraction, but play a more significant role in intracellular transport,
secretion, motility and cell structure. Nonmuscle cells express a larger number of
tropomyosin isoforms than cells of muscle origin. This likely reflects the greater
diversity of cellular functions in which they participate rather than functional
redundancy. Most nonmuscle cells, such as fibroblasts, express a greater number of
TM isoforms (five to eight isoforms) than do skeletal or cardiac muscle (one to two
isoforms), and smooth muscle (two isoforms). Multiple forms of TM have been
detected in cultures of different nonmuscle cells, including rat, mouse, human, and
chick fibroblasts (reviewed in Lees-Miller and Helfman, 1991). For example, rat
fibroblasts contain seven isoforms of tropomyosin: three TMs of major abundance
termed TMs 1, 2, and 4 (apparent M, = 40,000, 36,500 and 32,400, respectively), and
four TMs relatively minor in abundance termed TMs 3, 5, 5a, and 5b (apparent
M, = 35,000, 32,000, 32,000, and 32,000, respectively) (Matsumura, Lin, Yamashiro,
Thomas, and Topp, 1983a,b; Goodwin et al., 1991, and Guo and Helfman, unpub-
lished results). Thus, nonmuscle cells may have adapted TM isoforms to serve several
different functions. Expression of the different fibroblast-type isoforms are not
restricted to fibroblasts but are found in different combinations in various nonmuscle
cells and tissues, e.g., intestinal epithelium, blood cells, liver, and kidney. In addition,
brain expresses three unique isoforms, two of which are found only in neurons
(Lees-Miller et al., 1990; Weinberger, Henke, Tolhurst, Jeffrey, and Gunning, 1993;
Stamm, Caspar, Lees-Miller, and Helfman, 1993).

Like many structural proteins, tropomyosin (TM) isoform expression involves
the use of multiple genes, but diversity is also generated by alternative RNA
processing (reviewed in Lees-Miller and Helfman, 1991). Alternative RNA process-
ing for the generation of TM isoforms has been found in invertebrates (C. elegans
and Drosophila) and vertebrates. For example, four different TM genes have been
characterized in mammals (Fig. 1). Each of these genes has been named after a
protein they encode. The o and B genes are named after striated muscle a- and
B-TM, respectively. The TM-4 and hTMnm genes are named after the rat fibroblast
TM-4 and human fibroblast TM30 nm isoforms, respectively. The skeletal muscle
isoform of the a gene corresponds to the a fast-twitch isoform (fast-twitch fibers),
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whereas the skeletal muscle isoform of the hTMnm gene corresponds to the o
slow-twitch isoform (slow-twitch fibers). The isoforms known to be encoded by each
gene are shown schematically in Fig. 2. The o gene is known to encode at least nine
different isoforms, the B and hTMnm genes each encode at least two distinct
isoforms, while the TM-4 gene encodes a single isoform. One interesting point is the
intron-exon organization of the mammalian « TM gene is almost identical to that of a
Drosophila or C. elegan TM gene, indicating that alternative splicing for the genera-
tion of TM isoform diversity arose relatively early in metazoan evolution (reviewed in
Lees-Miller and Helfman, 1991). In addition to the isoforms depicted in Fig. 2, other
isoforms are known to be expressed from the chick B-TM gene (Forry-Schaudies,
Maihle, and Hughes, 1990) and mouse B-TM gene (Wang and Rubenstein, 1992).
Given the complexity due to alternative RNA processing, it will not be surprising if
additional isoforms will be identified in the future. At the protein level TMs are
elongated proteins that possess a simple dimeric a-helical coiled-coil structure along
their entire length (Smillie, 1979). The coiled-coil structure is based on a repeated
pattern of seven amino acids with hydrophobic residues at the first and fourth

wwgene X e sFRIgEe ¥ % Figure 1. The intron-exon or-
a2 3 4 56a6b7 89 ad ganization of the mammalian
p-gene TM genes. Exons are repre-
TM-4 gene 1IIi]IIb .3 .4 5. Gﬂb 7. I° 9nd sented by b9xes and introns by
ta b 1b 8 4 56ach7 89 9 o horizontal lines. The exons are
hTMnm gene ~Z—E—IHHHHHHH——A numbered from la through 9d

in order to facilitate compari-
son between TM genes. The depicted a gene structure is that of rat (Ruiz-Opazo and Nadal
Ginard, 1987; Wieczorek et al., 1988; Lees-Miller et al., 1990; Goodwin et al., 1991). The B
gene shown is that of rat (Helfman et al., 1986). The hTMnm gene shown is that of human
(Clayton et al., 1988), and the TM-4 gene is that of rat (Lees-Miller et al., 1990). Alternatively
spliced exons are indicated as la/1b; 2a/2b; 6a/6b; and 9a/9b/9c/9d. Exons common to all
mRNAs are indicated by exons 3, 4, 5, 7, and 8. The isoforms known to be encoded by each
gene are shown schematically in Fig. 2.

positions and is highly conserved in all TM isoforms found in eukaryotic organisms
from yeast to man. The TMs bind to themselves in a head-to-tail manner, and lie in
the grooves of F-actin, with each molecule interacting with six or seven actin
monomers. As indicated in Fig. 2, vertebrate cells express a number of different
isoforms that are expressed in a cell type-specific manner. A major unresolved
question is the functional significance of the different isoforms. The expression of a
diverse group of isoforms in a highly tissue-specific manner suggests that each
isoform is required to carry out specific functions in the actin-based filaments of
various muscle and nonmuscle cell types.

The alternatively spliced exons appear to correspond to different functional
domains including actin binding regions, head-to-tail overlap domains, and se-
quences involved in interaction to TM-binding proteins. For example, troponin-T
interacts with TM in two regions of the TM molecule, the regions represented by
exon 6b (amino acids 188-213) and exon 9a (amino acids 254-284) in the o, B, and
hTMnm genes (Figs. 1 and 2). In addition, sequences at the amino- and carboxy-
terminal ends of the protein are important for head-to-tail binding, which is
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important for cooperative binding to actin filaments. Thus, the inclusion of various
exons influences the ability of the different isoforms to interact with F-actin, bind to
each other and interact with different TM-binding proteins, e.g., troponin-T or
caldesmon (see below).

As mentioned above, nonmuscle cells express a larger number of TM isoforms
compared to muscle (skeletal, cardiac, and smooth). What is the role of each TM
isoform in nonmuscle cells? Immunofluorescence studies of nonmuscle cells, such as

o-gene
STRIATED MUSCLE 284 aa
SMOOTH MUSCLE vz —_ ] 284 aa
TM-2 FIBROBLAST e —— — ] 284 aa
TM-3 FIBROBLAST = Y, ] 284 aa
TM-5a FIBROBLAST I 248 aa
TM-5b FIBROBLAST 248 aa
TMBr-1 BRAIN N ——— — . 281 aa
TMBr-2 BRAIN 251 aa
TMBr-3 BRAIN T === 245 aa
B-gene
SKELETAL MUSCLE 284 aa
SMOOTH MUSCLE I —— %, ] 284 aa
TM-1 FIBROBLAST
TM-4 gene
TM-4 FIBROBLAST [T N | 248 aa
hTMnm gene
SKELETAL MUSCLE N —— — - 284 aa
ZI_I'?ARO)BLAST TM30nm [T %, ] 248 aa
-5

Figure 2. Schematic representation of the TM isoforms expressed from the mammalian TM
genes. The a gene striated muscle isoform is frequently referred to as the a-fast twitch isoform,
while the hTMnm gene encodes a skeletal muscle isoform which corresponds to the a-slow
twitch isoform. Fibroblast TM-4 corresponds to the human platelet TM30 isoform. The
human hTMnm isoform has also been identified in mouse (Takenaga et al., 1990) and rat
(Guo and Helfman, unpublished data) as is also referred to as TM-5. The length of each
protein in amino acids is indicated on the right.

fibroblasts, reveal that tropomyosin is associated with the actin-containing microfila-
ments of the cytoskeleton. Microfilaments of fibroblasts represent dynamic struc-
tures that can exist in different supramolecular forms, such as microfilament bundles
(stress fibers), microfilament meshworks, polygonal networks, and contractile rings.
The particular TM isoforms involved in these higher-order actin structures are not
known. The multiplicity of TM isoforms raises the possibility that specific associa-
tions of given isoforms are required for these distinct actin structures. Differences in
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the localization of various isoforms have been demonstrated with antibodies recog-
nizing only the high molecular weight TMs versus those recognizing only the low
molecular weight isoforms (Lin, Hegmann, and Lin, 1988). The low molecular weight
forms were found in both ruffles and stress fibers whereas the high molecular weight
forms were found only in stress fibers. These differences in the distribution of
different TM isoforms suggest distinct, although unidentified, roles for the various
isoforms.

Different biochemical properties have been reported for various nonmuscle
isoforms. For example, studies of rat fibroblast TMs demonstrated that a mixture of
the low molecular weight TM isoforms (termed TM-4 and TM-5) bound weakly to
F-actin whereas the higher molecular weight isoforms (TM-1, TM-2, and TM-3)
bound more strongly (Matsumura and Yamashiro-Matsumura, 1985; Yamashiro-
Matsumura and Matsumra, 1988). Similarly, it was shown that the low molecular
weight TM isoform of equine platelets bound actin with low affinity (Cote’, Lewis,
and Smillie, 1978) as does the low molecular weight TM isoform of brain (Broschat
and Burgess, 1986). In contrast, however, the low molecular weight TMs isolated
from human erythrocytes (Fowler and Bennett, 1984) and chicken intestinal epithe-
lial cells (Broschat and Burgess, 1986) have been shown to bind with much greater
affinity, similar to high molecular weight isoforms. These studies clearly indicate that
different biochemical properties are a characteristic of specific isoforms, suggesting
the possibility of distinct functions in vivo. For example, one possibility is that TM
may stabilize actin filaments in nonmuscle cells. This function has been inferred from
in vitro experiments which have also shown that TM protects actin filaments against
the severing action of gelsolin (Fattoum, Hartwig, and Stossel, 1983; Ishikawa,
Yamashiro, and Matsumura, 1989) or the activities of brain depolymerizing factor
(Bernstein and Bamburg, 1982). Other experiments have shown that the nonmuscle
TMs prevent villin induced severing or bundling of F-actin (Burgess, Broschat, and
Haydon, 1987), but they were unable to prevent bundling caused by 55-kD protein
(Matsumura and Yamashiro-Matsumura, 1986). These studies used mixtures of
individual isoforms, but indicate that different isoforms can have different biochemi-
cal properties.

At present, few studies have addressed the function of TM isoforms in living
cells. Alteration of intracellular granule movement resulted after microinjection of
antibodies to TM into chick fibroblasts, suggesting an involvement of TM in
intracellular motility (Hegmann, Lin, and Lin, 1989). In yeast, gene disruption
studies suggest a role for TM in actin filament assembly, secretion and cell division
(Liu and Bretscher, 1989, 1992; Balasubrammanian, Helfman, and Hemmingsen,
1992).

Transformation of cells in tissue culture result in a variety of cellular changes
including alterations in cell growth, adhesiveness, motility, morphology, and organi-
zation of the cytoskeleton. Morphological changes are perhaps the most readily
apparent feature of transformed cells. These changes in cell shape are clearly
associated with the cytoskeleton. Immunofluorescence and electron microscopic
studies have shown that transformed cells exhibit profound changes in the organiza-
tion of microfilaments. Such studies reveal that microfilament bundles exist in a more
dispersed state and are reduced in size and number in transformed cells. In addition,
these changes in microfilament structure are highly related to both anchorage-
independent growth and cellular tumorigenicity (Shin, Freedman, Risser, and
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Pollack, 1975), suggesting a role for microfilament alteration in oncogenic transfor-
mation. The molecular, biochemical and structural bases for these alterations of
microfilament cables in transformed cells are poorly understood. The altered expres-
sion of a number of individual cytoskeletal proteins have been implicated in the
transformed phenotype including actin, tropomyosin, gelsolin, caldesmon, and myo-
sin light chain. A number of groups have analyzed the expression of the protein
components of microfilaments before and after transformation. Interestingly, com-
parative two-dimensional protein gel analysis of normal and transformed cells has
revealed that of the numerous cytoskeletal proteins, tropomyosin expression is
selectively altered in some transformed cells (Hendricks and Weintraub, 1981, 1984;
Leonardi, Warren, and Rubin, 1982; Matsumura et al., 19834,b; Cooper, Feuerstein,
Noda, and Bassin, 1985; Lin, Helfman, Hughes, and Chou, 1985; Leavitt, Latter,
Lutomski, Goldstein, and Burbeck, 1986; Fujita et al., 1990). In general, these
studies demonstrate that in several transformed cells one or more of the major TM
isoforms of higher molecular weight (284 amino acids) are decreased or missing,
whereas the levels of one or more of the lower molecular weight (248 amino acids)
TM isoforms are increased. These alterations in TM expression appear to correlate
well with the rearrangement of microfilament bundles and morphological alterations
observed in transformed cells. Recently it was reported that forced expression of
fibroblast TM-1 in transformed cells led to reversion of some features associated with
the transformed phenotype including loss of anchorage-independent growth and the
ability to form tumors in athymic mice (Prasad, Fuldner, and Cooper, 1993). Using a
Kirsten virus transformed rat kidney cell line (NRK1569) in which TM-1 expression
is reduced about 50% and which expresses no detectable TM-2 or TM-3 (Matsumura
et al., 1983a), we found that stable expression of TM-2 or TM-3 leads to a partial
restoration of microfilament bundles and cell spreading (Kazzaz, Pittenger, and
Helfman, unpublished observations). Collectively, such studies indicate that alter-
ations in TM-1, TM-2, and TM-3 play a role in the transformed phenotype. One
hypothesis to emerge from these studies is that formation of stable microfilament
bundles in fibroblasts will require the presence of a high molecular weight TM
isoform (284 amino acids) from both the o gene (TM-2 and/or TM-3) and B gene
(TM-1).

While the function of TM in the regulation of skeletal and cardiac muscle
contraction is fairly well understood, the role that TM plays in the regulation of
myosin motor proteins in other cell types is not known. At present, three major types
of motor proteins have been identified: myosins, dyneins, and kinesins. These
molecules move along either actin filaments (for myosin) or microtubules (for dynein
and kinesin). TM can influence the interaction of myosin and actin. As already
discussed, in skeletal muscle TM in association with the troponin complex regulates
the interaction of myosin heads with thin filament actin in a Ca2?*-dependent
manner. The TM-troponin complex is inhibitory to contraction when the intracellu-
lar calcium concentration is low, working either by a steric blocking mechanism or
through allosteric interactions. In smooth muscle and nonmuscle cells TM plays a
different role because there is no troponin complex. Biochemical studies have shown
that under conditions that would produce inhibition of the actin activated myosin
MgATPase by skeletal TM, smooth muscle and nonmuscle TMs have a stimulatory
effect. For example, when smooth muscle or brain tropomyosins (Sobiezek and
Small, 1981) were substituted for skeletal TM in an actin activated MgATPase assay




112 Molecular Evolution of Physiological Processes

using heavy meromyosin, these TMs were found to be stimulatory while the skeletal
TM was inhibitory. In nonmuscle cells, exactly which myosins take part in such
cellular functions as locomotion, extension of filapodia or lamellapodia, mitosis and
cytokinesis is an area of active investigation. Cells contain both single headed
(myosin I's) and two-headed myosins (myosin II’s). A specific isoform of myosin II is
usually found in a particular cell type (striated muscle, smooth muscle or nonmuscle
cell) while several types of myosin I are expressed in a given cell. The nonmuscle
myosin Is are by far the larger class and appear to be involved in vesicle movement
and membrane association. The motor activities of these myosins may be regulated
by cellular calcium levels, distinct kinases or TM isoforms. With the identification of
at least four subclasses of myosin I's (Cheney, Riley, and Mooseker, 1993), the effects
of different TM isoforms on myosin ATPase activity and motor functions will need to
be carefully investigated, and despite great interest in these actin based motor
proteins only a few studies have addressed these questions.

Evolutionary Considerations of Alternative RNA Processing
and Isoform Diversity

Tropomyosins represent just one family of proteins that exhibit extensive isoform
diversity due to alternative RNA splicing. The different isoforms appear to be
required for the physiological needs of various cells and tissues, although the
function of each isoform is just beginning to emerge. The expression of a diverse
group of isoforms in a highly tissue-specific manner strongly suggests that each
isoform will be required to carry out specific cellular functions. In addition to the
obvious questions regarding the functional significance of protein isoform diversity,
the generation of protein isoforms via alternative RNA splicing raises a number of
general issues. For one, some gene families exhibit a large number of family members
without exhibiting alternative RNA processing for the generation of protein isoform
diversity e.g., intermediate filament proteins, actins, and G-proteins. In contrast,
other gene families exhibit complex patterns of alternative splicing for the generation
of diversity, e.g., tropomyosins, troponins, and N-CAMs (neural adhesion mol-
ecules). What factors played a role during evolution that led to an increase in
complexity due to alternative splicing, as opposed to expansion of the number of
members in a gene family, i.e., gene duplication, are not known. The explanations for
multigene families include a number of hypotheses including a need for functional
redundancy, a requirement for distinct cis-elements to regulate the level of gene
expression, i.e., transcription, and isoform-specific functions in different cell-types.
While examples can be found in nature to support each hypothesis, in the case of
alternatively spliced genes it would appear that the requirement for isoform-specific
functions is a major factor for such protein diversity. Another question is the
evolution of RNA splicing (reviewed in Gestland and Atkins, 1993), and for
alternative RNA splicing, how the cis-acting elements and cellular factors involved in
the regulation of alternatively spliced exons “co-evolved.” Clearly, to regulate a
particular splice choice used in different tissues and cell types, regulatory molecules
must also be expressed in a cell type-specific manner. Understanding the evolution of
RNA processing and alternative RNA splicing will no doubt give greater insights into
the complex questions of molecular evolution.
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The actin filament-based cytoskeleton is a hallmark of eukaryotic cells where it may
comprise over 25% of total cellular protein. None of the many proteins which
comprise the actin cytoskeleton are known to exist in eubacteria or archaebacteria,
hence it has been speculated that this system is one of the features that made
eukaryotic life possible on earth and differentiates the prokaryotic and eukaryotic
divergence. The argument is that the ability of this system to resist and transmit
mechanical forces and to produce internal forces for cellular motility alleviated the
need for a protective cell wall and allowed early eukaryotic cells the freedom to move
toward prey and away from danger.

We know about more than 50 different distinct actin binding proteins, many of
which are found in all branches of the eukaryotic phylogenetic tree (Pollard, 1993).
Thus, although exceptions may exist, most of these proteins were present in the
primitive eukaryotic progenitor of animals, plants and fungi and are therefore as
evolutionarily ancient as actin itself. The actin binding proteins fall into several
classes including actin monomer binding proteins, actin filament capping proteins,
actin filament cross-linking proteins and myosin motors that move along actin
filaments.

Profilin Structure and Function

We will concentrate on a small actin monomer binding protein called profilin.
Profilins are remarkable in an evolutionary context because, in spite of the fact that
they bind several different ligands and have the same three dimensional structure in
amoebas and mammals, the sequences of the known profilins are extremely diver-
gent. In addition, the available evidence suggests that the isoforms present in
contemporary species have arisen after the divergence of the major branches of the
phylogenetic tree, a feature that differs from the actin-based motor proteins, the
myosins (Goodson and Spudich, 1993; Cheney, Riley, and Mooseker, 1993). For
these reasons, profilins may be useful in studying the evolution of the components of
the actin cytoskeleton.

Profilins are small proteins, consisting of 125 to 153 amino acid residues, present
in very high concentrations in the cytoplasm of vertebrates, plants, echinoderms,
slime moulds, ciliates, and amoebae (Machesky and Pollard, 1993). Even vaccinia
virus has a profilin gene that is expressed at high levels late in infection (Blasco, Cole,
and Moss, 1991). Of all of the proteins in nonmuscle cells, only actin (100-250 pM)
usually exceeds profilin (20-100 pM) in concentration. Profilin is essential for
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normal growth of yeast cells which are temperature sensitive and severely disabled
without it (Haarer, Lillie, Adams, Magdolen, Bandlow, and Brown, 1990). Plant
profilins are now known to be major human allergens (Valenta, Duchene, Petten-
burger, Sillaber, Valent, Bettelheim, Breitenbach, Rumpold, Kraft, and Scheiner,
1991).

The atomic structures of Acanthamoeba profilin-1 (Vinson, Archer, Lattman,
Pollard, and Torchia, 1993; Fedorov, Magnus, Graupe, Lattman, Pollard, and Almo,
1994) and bovine profilin (Schutt, Myslik, Rozychi, Goonesekere, and Lindberg,
1993) share most important features. The amoeba profilin structure (Fig. 1) was
determined independently by multidimensional NMR (Vinson et al., 1993) and by
x-ray crystallography (Fedorov et al., 1994). The bovine profilin structure was
determined by x-ray crystallography as a complex with actin (Schutt et al., 1993).
Both profilins are built around a six-stranded, antiparallel beta sheet flanked on one
side by two long helices comprised of the NH,- and COOH-terminal sequences of the
polypeptide. The other side of the sheet is covered by short helices and a pair of beta

Figure 1. Crystal structure of
Acanthamoeba profilin-I. A rib-
bon diagram of the fold of the
protein based on the x-ray
structure of Fedorov et al.,
(1994; Vinson et al., 1993). This
figure was kindly provided by
Dr. Valda Vinson.

strands. The architecture of the bovine profilin is similar, except that the bovine
profilin has somewhat longer surface loops connecting beta strands 1 to 2, 5 to 6, and
6 to 7. The similarity of tertiary structure is remarkable given the many differences in
primary structure discussed below.

Profilins bind at least four different ligands (Fig. 2). Profilin was originally
discovered as actin monomer binding protein (Carlsson, Nystrom, Sundkvist, Mar-
key, and Lindberg, 1976). From the crystal structure of the complex we know that the
long COOH-terminal helix of profilin along with adjacent residues from helix-3, beta
strands 4, 5, 6, and 7 contact the actin molecule. Earlier chemical cross-linking
experiments (Vandekerckhove, Kaiser, and Pollard, 1989) had established that
COOH-terminal helix of profilin contacts the COOH-terminal part of actin mono-
mers, strongly supporting the conclusion that the contacts observed in the crystal are
used in solution.

Binding profilin alters the behavior of the actin molecule in two ways. First,
profilin strongly accelerates the dissociation of the adenine nucleotide bound to actin
(Mockrin and Korn, 1980). Because profilin binds and dissociates on a subsecond
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time scale, it can move rapidly form one actin molecule to the next and promote
nucleotide exchange in a catalytic fashion (Goldschmidt-Clermont, Machesky, Do-
berstein, and Pollard, 1991b). Second, profilin bound to actin monomers inhibits the
nucleation and elongation of actin filaments, especially at their slow growing end
(Pollard and Cooper, 1985; Lal and Korn, 1985; Goldschmidt-Clermont et al.,
1991b).

Profilins also bind poly-L-proline (Tanaka and Shibata, 1985). This interaction
involves aromatic and other hydrophobic residues between the NH,- and COOH-
terminal helices (Archer, Vinson, Pollard, and Torchia, 1994) and mutation of these
residues can prevent binding (Bjorkegren, Rozycki, Schutt, Lindberg, and Karlsson,
1993). The physiological significance of this activity remains to be established,
although a number of cytoplasmic proteins have sequences enriched in proline.

Many profilins also bind to polyphosphoinositides (Lassing and Lindberg, 1988;
Machesky, Goldschmidt-Claremont, and Pollard, 1990), a minor class of phospholip-
ids found the cellular membranes. One of these lipids, phosphatidylinositol bisphos-
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phate (PIP,), is the substrate for the production of the important second messengers
inositol trisphosphate and diacylglycerol. The polyphosphoinositides compete with
- actin for binding profilin (Lassing and Lindberg, 1985). Candidate polyphosphoinosit-
ide binding sites have been identified by comparing the sequences (Machesky et al.,
1990) and atomic structures (Fedorov et al., 1994) of two isoforms of Acanthamoeba
profilin. Profilin-II binds PIP, 10 times more strongly than profilin-I and has a
surface pocket a much higher positive charge than profilin-1. This site is the right size
to bind a small cluster of negatively charged PIP, head groups exposed on the surface
of a lipid bilayer. This interaction of profilin with phosphatidylinositol-bisphosphate
may regulate the production of the second messengers because profilin inhibits the
access of phospholipase Cyl to its substrate, unless this enzyme is phosphorylated by
activated growth factor receptor tyrosine kinases (Goldschmidt-Clermont, Kim,
Machesky, Rhee, and Pollard, 1991a). In this way, profilin is an essential negative
regulator required for the receptors to turn on the activity of the phospholipase.
Amoeba profilins also bind to a complex of seven polypeptides that are localized
in the cortex of the cell (Machesky, Cole, Moss, and Pollard, 1994). The complex
includes two unconventional actins, the most likely candidates in the complex for
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binding profilin. In addition, over expression of profilin can suppress defects in yeast
cyclase associated protein called CAP (Vojtek, Haaer, Field, Gerst, Pollard, Brown,
and Wigler, 1991). The vertebrate homologues of CAP are actin binding proteins
(Gieselmann and Mann, 1992), and the yeast CAP is also involved with signaling
from activated ras to adenyl cyclase.

An interesting but untested hypothesis is that profilin may act as a second
messenger in cells. By virtue of its multiple binding sites, it may be able to carry
information from growth factor signaling pathways to the cytoskeleton or other
cellular systems.

In following sections, we examine the phylogenetic relationships of profilin in
view of its proposed multiple functions and the great variability of its primary
structure.

TABLE 1
Organism and Sequence References
Organism Code  Accession number Reference

Homo sapiens HSAP  Genbank:J03191 Kwiatkowski and Bruns (1988)
Mus musculus MMUS Genbank:X14425  Sri Widada et al. (1989)
Bos primigenius taurus BTAU  SwissProt: P02584 Nystrom et al. (1979)
Vaccinia virus VACC PIR:B40897 Blasco et al. (1991)
Drosophila melanogaster  DMEL  Genbank:M84529  Cooley et al. (1992)
Betula verrucosa BVER EMBL:M65179 Valenta et al. (1991)
Clypeaster japonicus CIJAP PIR:S13197 Takagi et al. (1991)
Anthocidaris crassispina ACRA PIR:S13198 Takagi et al. (1991)

Saccharomyces cerevisiie SCER  Genbank:Y00463  Oechsner et al. (1987)
Dictyostelium discoideum  DDI1 Genbank:X61581  Haugwitz et al. (1991)
Dictyostelium discoideun  DDI2 Genbank:X61580  Haugwitz et al. (1991)
Physarum polycephalum  PPO1 Genbank:M38037  Binette et al. (1990)
Physarum polycephalum  PPO2 Genbank:M38038  Binette et al. (1990)
Acanthamoeba castellanii ACC1  PIR:A22163 Vandekerckhove et al. (1989)
Acanthamoeba castellanii ACC2  PIR:S00282 Ampe et al. (1988)
Tetrahymena pyriformis TPYR  Genbank:D00813  Edamatsu et al. (1991)

Genbank v. 71, EMBLv. 30, PIR v. 31, SwissProt v. 21.

Profilin sequences were obtained for the 16 organisms from the sources and databases as
noted. The codes are used for clarity and to label the phylogenetic trees.

Methods for Sequence Analysis

The 16 profilin sequences used in this study were collected in mid 1993 from the on
line sequence resources listed in Table 1. Additional sequences are rapidly being
added to the data base, so that this analysis can be extended significantly in the near
future. Amino acid sequences were used for the phylogenetic analyses to avoid codon
bias errors. All computer programs were run on a Macintosh IICi. The sequences
were aligned by the progressive pairwise alignment method of Feng and Doolittle
(1987, 1990) including prealignment using the programs PREALIGN and ALIGN.
For a comparison, the alignment program CLUSTAL V (Higgins, Bleasby, and
Fuchs, 1992) was employed. The ALIGN generated alignment was used in subse-
quent analyses. Two separate phylogenetic methods were utilized, maximum parsi-
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mony and distance matrix, as implemented in the PHYLIP package of programs
(Felsenstein, 1989, 1993).

For the maximum parsimony analysis, the alignment of the 16 profilin sequences
(including gaps) served as input to the PHYLIP program SEQBOOT. This program
constructed a multiple sequence data set comprised of 50 random resamplings of the
original input alignment and included five rounds of randomized order entry to avoid
load order bias. This bootstrapped data set (Felsenstein, 1985) was used as input to
the PHYLIP parsimony program PROTPARS. This program searched for the most
parsimonious tree from each data set and was configured for five rounds of
randomized order entry per data set. The output file was used as input to the
PHYLIP program CONSENSE which calculates a strict majority rule consensus
tree. For this part of the analysis TPYR was used as the outgroup root, but the
resulting tree is still considered unrooted.

In the distance matrix method, the ALIGN alignment file was input into the
PHYLIP program PROTDIST which calculates a distance matrix using the Dayhoff
PAM 001 matrix, (Dayhoff, 1979). The resulting distance matrix was input into the
PHYLIP program FITCH which implements the Fitch-Margoliash (1967) method of
fitting trees to distance data. The best tree minimizes:

nlj (D i 1])

where Dj; and dj; are the observed and expected distances between organisms i and j,
n;; is the number of times a distance has been replicated (here n = 1), and P is the
power (P = 2 for the Fitch-Margoliash method [Fitch-Margoliash, 1967}). FITCH
was run with nonnegative branch lengths, the TPYR sequence as the outgroup root,
ten rounds of randomized order entry, and global branch swapping. This last option
reconsiders the position of every organism in the tree, after the tree is calculated, by
removing and replacing every member, hence the final tree is improved. Our distance
matrix analysis concerns only tree topology and not time of divergence.

Sequence Comparisons and Evolutionary Relationships of Profilins

In spite of major differences in primary structures and polymer length, the full-length
sequences of all 16 profilins can be aligned in a significant fashion by means of the
Feng and Doolittle (1987, 1990) algorithm of progressive pairwise alignment includ-
ing the prealignment of highly homologous sequences (Fig. 2). This alignment
required a number of insertions. Relating the positions of these gaps to the
secondary structure deduced from the atomic models of profilins, most, but not all, of
these insertions are in surface loops connecting elements of secondary structure
(Compare Fig. 1 with 3). Within the groupings of mammalian, fungal, echinoderm
and slime mold profilins, the sequences are similar throughout their entire lengths.
Simple pairwise alignment, as implemented in the program CLUSTAL V (Higgins et
al., 1992), gave a similar alignment and similar distance scores (data not shown)
indicating the robustness of the observed relationships.

Sequence similarity ranges from 11 to 96%, with corresponding evolutionary
distances of 213 to 2. Tetrahymena profilin (TPYR) is clearly distinct from the other
15 profilins in that it contains two amino acid insertions that force gaps in the
alignment. The sequence YNNYQIDVEGQ is inserted in the connection between
beta strand-2 and helix-2. The sequence QQNGV is inserted just before the
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COOH-terminal helix (see Figs. 1 and 3). The sea urchin (ACRA and CJAP) and
birch (BVER) profilin sequences each contain a single insertion after the NH,-
terminal helix. The six residue sequence (DLRTKS) in the human profilin (HSAP)
forms most of the beta-6 strand, but does not align with the beta-6 strand of the
amoeba profilin. This region will require further detailed analysis, because it
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DDI2
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SCER
DMEL
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Figure 3. The alignment of the
16 profilin amino acid se-
quences based on progressive
pairwise alignment. The upper-
case letters refer to the stan-
dard single letter amino acid
code and asterisks denote indi-
vidual residues in the align-
ment that are common to at
least 75% of the organisms.
Dots within the sequence are
gaps placed by the alignment
program for optimality and
dashes represent identical resi-
dues in comparison to HSAP.
Sequence code names are as in
Table L.

participates in binding actin (Schutt et al., 1993). In addition to these major
sequences, many of the profilins have scattered double or single amino acid inser-

tions.

In spite of the highly conserved tertiary structure of profilin, only 15 amino acid
residues are shared by 75% of the profilin sequences that we have surveyed and only
the tryptophan near the NHj-terminus is invariant! We expect that this sequence
diversity will grow with the size of the data base. The majority of amino acid
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substitutions are conservative. The profilins range in length from 117 amino acids
(SCER) to 153 amino acids (TPYR). As expected, closely related profilins have
similar numbers of residues, but there is no real trend in length and evolutionary
distance.

Profilin isoforms range in identity from 83% for Acanthamoeba ACC1 and
ACC2, to 66% for Physarum PPO1 and PPO2 to 55% for Dictyostelium DDI1 and
DDI2. Profilin isoforms from single organisms generally differ in isoelectric points,
with an acidic and basic isoform. In one example, the isoforms have different
activities. In Acanthamoeba, the basic isoform, profilin-II, binds PIP, much more
strongly than the acidic isoform, profilin-I (Machesky et al., 1990).

The isoforms from each species are more closely related to each other than to
any other profilins, suggesting that they have all arisen by gene duplication after the

Acci AcC2

Figure 4. Majority-rule strict
consensus phylogenetic tree of
the profilins based on a maxi-
mum parsimony analysis of the
. aligned amino acid sequences
in Fig. 1. Branch lengths are
not proportional to evolution-
ary distance. The numbers at
each branch indicate the boot-
strap value, which is the num-
ber of parsimony trees calcu-
lated out of a total of 50 which
indicate the division of organ-
isms defined by that branch.
Fractional values arise when
multiple trees of equal parsi-
mony are found for any one of

MMUS the 50 samples.

HSAP BTAU

species diverged from each other. The evolution of myosin isoforms differs dramati-
cally, because the main isoforms appear to have been present in the progenitors of
fungi, insects and animals (Goodson and Spudich, 1993; Cheney, Riley, and Mooseker,
1993).

Maximum parsimony analysis (Fig. 4) indicates that profilin proteins cluster into
five main groups: the mammal and the animal virus (HSAP, MMUS, BTAU,
VACC), Tetrahymena alone, the echinoderms (CJAP and ACRA), the Physarum-
Saccharomyces group (PPO1, PPO2, and SCER) and the remaining sequences which
comprise a rather diverse group including plants, flies, amoebas, and a cellular slime
mold (BVER, DMEL, ACC1, ACC2, DDI1, DDI2). Each isoform from a single
organism clusters together indicating intra-species gene duplication. Bootstrap
values of 100% are identified for branch points separating the urchin sequences from
each other, as well as from the ancestral node; and for the BTAU, VACC, and
ACC nodes. Lower confidence bootstrapping (from 12.6 to 72.6%) is found for
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the remaining nodes. The lowest confident node of 12.6%, which marks the
Acanthamoeba branch from the main trunk, is however followed by the 100%
bootstrap level for the ACC1-ACC2 subgroup. The lower bootstrap confidence in
the invertebrate group is reflected by an average lower divergence value calculated
by distance methods and is reflected in the phylogenetic tree generated from the
distance matrix. :

Distance measurements (Table II) and the resulting distance matrix tree (Fig.
5) show that the profilins cluster into three main groups: the mammalian profilins
(including VACC, although that sequence is diverging rapidly from the group),
Tetrahymena, which as in the maximum parsimony tree, is a possible outgroup root,
and all the remaining profilins (although the sea urchin sequences are diverging from
this grouping). Generally speaking, the results of this analysis are in accord with
accepted evolutionary taxonomy, that is the invertebrate proteins diverge from the
ancestral node before the vertebrate profilins. The first invertebrate branch sepa-

TABLE 1T
Percent Identity after Progressive Pairwise Alignment/Evolutionary
Distance (x100)

HSAP MMUS BTAU VACC ACCl1 ACC2 PPOL PPQ2 DDIl DDI2 BVER SCER DMEL ACRA CJAP TPYR
HSAP 957 921 323 271 287 271 197 228 215 280 252 220 203 203 215
MMUS| 1.8 935 323 254 271 271 205 228 207 272 261 211 203 203 215
BTAU 69 56 333 246 262 238 189 236 207 272 244 195 195 203 205
VACC| 79.3.. 81.0 859 153 144 153 11.0 160 120 174 189 135 105 105 191
ACCl| 107.4 1104 113.8 163.0 832 512 529 444 472 360 37.7 427 288 288 29.0
ACC2| 1048 1074 108.2 166.1 8.8 56.1 520 411 472 376 386 444 336 312 274
PPO1| 1092 1109 111.6 165.1 44.6 369 656 512 447 408 496 416 371 347 331
PPO2 | 1252 1260 1243 1858 448 43.1 285 60.8 488 408 426 368 347 331 331
DDI1 | 1142 117.2 1139 1752 540 501 398 340 548 444 422 405 272 264 288
DDI2 | 1282 1297 1325 2001 56.0 53.0 535 479 4438 37.1 395 371 236 252 23.6
BVER| 1248 1245 1245 1865 599 559 573 732 678 639 328 413 265 265 27.6
SCER| 1185 1229 121.6 1627 693 635 602 688 652 7716 649 397 293 293 248
DMEL| 129.8 1285 130.1 1713 694 656 595 726 765 748 692 875 240 232 272
ACRA| 138.6 141.5 1428 2082 1033 965 860 957 109.5 1249 1105 103.5 106.7 835 229
CIAP| 1385 140.1 1426 2128 1002 984 862 959 1131 1208 1104 1019 1033 9.1 22.1
TPYR| 1377 1349 1409 176.5 1247 1243 111.2 1187 127.1 133.1 1325 133.1 133.5 140.4 1403

The set of numbers above the matrix diagonal refer to the percent identity between profilins
after progressive pairwise alignment. Values below the diagonal are evolutionary distances.

rates the Acanthamoeba and echinoderm sequences (ACC1, ACC2, ACRA, and
CJAP) from the remaining invertebrates which then diverge into two main groups:
the Dictyostelium [ Physarum branch and the yeast/birch/Drosophila branch.

The general topological features of the distance matrix tree mirror those of the
consensus majority rule maximum parsimony tree. Both methods illustrate the slight
taxonomic independence of subgroups within the invertebrate out grouping. The
major difference in the two methods is the branch position of PPO1 and PPO2. The
distance matrix tree does not place the two Physarum isoforms on an iso-branch
point, although they are separated by a distance value of 28.5. Both methods clearly
show that the mammalian profilins (HSAP, BTAU, MMUS, and VACC) along with
Tetrahymena profilin (TPYR) have diverged most from the ancestral profilin.

Vaccinia profilin (VACC) is an interesting outlier. Vaccinia virus specifically
infects bovine species, producing cowpox, so the viral profilin gene must have
originated in the cow genome (BTAU) and later was incorporated into the genome
of the virus. Phylogenetic analysis (distance matrix or maximum parsimony) still
group VACC with or close to the three mammalian profilins (HSAP, MMUS,
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BTAU) supporting the bovine origin of vaccinia profilin. Since entering the viral
genome, the VACC sequence has diverged more than any other profilin in the
analysis (Table II). This is reflected in its unique properties, having much lower
affinity for actin and poly-L-proline than any other characterized profilin. The
divergence of the sequence is demonstrated by the greater distances between VACC
and the other profilins compared to any of the other inter sequence distances. In
addition, vaccinia profilin shows lowest average sequence identity to the other
profilins. Most striking is the observation that in both tree types VACC splits before,
and is distinct from, the vertebrate subgroup. The physiological role of profilin in the
virus life cycle is unknown, so we do not understand the selective pressures that have
fostered the divergence of the sequence. Null mutations of the profilin gene do not
prevent growth in culture, but virologists believe that all of the viral genes provides
some selective advantage.

An unexpected result of this analysis is that Drosophila profilin (DMEL) is
closely related to the birch profilin (BVER), a conclusion supported by both
phylogenetic methods. There is no a priori reason to suspect that tree and insects

Figure 5. Phylogenetic tree
based on analysis of the dis-
tance matrix in Table II of the
aligned sequences in Fig. 1.
The tree branch lengths are
proportional to distance and

VACC  the tree has an average stan-
dard deviation of 8.7 percent.
The tree is unrooted and is
calculated using nonnegative
branch lengths and global opti-
mization as implemented in
FITCH.

would have evolutionarily related profilin. More examples of insect and plant
profilins are needed to elucidate the phylogenetic relationships between the DMEL/
BVER node specifically, and in general, to establish the profilin phylogeny of species
that are intermediate to the vertebrates and lower eukaryotes in this study.

The profilin family may be a good example of the inherent randomness of amino
acid sequences (White, 1994), illustrating how a common tertiary structure can be
maintained in the face of great variability in primary structure. An interesting
possibility is that the abundance and variability of their primary structures may well
contribute to making plant profilins major human allergens (Valenta et al., 1991).
Clearly, many different amino acid sequences are compatible with the profilin fold,
but variations of specific surface residues determine the ability of each to interact
with the various ligands. For example, vaccinia profilin cannot interact with actin,
because bulky side chains (tyrosine 79, arginine 114, and tyrosine 117) all interfere
sterically with the contact with actin. Similarly, the viral profilin cannot bind
poly-L-proline (Machesky, Ampe, Vandekerckhove, and Pollard, 1994), because
several of hydrophobic residues contributing to the binding site in Acanthamoeba
profilin (Archer et al., 1994) are missing. Characterization of additional profilins may
reveal how the ligand binding sites have evolved and may clarify, for example,
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whether lipid binding is a relatively new function that has been acquired more than
once by convergent evolution of ancient profilins that originally bound to actin
and/or poly-L-proline. In addition, the profilin family of actin binding proteins
provides an excellent opportunity for the evolutionary study of the actin based
cytoskeleton.
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Summary

This manuscript describes the chicken sarcomeric myosin heavy chain (MyHC)
multigene family and how it differs from the sarcomeric MyHC multigene families of
other vertebrates. Data is discussed that suggests the chicken fast MyHC multigene
family has undergone recent expansion subsequent to the divergence of avians and
mammals, and has been subjected to multiple gene conversion-like events. Similar to
human and rodent MyHC multigene families, the chicken multigene family contains
sarcomeric MyHC genes that are differentially regulated in developing embryonic,
fetal, and neonatal muscles. However, unlike mammalian genes, chicken fast MyHC
genes expressed in developing muscles are also expressed in mature muscle fibers as
well. The potential significance of conserved and divergent sequences with the
MyHC rod domain of five fast chicken isoforms that have been cloned and sequenced
is also discussed.

Sarcomeric MyHCs Are Encoded in a Differentially Regulated Multigene
Family

Sarcomeric MyHC isoform diversity is a common theme in all eukaryotes with
striated muscles that have been studied (Bandman, 1985). With the single exception
of Drosophila melanogaster in which a single MyHC gene produces different tran-
scripts through alternative splicing events (Rozek and Davidson, 1983), the develop-
ment of large and complex multigene families has been responsible for generating
and maintaining MyHC diversity. However, alternative splicing of some nonmuscle
and smooth muscle MyHC genes has been observed (Hamada, Yanagisawa, Katsur-
gawa, Doleman, Nagata, Matsuda, and Masaki, 1990) suggesting that at least some
subclasses of the myosin superfamily in birds and mammals may utilize differential
splicing to generate diversity.

Sarcomeric MyHC gene structure has been highly conserved. The organization
of the rat embryonic (Strehler, Strehler-Page, Perriard, Periasamy, and Nadal-
Ginard, 1986) and chicken embryonic (Molina, Kropp, Gulick, and Robbins, 1987)
MyHC genes are very similar. Both genes contain two exons which encode the
5’-untranslated region, the initiating codons of both genes are located in the third
exon, and both encode proteins that are 1940 amino acids. Although intron se-
quences and sizes are highly variable, all intron positions are exactly conserved with
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the single exception that the rat exon equivalent to the 40 exon of the chicken gene
is divided into two exons 24 bp upstream from the stop codon. Five of the eight intron
positions of a nematode MyHC gene (McLachlin, 1983) have been preserved in rat
and chicken genes. This striking conservation of intron positions among vertebrate
and invertebrate sarcomeric myosin genes suggests that the ancestral MyHC gene
contained at least the common introns. However, it is unclear whether this pre-
vertebrate MyHC gene was more highly split with introns removed during the
evolution of lower organisms, or whether the additional introns found in present day
vertebrate MyHC genes result from intron insertion events (Strehler et al., 1986).

Invertebrates, isoform diversity at the protein level is accomplished by switching
among the members of the MyHC multigene family. Differential gene expression
during development and in different physiological fiber types, results in distinct
MyHC isoforms in embryonic, neonatal, and adult muscles (Bandman, Matsuda, and
Strohman, 1982). It is widely accepted that muscle fibers contain actin-activated
myosin ATPase activities proportional to their contractile properties (Barany, 1967).
Thus, rapidly contracting fibers are associated with fast MyHC isoforms while slow
twitch or tonic fibers have slow MyHCs (Reiser, Moss, Giulian, and Greaser, 1985).
This functional separation into two classes of MyHCs, fast and slow isoforms, is
reflected in the genomes of species in which sarcomeric MyHCs have been cloned
and sequenced. Fast and slow MyHC genes are found on separate chromosomes in
rodent and human genomes (Leinwand, Saez, McNally, and Nadal-Ginard, 1983).
The evolutionary divergence of fast and slow MyHC genes is also illustrated by the
observation that fast MyHCs from phylogenetically diverse organisms such as fish,
amphibia, birds, and mammals (Stedman, Eller, Julian, Fertels, and Sarkar, 1990)
are much more homologous to each other than to slow MyHC genes. The same is
true of the slow MyHC genes that have been characterized (Stedman et al., 1990).
Both slow and fast MyHC gene subsets have been shown to exhibit gene switching
during muscle development (Mahdavi, Izumo, and Nadal-Ginard, 1987).

Although initially it appeared as though similar MyHC transitions occurred in
chicken and mammalian muscles (Whalen, Sell, Butler-Browne, Schwartz, Bouveret,
and Pinset-Harstrom, 1981; Bandman et al., 1982; Winkelmann, Lowey, and Press,
1983), more recent studies indicate otherwise. Specifically, it appears that MyHC
isoforms present in developing muscles of the chicken (embryonic and neonatal
isoforms) are also expressed in many adult muscle fibers (Crow and Stockdale, 1986;
Bandman and Bennett, 1988) and that there appear to be distinct programs of fast
MyHC expression in different fast muscle fibers (Bandman and Bennett, 1988). With
the exception of the extraocular and masseter (jaw) muscles of humans (Wieczorek,
Periasamy, Butler-Browne, Whalen, and Nadal-Ginard, 1985; Soussi-Yanicostas,
Barbet, Laurent-Winter, Barton, and Butler-Browne, 1990), adult mammalian skel-
etal muscles contain no embryonic or perinatal myosins and all fast fibers appear to
have a similar program of MyHC expression during their development (Mahdavi et
al., 1987).

While the contribution of fast and slow MyHC isoforms to the contractile
properties of adult muscles is well established (Barany, 1967; Reiser et al., 1985), the
functional significance of MyHC switching during muscle development is unclear. In
addition to its enzymatic properties, myosin is a structural protein and plays a role in
myofibrillogenesis. In nematode muscles, different sarcomeric MyHCs are found in
the center and periphery of the thick filament (Miller, Ortiz, Berliner, and Epstein,
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1983). In vertebrate muscles, the distribution of MyHC isoforms also may not be
uniform (Taylor and Bandman, 1989; Gauthier, 1990), but this does not appear to be
an intrinsic property of the MyHC sequence (Taylor and Bandman, 1989). Because
many fast isoforms appear to have similar enzymatic properties, it is possible that the
multigene family encodes many functionally equivalent MyHCs, and switching
occurs because different regulatory elements are required to ensure expression
during specific developmental periods and in physiologically different muscle fiber

types.

Figure 1. The potential signifi-
cance of the genetic diversity of
MyHCs to muscle fiber pheno-

type.

contractile properties +— —» myofibrillar structure

+
maintain MyHC expression

Complexity and Organization of Mammalian and Avian MyHC Multigene
Families

It is likely that the multigene families of sarcomeric MyHCs have arisen from gene
duplications and subsequent divergence of each of the members of the gene family.
Two linkage groups (fast and slow/cardiac) comprise the mammalian sarcomeric
MyHC multigene families. The human fast skeletal MyHCs are clustered on chromo-
some 11, while the mouse locus is found on chromosome 17 (Leinwand, Fournier,
Nadal-Ginard, and Shows, 1983). The « and $ cardiac MyHC genes are arranged in
tandem in both human and rat genomes at a separate chromosomal locus from that
of the fast skeletal MyHC genes (Mahdavi, Chambers, and Nadal-Ginard, 1984).
Nine yeast artificial chromosomes containing human MyHC genes have been used to
construct a contiguous 650-kb segment encompassing six fast MyHC genes (Yoon,
Sellar, Kucherlapati, and Leinwand, 1992). Unlike the globin and homeobox gene
clusters where the arrangement of the genes reflects their developmental pattern of
expression (Efstratiadis, Posakony, Maniatis, Lawn, O’Connell, Spritz, DeRiel,
Gorget, Weissman, Slightom et al., 1980; Hart, Fainsod, and Ruddler, 1987), the
order of the fast MyHC genes on chromosome 17 does not correspond to the
developmental pattern of expression of their expression.

The genomic organization of the chicken sarcomeric MyHC gene family differs
from that of mammals. At least three linkage groups have been partially character-
ized by pulsed-field gel electrophoresis, a fast MyHC gene cluster, a slow MyHC gene
cluster, and a cardiac gene cluster (Chen, Q., L. A. Moore, and E. Bandman,
manuscript in preparation). At least five genes are found at the fast locus, two at the
slow locus, and at least two genes encoding cardiac MyHCs represent a third MyHC
cluster. The arrangement of the genes within each cluster has not been determined.
It is known however that at the fast locus, the C,,,; MyHC gene is linked within 7.5
kb of the C,., MyHC gene (Gulick, Kropp, and Robbins, 1987).

The precise number of sarcomeric MyHC genes in the chicken is unclear. It has
been estimated that 31 MyHC-like genes are present in chicken genome (Robbins,
Horan, Gulick, and Kropp, 1986). This is considerably greater than the estimated
7-10 genes observed in mouse, rat, or human genomes (Leinwand et al., 1983;
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Wydro, Nguyen, Gubits, and Nadal-Ginard, 1983). However, based on northern blot
analysis with 5’ probes only seven of the 31 potential MyHC genes appear to be
related to fast MyHC genes (Kropp, Gulick, and Robbins, 1987). Our laboratory
using 3'-UTR probes has shown that five fast MyHC genes (Moore, Tidyman,
Arrizubieta, and Bandman, 1992) are expressed in developing chicken fast muscles,
and two slow MyHC genes are expressed in developing slow muscles. These two
MyHCs correspond to the SM1 and SM2 MyHC proteins that have been character-
ized by SDS-PAGE and peptide mapping (Hoh, 1979; Matsuda et al., 1983). The
number of cardiac MyHC genes in the chicken is also unclear. At least two genes, one
ventricular (Stewart, Camoretti-Mercado, Perlman, Gupta, Jakovcic, and Zak, 1991;
Bisaha and Bader, 1991) and a second atrial (D. Bader, personal communication)
have been cloned and sequenced. Because the ventricular MyHC gene is also
transiently expressed in developing chicken muscles (Bourke, Wylie, Wick, and
Bandman, 1991), it has been referred to as a primordial myosin (Sweeny, Kennedy,

CHICKEN SARCOMERIC MYOSIN HEAVY CHAINS
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Cens1 Csm Cvmict Figure 2. A comparison of mamma-
Cems2 Csu2 Cam lian and chicken MyHC gene fami-

lies. Chicken isoforms are grouped
into fast, slow, and cardiac classes.
Mammalian MyHCs have been
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Zak, Kokjohn, and Kelly, 1989). A newly identified atrial cDNA (D. Bader, personal
communication) expressed in very early heart development, may correspond to an
atrial isoform that is transiently expressed during development of slow muscle fibers
(Page, Miller, DiMario, Hager, and Stockdale, 1992). A chicken genomic DNA
digest separated by pulsed-field electrophoresis and hybridized with a ventricular
c¢DNA specific probe identified a single 200-kb fragment (L. A. Moore, unpublished
observation). Although the sequence of the atrial cDNA is more analogous to the
ventricular form than either the fast or slow MyHC genes, it is not known whether
the atrial and ventricular genes are linked. Fig. 2 shows a comparison of mammalian
and chicken MyHC gene families.

Gene Conversion Among MyHC Genes

Data has been presented for gene conversion-like events among MyHC genes
(Moore et al., 1992, 1993). The most striking evidence comes from a comparison of




Evolution of Chicken Sarcomeric Myosin Heavy Chain Isoforms 133

the C.pp1 and C,,, sSequences within the LMM domain. A stretch of 309 nucleotides is
identical in the two cDNA sequences and a second stretch of 564 nucleotides
contains only a single silent substitution (Moore et al., 1992, 1993). While the five fast
MyHCs of the chicken are quite similar (nucleotide homology ranges from 91-95%),
on average there is one substitution per 15 nucleotides. These regions devoid of
silent site substitutions suggest recent gene conversion events have occurred. Al-
though codon bias may result in a low level of synonymous substitutions in G +
C-rich sequences (Ticher and Graur, 1989), further evidence in support of gene
conversion comes from an analysis of the genomic sequences and organization of the
Cemp1 and C,e, genes. The 564 nucleotide homologous coding sequence in these
genes spans two introns which are also completely identical in both genes (Moore et
al.,, 1992) and the C,, and C,., genes are known to be linked within 7.5 kb in
chicken genome (Gulick et al., 1987). Thus, the proximity of the genes coupled with
the selective pressure to maintain the a-helical coiled-coil structure of the myosin
rod would provide favorable conditions for the mechanism by which gene conver-
sions are believed to occur. Mammalian - and B-MyHC genes, but not fast MyHC
genes, also exhibit similar stretches of nucleotide identity suggesting recent gene
conversion-like events have occurred (Moore et al., 1993). Like the C,p,1 and Cpe,
genes, a- and B-cardiac MyHC genes are also closely linked in the mammalian
genome. However, while proximity may help promote gene conversions, it is likely
that the degree of sequence similarity is also important. While the overall homology
of the human «- and g-MyHC pair is similar to that of the C,,; and C,., genes pair,
the homology of the human embryonic and neonatal cDNA sequences is significantly
less, and these two genes show no evidence of recent gene conversion (Moore et al.,
1993).

The Significance of Conserved and Diverging MyHC Domains in the
Myosin Rod

Analysis of the protein sequences of MyHCs has identified domains that are highly
conserved and other regions which appear to be less conserved. All sarcomeric
MyHC rod sequences show highly conserved seven residue and 28 residue repeating
periodicities (McLachlin, 1983). All vertebrate sarcomeric MyHC rods contain 39.5
28 residue repeats. Four aa, referred to as skip residues, are added to repeats 13, 20,
27, and 35 (McLachlin, 1983). While the position of the skip residues has been
conserved in all sarcomeric MyHCs, removal of these residues by site-directed
mutagenesis has no clear effect on myosin rod properties (Atkinson and Stewart,
1991).

Fig. 3 is a diagram of the myosin rod indicating sequences which have been
conserved in chicken MyHCs. These regions include all of repeats 20, 34, and 38.
Repeats 20 and 34 show a high degree of sequence conservation among all se-
quenced vertebrate MyHCs (Stedman et al., 1990). Their position within the light
meromyosin domain suggests these residues may play a key role in myosin filament
formation. The diagram also indicates the position of divergent sequences (two
consecutive heptads with four or more aa substitutions). The two heptads at the
COOH-terminus in repeat 40 show a great deal of diversity (seven substitutions), as
do the two heptads at the light meromyosin—hinge junction in repeats 16 and 17
(seven substitutions). Similar diversity in these two regions is found in mammalian
MyHCs. While it is likely that highly conserved sequences encode domains that are
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crucial to myosin functionality, the importance and role of sequences that are less
conserved is less clear because divergent sequences can indicate specialization of
isoform specific functions, or simply that the sequence is not important for function-
ality. Since different chicken fast MyHC rods cannot form heterodimers (Lowey,
Waller, and Bandman, 1991; Kerwin and Bandman, 1991) some of the aa substitu-
tions likely destabilize the a-helical coiled-coil comprised of different isoforms.
However, because sarcomeric MyHCs in mammals can be heterodimeric (Dechesne,
Bouvagnet, Walzthony, and Leger, 1987), the importance of limiting chicken MyHCs
to forming homodimeric molecules is unclear.
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The Evolutionary Relationship of Chicken and Mammalian MyHC Genes

Analysis of the five fast MyHCs in the chicken indicate that the chicken isoforms are
more homologous to one another than are the mammalian embryonic, neonatal, and
adult fast MyHCs (Moore, Arrizubieta, Tidyman, Herman, and Bandman, 1992).
These observations were the basis for subsequent studies that suggest that the
chicken fast MyHC family differs from the mammalian fast MyHC family and that at
least some of the chicken genes are the result of gene duplications that have occurred
subsequent to separation of birds and mammals from their common ancestor (Moore
et al., 1993). The method of Perler, Efstratiadis, Lomedico, Gilbert, Kolodner, and
Dodgson (1980) was used to quantitate the divergence of the five fast chicken
MyHCs and many mammalian MyHC sequences that can be found in GenBank.
Although the results are complicated by the evidence of gene conversion-like events,
the embryonic, neonatal, and adult fast MyHCs in the chicken have apparently
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evolved independently of the mammalian embryonic, neonatal, and adult isoforms
(Moore et al., 1993). Fig. 4 shows a similar evolutionary analysis using the mul-
tisequence alignment program PILEUP (Devereaux, 1989). It appears that the
chicken MyHC gene family expanded after the mammalian-avian split approximately
270 MY ago (Shapiro, 1991) and that the most likely ancestral gene(s) is the
mammalian proto-adult or proto-neonatal/adult genes (Moore et al., 1993). If this
hypothesis is correct, then it is likely that the developmental regulation of chicken
and mammalian MyHC gene families has evolved independently. This would also
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C enb3 Figure 4. A dendrogram to illustrate
the relationship of chicken and mam-
malian MyHC sequences. The mul-
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explain the different patterns of MyHC gene expression seen in birds and mammals
described above. :

If our hypothesis that the chicken MyHC multigene family has undergone recent
expansion is correct, this would explain the greater number of gene conversions seen
in chicken fast MyHC genes and the lack of distinct functional properties among
chicken fast MyHCs. Why has the chicken MyHC multigene family recently ex-
panded while mammalian MyHC gene families, such as rodent and primate, have
been fixed in number? It has been suggested that when functional diversity is needed,
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concerted evolution results in gene families with variable members, whereas homoge-
neously redundant genes under the control of different promoter and/or enhancer
elements have been acquired when large amounts of uniform gene product is
required (Ohta, 1989). If positive natural selection is driving the expansion of the
chicken MyHC family, diversity of contractile function in muscle fibers of birds may
be less dependent on myosin isoform composition than in mammals. Accordingly,
classification of MyHCs by their pattern of expression in adult muscle fiber types is
more appropriate for mammalian MyHC gene families (Bandman, Moore, Arrizu-
bieta, and Tidyman, 1992).
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We have used distance matrix and maximum parsimony methods to study the
evolutionary relationships between members of the myosin superfamily of molecular
motors. Amino acid sequences of the conserved core of the motor region were used
in the analysis. Our results show that myosins can be divided into at least three main
classes, with two types of unconventional myosin being no more related to each other
than they are to conventional myosin. Myosins have traditionally been classified as
conventional or unconventional, with many of the unconventional myosin proteins
thought to be distributed in a narrow range of organisms. We find that members of all
three of these main classes are likely to be present in most (or all) eukaryotes. Three
proteins do not cluster within the three main groups and may each represent
additional classes. The structure of the trees suggests that these ungrouped proteins
and some of the subclasses of the main classes are also likely to be widely distributed,
implying that most eukaryotic cells contain many different myosin proteins. The
groupings derived from phylogenetic analysis of myosin head sequences agree
strongly with those based on tail structure, developmental expression, and (where
available) enzymology, suggesting that specific head sequences have been tightly
coupled to specific tail sequences throughout evolution. Analysis of the relationships
within each class has interesting implications. For example, smooth muscle myosin
and striated muscle myosin seem to have independently evolved from nonmuscle
myosin. Furthermore, brush border myosin I, a type of protein initially thought to be
specific to specialized metazoan tissues, probably has relatives that are much more
broadly distributed.

Introduction

Myosin was originally identified as the molecular motor in muscle cells that converts
chemical energy of ATP into force. It has been found in every eukaryotic organism
thus far examined. It powers not only the muscles of metazoan organisms, but also
generates the force for the contractile ring of dividing cells (Mabuchi and Okuno,
1977; De Lozanne and Spudich, 1987; for review see Emerson and Bernstein, 1987;
Warrick and Spudich, 1987). This muscle and contractile ring protein, now called
“conventional” myosin or myosin II, has a motor domain that is connected to a
filament-forming, coiled-coil tail (Fig. 1). Metazoan organisms contain many differ-
ent isoforms (paralogues) of conventional myosin that are specialized for acting in
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different muscle and nonmuscle tissues. The evolutionary relationships between
these proteins have been the subject of a number of studies (Stedman, Eller, Jullian,
Fertels, Sarkar, Sylvester, Kelly, and Rubinstein, 1990; Stewart, Camoretti, Perlman,
Gupta, Jakovcic, and Zak, 1991; Moore, Tidyman, Arrizubieta, and Bandman, 1992,
1993). Within the last five years, researchers have identified a whole series of
proteins that have motor domains or “heads” clearly related to those of conventional
myosins but have very different tail regions. These proteins are called “uncon-
ventional” myosins (see Fig. 1) (for review see Pollard, Doberstein, and Zot, 1991
and Mooseker, 1993). Here, we will define an unconventional myosin as any protein
with a recognizable myosin motor domain and a non—filament-forming tail. Uncon-
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ventional myosins have sometimes been referred to as “myosin I,”” although this
name is now reserved for a particular type of unconventional myosin (see below).
The existence of these many very different myosin proteins suggests four major
questions:
(a) How many types of myosin are there? Are unconventional myosins more
related to each other than to myosin II, or are there several completely different
types of myosin?
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(b) How may types of myosin is a given cell or organism likely to have? Are most
of these myosins organism-specific proteins with highly specialized functions, or are
they ubiquitous proteins that are likely to play an important role in basic cell biology?

(c) Have myosin heads and tails been exchanged over evolutionary time frames?
A common model of myosin function suggests that myosin heads are interchangeable
units, with the specific function of the protein being determined completely by the
tail. One way to test this idea is to see whether myosin heads and tails have been
exchanged across evolution.

(d) Which myosin was first? Although this question cannot be answered in any
definitive way, hypotheses of which type(s) of myosin existed in the most primitive
eukaryotic cells could be useful for considering which actin-based activities are the
most fundamental and what cytoskeletal functions could be performed by these early
cells.

We have attempted to address these questions by molecular phylogenetic
analysis of myosin motor domain amino acid sequences. Much of this work was
presented in an earlier paper (Goodson and Spudich, 1993); the reader is referred to
this paper for additional discussion and information on the methods. Our discussion
here will be divided into two sections: first, a review of the conclusions drawn from
study of the family as a whole, and second, a discussion of the relationships within
subfamilies. Included in this section is analysis of new sequences not included in our
previous work.

Methods

Two tree-building methods that are based on different principles and make some-
what different assumptions were used for this analysis: a distance matrix method (the
“Tree” package of programs by Feng and Doolittle [1990]) and a maximum parsi-
mony method (the PROTPARS program from the PHYLIP package by J. Felsen-
stein [1989]). Bootstrap resampling (100 trials) was used to judge the robustness of
the nodes in Fig. 3 (the PROTPARS tree). An estimation of the error in branch
length and position in Fig. 2 (the “Tree” tree) can be obtained from the percent
standard deviation, as found in Fig. 2. However, since bootstrapping is a better test of
the strength of the data supporting a particular relationship, we have used the
PROTPARS bootstrap values as our main indicator of the robustness of a given
node. Though use of other methods (e.g., maximum likelihood) or other versions of
the methods used here (i.e., bootstrapped distance matrix) might allow a more
sophisticated analysis of our data set and better resolution of some relationships that
are indeterminate in our trees, the combination of bootstrapped maximum parsi-
mony and distance matrix allows determination of the basic topology of the tree and
identification of robust relationships.

Distance matrix methods can artifactually shorten long branches when no
correction is made for multiple substitutions (Felsenstein, 1988). The “Tree”
programs do not explicitly correct for multiple substitutions (Feng and Doolittle,
1990), but since we are primarily interested in branching order and are not trying to
correlate branch length with time, artifacts of this type are not expected to affect the
main body of results. However, we have based a number of inferences on the
apparent consistency of the molecular clock within and between most myosin
proteins as judged from the branch lengths of the distance matrix tree. Artificial
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suppression of large branch lengths could suggest that the molecular clock has been
more consistent than it actually has. We have tested the consequences of failing to
explicitly correct for multiple substitutions by analyzing the data set with the
ClustalV tree-building program (Higgins, Bleasby, and Sharp, 1992) and including
Kimura’s correction for multiple substitution (Kimura, 1983). The relative branch
lengths in the ClustalV tree are very similar to those shown in Fig. 2, and the “Tree”
and ClustalV tree topologies differ only at nodes not well supported by bootstrapping
(data not shown). “Tree” distances are calculated as a logarithmic function of the
similarity score (Feng and Doolittle, 1990), while ClustalV branch lengths (after
Kimura’s correction) are calculated as a logarithmic function of the percent identity
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(Kimura, 1983; Higgins et al., 1992). Thus, errors in the “Tree” branch lengths
caused by multiple substitutions would be expected to be small, at least as compared
to percent identity-based distances corrected by Kimura’s method. We have chosen
to present the results from the “Tree” program as our distance matrix method
because “Tree” distances are based on similarity and are thus expected to give a
more sensitive measure of branch length than ClustalV’s percent identity measure-
ments.

The alignment input to the ‘“Tree” program was created by the progressive
alignment functions of the “Tree” program package (Feng and Doolittle, 1990); the
alignment used by PROTPARS was created by ClustalV (Higgins et al., 1992).
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Alignments are available upon request. Only motor domain sequences were used so
that relationships between proteins with unrelated tail structures could be examined.
The alignments were truncated to begin and end at universally conserved residues.
Amino acid sequences were used to avoid artifacts caused by codon bias and include
sequences determined by protein sequencing. The PROTPARS tree is a consensus
tree constructed from evaluation of 100 bootstrap resamplings of the entire data

Figure 2. Phylogenetic tree obtained from distance matrix analysis of myosin motor domain
amino acid sequences. Branch lengths are drawn to scale indicated in units of distance as
calculated in the distance matrix. The percent standard deviation (lower left corner) gives an
estimate of the error in branch length and position. This tree is drawn unrooted (without
definition of the position of the “trunk”). However, biological considerations suggest that the
root attaches somewhere internal to points A-C (justification of this suggestion and
significance of points A-C and U are as explained in the text). Area M marks the approximate
midpoint of the tree and represents the hypothesized point of the root connection under the
assumption of a consistent molecular clock. Sequences in bold are those not included in the
earlier analysis (Goodson and Spudich, 1993). Note: the branch lengths of MuDil and CkP190
were in error in our earlier analysis and are corrected here. Published protein sequences were
obtained from the Protein Identification Resource data bank (PIR), version 32, or the
University of Geneva protein sequence data bank (Swiss-Prot), version 22, unless otherwise
noted. Accession numbers and abbreviations are as follows: Acanthamoeba myosin II (AciI):
Swiss-Prot P05659; Acanthamoeba high molecular weight myosin I (AcHMW): PIR A23662;
Acanthamoeba myosin 1B (AcIB): Swiss-Prot P19706; Acanthamoeba myosin IC (AcIC):
Swiss-Prot P10569; bovine brush border myosin I (BovBB ): Swiss-Prot P10568; Bovine myosin
IB (BovIB): GenBank Z22852; Caenorhabditis elegans myosin heavy chain A (CeHCA):
Swiss-Prot P12844; Caenorhabditis elegans myosin heavy chain B (CeHCB ): Swiss-Prot P02566;
Caenorhabditis elegans myosin heavy chain C (CeHCC): Swiss-Prot P12845; Caenorhabditis
elegans myosin heavy chain D (CeHCD): Swiss-Prot P02567; chicken brain P190 (CkP190):
PIR S19188; chicken myosin IB (CkIB): EMBL X70400; chicken embryonic fast skeletal
muscle myosin (CkEFSk): Swiss-Prot P02565; Chicken adult skeletal muscle myosin (Ck-
AFSk): Swiss-Prot P13538; chicken gizzard smooth muscle myosin (CkSm): Swiss-Prot P10587;
chicken nonmuscle myosin (CKNM): Swiss-Prot P14105; chicken brush border myosin I
(CkBB): PIR A33620; Dictyostelium myosin II (DdII'): PIR A26655; Dictyostelium myosin IB
(DdIB): PIR A33284; Dictyostelium myosin 1A (DdIA): Swiss-Prot P22467; Drosophila ninaC
(DmNC): PIR A29813; Drosophila muscle myosin (DmM1) was spliced by hand from sequence
PIR A32491 and splice junction information for cDNA cD301 in George, Ober and Emerson
(1989); Drosophila nonmuscle (DmNM): PIR A36014; Drosophila 95F unconventional myosin
(Dm95F): EMBL X67077; human cardiac alpha isoform (HuCa) was entered from Matsuoka,
Beisel, Furutani, Arai and Takao (1991); human cardiac beta isoform (HuCp): Swiss-Prot
P12883; human nonmuscle myosin (HuNM): GenBank M81105; human embryonic fast
skeletal (HuEFS): Swiss-Prot P11055; mouse brain myosin I alpha (Mula): GenBank 1.00923;
mouse myosin IL (MuIL): GenBank X69987; mouse dilute locus (Mudil): PIR S$13652;
Onchocerca volvulus body wall myosin (OvBW): GenBank M74066; rabbit smooth muscle
(RbSM): GenBank M77812; rabbit neuronal myosin (RbNe): EMBL X62659; rat myosin
MYRI1 (RnMyrl): GenBank (X68199); rat cardiac alpha (RrCa): PIR S06005; rat cardiac beta
(RrCB): Swiss-Prot P02564; rat embryonic fast skeletal (RrEFS): Swiss-Prot P12847; scallop
striated (ScalSt) PIR S13557; Schistosoma mansoni myosin heavy chain (SchMHC ): GenBank
L01634; Saccharomyces cerevisiae MYO1 (ScIl): PIR $12323; S. cerevisize MYO2 (ScMY2):
PIR A38454; S. cerevisiae MYO3 (ScMY3) unpublished results; S. cerevisiae MYO4 (ScMY4):
GenBank M90057.
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set, not by the splicing of overlapping consensus subtrees, as was done for the
PROTPARS tree in Goodson and Spudich (1993). The position of the approximate
midpoint (M in Fig. 2) was estimated by inspection of the tree without consideration
of the DmNC branch. DmNC was not included because of the possibility that this
branch is abnormally long as a result of an increase in the rate of the DmNC
molecular clock. If DmNC is included in determination of the midpoint, the
midpoint lies along the DmNC branch. Other methods, controls, and procedures are
as in Goodson and Spudich (1993).
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Results and Discussion

Figs. 2 and 3 show the trees obtained from the distance matrix and maximum
parsimony analyses, respectively, of myosin motor domain sequences in the data-
bases as of September, 1993. Nodes (branch points) on these trees can represent
either protein divergence (gene duplication) or species divergence, so all interpreta-
tions of these trees must accommodate this ambiguity. Both trees should be regarded
as unrooted (without definition of where the ancestral myosin attaches to the trees),
although the maximum parsimony tree has been arbitrarily rooted at ACHMW for
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purposes of better viewing the topology (abbreviations are given in Fig. 2; see below
for further discussion of rooting).

Examination of Figs. 2 and 3 leads to three immediate conclusions:

(a) Myosin motor domain amino acid sequence data is conducive to phyloge-
netic analysis and allows clear definition of many relationships. Both methods give
very similar tree topologies and differ only at nodes that are not well supported by
bootstrap analysis (nodes with low bootstrap percentages are not well supported by
the data and should be regarded as ambiguous). Much of the tree topology is well
supported (found in >90% of bootstrap trials). There is a high degree of symmetry
about the approximate midpoint of the distance matrix tree (marked M in Fig. 2; this
midpoint is a possible position for the attachment of the root or ancestral myosin as
discussed below), and distances between analogous points are in most (though
clearly not all) cases similar. The symmetry about the midpoint and similarities in
branch lengths imply that the molecular clock has been fairly consistent within and
between branches, which suggests that tree-building artifacts resulting from large
changes in the rate of the molecular clock are not likely to be a problem in most
cases. The sum of these observations suggests that the relationships strongly sup-
ported by these analyses are likely to reflect the actual paths of myosin evolution.

(b) There are at least three distinct classes of myosin: myosin II (conventional
myosin), myosin I, and “dilute-type” unconventional myosin. There may be many
more. The myosin family has traditionally been divided into conventional and
unconventional myosins. Though all of the conventional myosins clearly cluster
together in both trees, both examination of the maximum parsimony bootstrap values
and measurement of distance matrix branch lengths show that the two major
branches of unconventional myosin are not detectably more related to each other
than they are to myosin II. AcHM, Dm95F, and DmNC (see the legend to Fig. 2 for
sequence abbreviations) fail to group with these three major clusters and may each
represent additional classes, although these sequences are the only published
representatives of these potential classes as yet. In addition, a partial Drosophila
sequence (unconventional myosin 35B,C) that also fails to group with the major
clusters has recently been identified, suggesting that there may be as many as seven
classes of myosin in the sequences now known (Kiehart, D., personal communica-
tion; data not shown).

(c) The groupings that result from phylogenetic analysis of myosin motor
domain sequences agree with those based on tail structure and (where known)
enzymology (Fig. 4). For example, mouse dilute and yeast MYQ2, which have similar
tail structures, both group together in these motor domain-based trees. On a much
smaller scale, human and rat beta cardiac myosins, which have closely related tail
sequences, enzymatic activity, and developmental expression patterns, group to-
gether in Figs. 2 and 3, apart from the other cardiac and skeletal myosin sequences.
This agreement between nonmotor structural classification and the relationships
derived from phylogenetic analysis of motor sequences provides external support for
the relationships drawn by the phylogenetic analysis. It also supports the practice of
hypothesizing activities and functions for uncharacterized myosins on the basis of
sequence similarity. In addition, it suggests that phylogenetic analysis might be a
useful way of categorizing or assigning relevant names to myosins. Clearly, the
classification of myosin into ‘“‘conventional” and “unconventional” groups is no
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longer sufficient. In our original classification (Goodson and Spudich, 1993), we tried
to work within the old framework. However, Mooseker and co-workers proposed a
new myosin nomenclature based on their own phylogenetic analysis of the myosin
family (Cheney, R. E., M. A. Riley, and M. S. Mooseker, 1993). As this nomenclature
has come into general use, it is presented in Fig. 4 and will be used through the rest of
this discussion.

"Dilute" Class
Unconventional Myosin

% (Myosin V)

PR /—\) (Myosin III)

Myosin I
(Myosin I)

"classic"’ myosin I
subclass

Myosin I1 !
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Figure 4. Agreement between groupings derived from phylogenetic analysis of motor domain
sequences and those derived from tail structures: the distance matrix tree. Names in itallics
give the new nomenclature proposed by Cheney (1993). Though clearly a myosin I by both tail
and motor similarities, DdIA has not been grouped with either the classic or brush border
subclasses because of the intermediate nature of its sequence. Points A-C, U, and M, as well as
the abbreviations are as explained in Fig. 2; myosin structure key is as in Fig. 1.

How Many of These Classes of Myosin Are Likely To Be Present
in Each Organism?

Examination of Fig. 2 and 3 show that all three of the major classes have representa-
tive proteins from widely divergent organisms. This distribution implies that proteins
belonging to the three major classes existed in the common ancestor of these
organisms. If these proteins were present in the ancestor of all (or most) eukaryotes
and had functions fundamental enough to cell function that they have been retained
in divergent modern organisms with divergent lifestyles, then it seems likely that
members of these three classes still exist in most (or all) eukaryotic organisms.

It is more difficult to postulate the range of the ungrouped proteins (Dm95F,
DmNC, and AcHM), as each of these potential classes is known from only one
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organism as yet. However, the structure of the trees suggests that proteins related to
Dm95F and AcHM will indeed be found in many or most organisms. Nodes A-C in
Figs. 2 and 3 mark the earliest possible point of the radiation of the eukaryotes on the
three major branches. These nodes are where yeast, Dictyostelium, and/or metazoans
separate on each of the major branches. The actual divergence of the eukaryotes
could occur later, if these nodes actually mark gene duplication events, but it cannot
happen earlier, as long as the root of the tree is not within one of the strongly
supported clusters (placement of the root within these clusters seems unlikely,
considering the strength of the bootstrap support for these clusters and the nonmo-
tor structural similarities of proteins within these clusters as seen in Fig. 1).
Examination of Figs. 2 and 3 shows that all three of these ungrouped proteins diverge
from the rest of the myosins well before nodes A, B, or C. This topology implies that
these proteins were also present in a very early eukaryote. If they were present in an
early eukaryote and have been retained by at least one modern organism, it seems
likely that they have been retained by other organisms as well. These arguments
depend on the assumption that inconsistencies in the molecular clock are small
enough that branching position for the these sequences as presented in Figs. 2 and 3
is not grossly incorrect. There is no information about the rate of the molecular clock
for these branches beside the total branch lengths, and thus, these predictions must
be treated with caution. However, the lab of M. Mooseker has recently reported pig
homologues of both Dm95F and the partial Drosophila sequence mentioned above
(Mooseker 1993), demonstrating that these two proteins will be found at least in
many metazoan organisms.

While the structure of the trees may suggest that Dm95F and AcHM are ancient
proteins, the unusually large length of the DmNC branch prevents the application of
these arguments to this protein. The great length of the DmNC branch suggests
either that the root of the myosin tree is along this branch or that the molecular clock
for DmNC has been running at a much accelerated rate. As mentioned above, widely
varying rates of evolution can confound both distance matrix and maximum parsi-
mony methods (Felsenstein, 1988), leading to the possibility that DmNC evolved
from a relatively recent gene duplication and was given an artifactually early
divergence by both methods. Our earlier analysis had hinted that DmNC might be
most closely related to Dm9SF. This weak relationship has not held up to the
addition of new sequences to the analysis. However, the long DmNC branch length
does appear to be most likely caused by altered mutational constraints instead of
particularly ancient divergence because of what appears to be the specific degrada-
tion of certain generally well-conserved myosin sequences in DmNC (including the
replacement of G with Y in the ATP binding site).

Conclusions from Analysis of Relationships within Classes

Myosin I. Examination of Figs. 2 and 3 suggests that most organisms contain several
distinct types of myosin I. The existence of classic myosin I proteins (those with
membrane binding domains, Src homology 3 [SH3] domains, and proline-rich
regions) in yeast, Dictyostelium, and Acanthamoeba at the time of the last analysis had
suggested that these proteins would be found in most or all eukaryotic organisms
(Goodson and Spudich, 1993). Consistent with this prediction, a chicken protein that
has. the classic myosin I tail structure and clusters with classic myosin I in phyloge-
netic analysis of motor domains, has now been identified (EMBL accession X70400;
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Figs. 2 and 3). The gene duplication leading to the two Acanthamoeba proteins (AcIB
and AcIC) appears to have occurred near the divergence of the eukaryotes as
indicated in Fig. 2, point 4. This topology suggests that AcIB and AcIC may
represent two subclasses of classic myosin I that are present in many organisms.
However, the poor bootstrap values in this part of the maximum parsimony tree show
that the exact order of classic myosin I relationships cannot be determined by this
analysis.

Brush border-related myosin I proteins (which lack the SH3 and proline-rich
regions) were originally found in intestinal microvilli, and they are an example of
myosin proteins that many people expected to be limited to metazoans. The brush
border myosin I branch apparently splits off from the classic myosin I branch well
before the divergence of the eukarytotes (Fig. 2; see also the high bootstrap values
for these nodes in Fig. 3), suggesting that proteins related to brush border myosin I
were present in ancient eukaryotic cells and are thus likely to be found in many
modern eukaryotic organisms. Despite the predictions from the tree topology, no
proteins that clearly group with the brush border proteins have yet been found in
nonmetazoan organisms. However, brush border myosin I proteins have now been
found in nonmicrovillar metazoan cell types, as shown in Figs. 2 and 3, consistent
with the prediction that these proteins are involved in basic cell processes. Dictyos-
telium myosin IA has a similar tail structure, but it groups in most bootstrap trials
with the classic myosin I proteins. One might interpret this topology to suggest that
the original myosin I also lacked the SH3 domain, and that an early gene duplication
led to the existence of a brush border-related myosin I branch and a DdIA branch,
with the DdIA branch eventually giving rise to the classic myosin I proteins.
However, other possibilities do exist (e.g., DdIA and brush border myosin I could
have independently lost an ancestral SH3). In any case, the topology of the myosin I
branch, if taken at face value, suggests that the common ancestor of most eukaryotes
contained at least one classic myosin I protein, a brush border-like protein, and a
DdIA-like protein.

Closer examination of the brush border branch suggests that vertebrates contain
at least three subclasses (paralogues) of brush border myosin I: the intestinal brush
border proteins (represented by bovine and chicken proteins), a subclass repre-
sented by the rat and mouse neuronal proteins RnMyr1 and Mula, and a subclass of
proteins represented by the bovine BovIB protein. Comparison of branch lengths
suggests that more than three paralogous proteins may be represented in these
sequences. If one compares the mammal-chicken divergence seen on this branch
with those seen on the other branches, one finds that the distances on the brush
border myosin I branch are much larger. Either the molecular clock sped up for the
brush border-related proteins, or the chicken and bovine brush border proteins are
members of subclasses that have been separate longer than cows and chickens. In
fact, the maximum parsimony method fails to cluster these proteins in >75% of
bootstrap trials (Fig. 3; inclusion of additional myosin I sequences in the maximum
parsimony analysis greatly changed the results, as BovBB and CkBB clustered in
99% of trials in our earlier analysis). In addition, the well-supported divergence of
the two mouse proteins Mula and MulL before the divergence of RnMyrl and
Mula suggests that an additional gene duplication occurred at least before the
divergence of mice and rats. The large number of paralogous myosin I proteins shows
that caution should be used when trying to compare two examples of “myosin I
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protein” purified from different organisms or tissues. Thus, from the sequences in
this analysis alone, it appears likely that most eukaryotic organisms will contain at
least two types of myosin I (a classic myosin I, a brush border-like myosin I, and
possibly a DdIA-like protein), and vertebrates will have more than three types of the
brush border myosin I subclass alone.

Myosin I1. A great deal of work has been done on the evolutionary relationships
of myosin II sequences. Most of this analysis has been based on tail sequence and has
focused on relationships between developmentally specific vertebrate isoforms (Sted-
man et al., 1990; Stewart et al., 1991; Moore et al., 1992, 1993). Our results, based on
motor domain sequence, are generally consistent with the results of these tail-based
analyses. This agreement is interesting because it suggests that myosin heads and
tails have not exchanged across evolutionary time frames. Myosin heads have been
attached to new tails, but heads and tails, once connected, have not interchanged. In
addition, all of the domain swapping leading to new head-tail combinations seems to
have happened very early in evolution (before the metazoan radiation, as indicated
by points A-C).

There was an expectation within the myosin field that at least some of the
unconventional myosins arose recently by addition of new tails onto conventional
myosin. This assumption was partly due to a common model of myosin function,
which assumes that head domains of myosin proteins are essentially interchangeable
units, with the specific functions of the protein being determined by the tail. The
strong agreement between head and tail phylogeny (or head phylogeny and tail
structure) is instead consistent with the possibility that myosin heads and tails are in
some way functionally coupled—a given tail may need a motor with specific biophysi-
cal characteristics to function properly. The biophysical requirements for a motor
pulling a vesicle along an actin filament may be very different from those of a motor
acting in a muscle. One could argue that such swapping events might not have
occurred at a high enough rate to have been observed, even if there was no selective
advantage against them. However, swapping events do not seem to have occurred
even between closely related isoforms, even though there are clear examples of
concerted evolution in some regions of these proteins (Moore et al., 1992, 1993; for
further discussion see Goodson and Spudich, 1993).

Figs. 2 and 3 can also contribute to the understanding of the relationships
between smooth and striated muscle myosins. It is well known that vertebrate smooth
muscle myosin is more similar to nonmuscle myosin than to striated muscle myosin,
both in sequence and in biochemical characteristics. This fact suggests that smooth
muscle is more “primitive” and led many to assume that smooth muscle is the older
or “original” form of muscle and that striated muscle evolved from it. However,
examination of Figs. 2 and 3 shows that this is not likely to be the case: the smooth
muscle and striated muscle myosins branch independently from nonmuscle myosin.
Thus, smooth muscle myosin cannot be the progenitor of striated muscle myosin,
and, in fact, the two types of muscle myosin do not appear to be related, except
through nonmuscle myosin. The independent origin of the muscle myosins suggests
that the two types of muscle tissue may also be independently derived from
nonmuscle tissue, and that any similarities between these tissues may be the result of
convergent evolution.

A second surprising conclusion is that smooth muscle myosin seems to have
arisen relatively recently, apparently after the divergence of lines leading to flies and
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vertebrates (Figs. 2 and 3 show that vertebrate smooth and nonmuscle myosins split
after the divergence of fly and vertebrate nonmuscle myosins). This suggests that
smooth muscle tissue (at least of the types found in vertebrates) may also have arisen
recently, possibly after the protostome-deuterostome divergence. Although this may
seem unlikely, morphological studies of Drosophila support this idea, showing that all
muscles identified in this well-characterized organism are striated muscles, including
the gut muscles (Crossley, 1978). It will be very interesting to follow this question as
myosins from more organisms and smooth muscle tissue types are sequenced.

Which Myesin Was First?

This question cannot be definitively answered by this type of analysis, but several
lines of reasoning do give a few hints. The first two hints are derived from the
assumption that the molecular clock has been consistent across the main branches of
the tree. Examination of Fig. 2 shows that this assumption is clearly not absolutely
valid, but the general level of symmetry suggests that it may be reasonable. If one
compares the distance in Fig. 2 from points A-C (the earliest possible points of the
divergence of the eukaryotes on each of the three major branches, as explained
above) to the terminal nodes (modern sequences), one sees that the distances are
very similar, as one would expect under conditions of a consistent molecular clock.
The point at which the three major classes separate is marked by the letter U. If one
compares the distances 4-U, B-U, and C-U, one sees that the distance of A-U is
approximately twice the distance of B-U or C-U. This discrepancy suggests that
myosin II and myosin V (the “dilute” class of unconventional myosin) are actually
more closely related to each other than to myosin 1. This relationship is especially
intriguing in light of the apparent similarity in their tail structures (it should be
pointed out that the coiled-coil tail sequences of myosin V proteins are not
noticeably more related to those of myosin II proteins than to those of many
nonmyosin coiled-coil proteins, although a sophisticated analysis has not been
published).

The second molecular clock—dependent hint is derived from determination of
the midpoint of the myosin tree. The midpoint is the hypothetical position of the
connection of the root (ancestral myosin) to the tree under the assumption that the
rate of sequence change has been consistent across all branches. If one includes
DmNC in the calculation, the root is along the DmNC branch. If one removes it from
consideration on the basis of the hypothesis that it has undergone an acceleration of
its molecular clock, the midpoint is in the vicinity of point M in Fig. 2. Both of these
hypothetical root points are surrounded by the divergence of several unconventional
myosin proteins. Hypothesizing the position of the root cannot determine what the
ancestral myosin looked like, but it does emphasize that it is quite possible that
conventional myosin is a relative newcomer.

A third hint is provided by the identification of myosin light chains (thus far we
have discussed only myosin heavy chains, but all known myosin heavy chains bind at
least one light chain). The myosin II light chains are derived from calmodulin
(Moncrief, Kretsinger, and Goodman, 1990; Collins, 1991), which suggests that at
one time myosin may have had calmodulin light chains. The biochemically character-
ized members of the myosin V and brush border myosin I branches still use
calmodulin as their light chains (reviewed in Mooseker, 1993), suggesting that the
binding of conventional myosin light chains is a derived characteristic and that these
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unconventional myosins may somehow be closer to the ancestral state of myosin. It is
interesting to point out that these two unconventional myosins straddle the hypotheti-
cal root connection (M) estimated from the midpoint of the tree.

A final hint involves consideration of the interactions of the nonmotor regions.
The interactions involved in assembling myosin II filaments (initial assembly of a
heavy chain dimer, followed by assembly of these dimers into filaments) are quite
complicated. One might imagine that the first myosin proteins had more simple
interactions, such as those seen (or expected from) the tails of some of the
unconventional myosin proteins (for review of tail interactions see Pollard et al.,
1991; Mooseker, 1993). It at least seems reasonable to postulate that dimerization
(as seen in myosin V) was ancestral to filament formation (as seen in myosin II).

None of these hints suggest anything specific about the nature of the original
myosin protein. However, they do emphasize that it is quite possible (even likely?)
that conventional myosin, which is generally thought of as being the main actin-based
motor in eukaryotic cells, was not a part of the earliest and most fundamental actin
bases processes in ancient eukaryotic cells. One might then suggest that it may still
not be an integral part of these processes. Genetic experiments suggest that myosin
II is indeed dispensable for cell life and for many actin-based cellular functions in
both Dictyostelium and yeast, including cell motility (De Lozanne and Spudich, 1987;
Rodriguez and Patterson, 1990). In contrast, the MYO2 gene (a myosin V) is
essential for yeast cell viability (Johnston, Prendergast, and Singer, 1991). However,
it is clear that both yeast and Dictyostelium cells missing particular myosin I proteins
have minor (if any) defects (Jung and Hammer, 1990; Titus, Wessels, Spudich and
Soll, 1993; Goodson and Spudich, manuscript in preparation). This may suggest that
myosin I proteins are not involved in essential processes, but Dictyostelium is known
to have many members of the myosin I class (Titus, Warrick and Spudich, 1989;
Urrutia, Jung, and Hammer, 1993). Because of possible functional overlap, it may be
difficult to truly assess the functional importance of myosin I proteins.

Conclusions

There are several specific conclusions about the myosin family to be drawn from this
work. First, phylogenetic analysis of myosin motor domains shows that the old
classification of myosin into conventional and unconventional classes is insufficient.
Instead, myosin proteins cluster into at least three groups: myosin I, myosin II, and
myosin V (by the new nomenclature), with the two main types of unconventional
myosin being as divergent from each other as from conventional myosin. Three
myosin sequences do not cluster with each other or with the three main groups,
suggesting that they may each represent additional classes of myosin. It seems likely
that more classes of myosin are waiting to be identified. Secondly, it is likely that
most eukaryotic organisms (including protists, plants, and fungi) contain at least
members of these three main classes. Examination of tree structure also suggests that
several of the subclasses of the main classes and the potential classes that are as yet
represented by only one sequence will also be present in most eukaryotes, though
these predictions are contingent on relative consistency of the molecular clock across
the differ.ent branches. A third conclusion is that myosin heads and tails have not
swapped in evolutionary time frames. This result is consistent with the possibility that
myosin heads and tajls are functionally coupled and questions the idea that heads are
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interchangeable units, with the unique function being determined by the tail. Finally,
we see that myosin 11, instead of being the progenitor of all myosins, may instead
have appeared relatively recently. It is impossible to tell from this analysis what were
the characteristics of the ancestral myosin protein. However, hints from the structure
of the distance matrix tree, the identity of myosin light chains, and the interactions of
the myosin tail domains may suggest that the unconventional myosins are likely to
have more ancestral characteristics.

A number of more general conclusions about the broad utility of phylogenetic
analysis of protein families can also be obtained from this work. First, one sees that
such analyses can be very useful for cell biology. With phylogenetic analysis, the cell
biologist can get an idea of the number of related proteins acting in a given cell, as
well as how ubiquitous they are likely to be. The hypothesized range of a protein is
useful both because it gives information about function (ubiquitous proteins are
likely to be involved in more universal functions) and because it alerts people to look
for proteins that are expected to be in a given organism but have not been found yet.
Another useful application of phylogenetic analysis to cell biology is that it can allow
one to determine whether two proteins from two organisms are orthologues or
paralogues. A good example can be seen with the bovine and chicken brush border
myosins I: these proteins have been thought to be orthologues, but the branch
lengths suggest otherwise. More definitive predictions can be made when robust
patterns of protein divergence do not match the expected pattern of organism
divergences. This very important question is difficult to address by any other means.

This type of analysis is useful for evolutionary studies, but not in a way limited to
the history of the protein family at hand: as shown with the smooth and striated
muscle myosins, study of protein families can have implications for the origin of
organs and tissues. Protein families can also be useful for the study of domain
swapping and the mechanisms for the generation of diversity: here we see that the
main diversity of the myosin family was apparently generated before the radiation of
the organisms on the crown of the eukaryotic tree, although gene duplication and
specialization has been occurring through recent times. Protein families should also
provide a unique opportunity for studies of the factors affecting the rates of the
molecular clock. We have not addressed this very interesting issue in any depth, but a
comparative study of different branches of a protein family could be considered to be
better controlled than a study of several unrelated proteins. Under what conditions
do paralogues mutate or not mutate at similar rates? Do specific organisms appear to
be consistently associated with altered clocks? Can abnormal branch lengths be used
to identify proteins with unusual constraints or altered functions? DmNC would
appear to be a good candidate for a protein with altered constraints. Yeast myosin II
might be a less extreme example.

Yet another important use of phylogenetic analysis in a nonevolutionary context
could be in the study of relationships between structure and function. First, the
structure and branch lengths of the trees can help to suggest when it is and is not
reasonable to infer biochemical activities of uncharacterized proteins from the
activities of related, characterized ones. Secondly, identification of proteins and
parts of proteins that have altered molecular clocks could be very useful for
correlating specific structures with specific biochemical functions. One might expect
that proteins with altered clocks would have many of their changes concentrated in
regions that correspond to domains involved in lost or gained functions. In families of
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proteins where the general function of regions is already known, identification of
regions that have undergone changes in constraint in particular family members
could be used to suggest that these family members have undergone changes in the
functions associated with these regions. Such an analysis has recently been done for
the HSP70 members (Hughes, 1993). In the opposite way, information on biochemi-
cal differences between members of a protein family with unknown structure/
function relationships could be coupled to the identification of domains that have
undergone a change in constraints to help to assign functions to particular parts of
these proteins.

The analysis presented here should be useful for people studying the cell biology
and biochemistry of myosin proteins, but will also hopefully be a useful starting point
for people more interested in studying evolutionary processes. As the database of
protein sequences grows larger and the analysis of biological problems grows more
sophisticated, many fields beyond evolution will gain by the application of molecular
phylogenetic techniques to protein families. The results of these cross-disciplinary
endeavors can only be enriched by greater communication between people studying
the biological properties of proteins and those studying their evolution.
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Introduction

Myosin is a ubiquitous motor protein found in all eukaryotes where it performs
functions of movement as diverse as cytokinesis, muscle contraction, phagocytosis,
and vesicular transport. The recent expansion in the number of identified myosin
genes (many of which are of unknown function) has resulted in the organization of a
myosin superfamily with at least seven distinct classes (Cheney, Riley, and Mooseker,
1993). The extensively studied “‘conventional” myosin molecule, classified as myosin
11, will hereafter be referred to as myosin. This molecule consists of a pair of heavy
chains and two pairs of nonidentical light chains. Myosin heavy chains (MYH) are
encoded by multigene families in all vertebrates examined to date (Emerson and
Bernstein, 1987), and are subject of the current review.

The first part of this review will focus on the functional classification and
distribution patterns of MYH isoforms in mammalian muscle fibers. These studies
have established a foundation for molecular and genetic analysis of MYH gene
families for several mammalian species, and support an ultimate goal of understand-
ing how complex forms of regulation of the MYH gene family can be translated into
functional changes in motility. Ongoing genetic studies to determine the full extent
of the human skeletal MYH gene family will be discussed below, as will the
molecular basis for functional distinctions among of MYH isoforms. The final section
of this manuscript will discuss the presence of conventional sarcomeric myosin in
what appear to be unconventional, nonmuscle locations. The potential functional
implications of expression of these “muscle-specific” genes in somewhat surprising
cellular locations will be discussed.

Muscle Fiber Type Diversity

It was apparent to microscopists early on that skeletal muscle is comprised of a
mosaic of morphologically distinct single fibers (Ranvier, 1874). These fibers can be
classified as slow (type 1) or fast (type 2) with regard to both their speed of
contraction and their ATPase histochemical staining patterns (see Pette and Staron,
1990; Gauthier, 1991). In myofibrillar ATPase staining, muscle sections are histo-
chemically stained after a preincubation at acidic or alkaline pH, and variations in
the pH range of the staining procedure (Brooke and Kaiser, 1970) enable resolution
of subclasses within types 1 and 2. For example, in the rat, type 2 muscle fibers have
been further subdivided into subtypes 2A and 2B by ATPase staining. The pH
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sensitivity of ATPase staining is largely due to the ATPase activity of myosin. Thus,
this type of assay can be used to assess the myosin content of the muscle fiber (see
Table I, and Pette and Staron, 1990).

The actual combination of components required to confer the unique properties
of a given fiber type are unknown. However, physiological variation among fibers that
are morphologically similar undoubtedly reflects, in part, the underlying patterns of

TABLE I
Mammalian Skeletal MYH Isoform Characteristics
* i Clones
MYH isoform ATPase Specific
staining antibody cDNA Genomic
Embryonic pH 4.3 + H(1, 2) H(2)
M(3) R4
Perinatal pH4.3 + H(5, 22) H(6)
M(@3) R(7)
Adult ITa pH 9.6 + R(8)
M(9)
Adult ITb pH 4.5 + R(8)
M(9)
Adult IId/2X pH 4.5 + H(10) H(6)
R(11,12)
Extraocular pH 9.6 - R(13)
Beta/Slow pH4.3 + H(10) H(16, 19)
pH 4.5 R(14) R(21)
M(15)
Alpha (cardiac- pH4.3 + R(18) H(16, 20, 17)
specific) pH 10.5 R(21)
M(15)

*The pH of the preincubation after which the fiber stains darkly (i.e., the activity is not
inhibited) is indicated. (H) Human; (R) rat; (M) mouse. References: 1. Eller et al,,
1989; 2. Karsch-Mizrachi et al., 1989; 3. Weydert et al., 1985; 4. Strehler et al., 1986; 5.
Feghali and Leinwand, 1989; 6. Yoon et al., 1992; 7. Periasamy et al., 1984; 8.
Nadal-Ginard et al., 1982; 9. Weydert et al., 1983; 10. Saez and Leinwand, 1986; 11.
Ogata et al., 1993; 12. De Nardi et al, 1993; 13. Wieczorek et al., 1985; 14. Kraft et al.,
1989; 15. Gulick et al., 1991; 16. Saez et al., 1987; 17. Liew et al., 1990; 18. McNally et al.,
1989a; 19. Jaenicke et al., 1990; 20. Yamauchi-Takihara, 1989; 21. Lompre et al., 1984;
22. Karsch-Mizrachi et al., 1990.

expression of genes encoding various contractile proteins. Early biochemical studies
revealed up to eight different MYH species as indicated by their different electropho-
retic mobilities on high resolution protein gels (see Termin, Staron, and Pette, 1989;
LaFramboise, Dood, Guthrie, Moretti, Schiaffini, and Ontell, 1990). The generation
of antibodies against MYH proteins enabled the simultaneous application of ATPase
staining and immunohistochemistry on serial sections of groups of muscle fibers. This
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facilitated the localization of MYH isoforms to individual muscle fibers in mixed
populations, and began a reconciliation of histochemical profiles of fibers with
specific MYH isoforms (see Gauthier, 1991). This kind of analysis allowed the
identification of a third type of fast MYH, 2X.

MYH Gene Expression and Isoform Distribution Patterns

Molecular cloning has further refined studies of MYH localization as well as patterns
of gene expression (see Table I). In situ hybridization analysis on serial muscle
sections using gene-specific antisense probes from the 3’ untranslated regions
(UTRs) of various MYH isoforms has been carried out in parallel with immunohisto-
chemical techniques. In the rat, in situ hybridization data support immunohistochemi-
cal definitions of fiber subpopulations 2A, 2B, and 2X in that only certain combina-
tions of MYH’s are found within individual fibers. For example, combinations of
transcripts representing genes 2X and 2A, or 2X and 2B, and less frequently 2A and
beta/slow have been localized to single fibers. However, 2A and 2B appear never to
be colocalized within single fibers in the muscle groups studied (DeNardi et al.,
1993). Studies of different MYH transcripts in rat and mouse indicate that they
display specific regional distributions throughout development, and that different
transcripts accumulate in different subpopulations of muscle fibers depending on the
muscle being studied (DeNardi et al., 1993; Ontell, Ontell, Sopper, Mallonga, Lyons,
and Buckingham, 1993).

Human Skeletal MYH Gene Family

At present, the number of human skeletal MYH genes is predicted to be at least
eight (see Table I and text below). Human MYH loci have been assigned to three
different chromosomes. The two known cardiac genes (alpha and beta) are tightly
linked and located on chromosome 14 (Saez et al., 1987), and a nonmuscle MYH
gene is located on chromosome 22 (Saez, Myers, Shows, and Leinwand, 1990). The
human skeletal MYH gene family is clustered on chromosome 17, a region syntenic
to a location on mouse chromosome 11 (Leinwand, Fournier, Nadal-Ginard, and
Shows, 1983). Despite their tight linkage in the genome, the skeletal MYH genes
appear to be independently regulated.

A physical map represented by a contiguous set (contig) of nine overlapping
yeast artificial chromosomes (YACs) containing six MYH genes has been generated
for the human skeletal MYH gene family (Yoon et al., 1992). Sequence data from
four of these genes reveal that they encode embryonic, perinatal and two adult fast
MYH isoforms (Yoon et al., 1992). The remaining two genes in the contig are as of
yet uncharacterized. Additional sequence data from an independently isolated
human genomic clone suggests that two additional skeletal MYH genes of unknown
location exist (J. Gundling, unpublished data). Thus, the full extent of the human
MYH gene family remains to be defined.

Evolutionary Comparisons of MYH Sequences

The complexity of the MYH gene family raises the question of whether individual
genes provide unique functions in the muscle in which they are expressed, or whether
these genes are functionally redundant. While quantitative differences in the ATPase
activities of some myosins have been demonstrated, the majority of the sarcomeric
myosins have not been individually characterized. Sequence comparisons are a
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useful approach for understanding the relationships among members of this gene
family.

The overall primary structure of MYH genes is remarkably conserved across
species. The locations of intron/exon borders are frequently maintained interspecifi-
cally (Strehler, Strehler-Page, Perriard, Periasamy, and Nadal-Ginard, 1986; Jae-
nicke et al., 1990). One exception includes a fusion of the last two exons of a rat gene
into a single final exon in the chicken (see Moore, Arrizubieta, Tidyman, Herman,
and Bandman, 1993). The 5" UTRs of MYH genes are usually comprised of two
exons with the coding region beginning in exon three. The 3' UTRs tend to contain
divergent sequences and are extremely useful for generating gene-specific probes for
nucleic acid hybridization studies (see Saez and Leinwand, 1986).

Evolutionary studies that compare the primary structure of the known mamma-
lian MYH genes are often based on the subdivision of the myosin molecule into two
functionally and structurally distinct domains: the amino-terminal “head” or motor
domain in which ATPase and actin binding activities reside, and a less conserved
carboxy-terminal “tail” or rod domain required for assembly of myosin into filaments
and higher order structures such as sarcomeres in skeletal muscle.

Comparisons of MYH genes from evolutionarily distinct species indicate that
the head domain is more highly conserved then the rod domain (see Warrick and
Spudich, 1987). Despite the absence of direct sequence homology, certain structural
features of the rod domain are preserved including the presence of a heptad repeat
in which a hydrophobic residue is present in the first and fourth positions of the
repeat (McLachlan and Karn, 1982). Conserved higher order repeats involving
distribution of positively and negatively charged residues are thought to be required
for the lateral interactions of myosin molecules during thick filament formation.
(MacLachlan and Karn, 1982).

MYH gene comparisons among mammalian species suggest that the mamma-
lian MYH gene family arose from multiple duplications of an ancestral MYH gene
(see Moore et al. 1993; Stedman, Eller, Julian, Fentels, Sarkar, Sylvester, Kelly, and
Rubenstein, 1990). Interspecific comparisons of mammalian MYH genes that have
similar regulation patterns (such as a comparison between the human embryonic and
rat embryonic genes) reveal orthologous relationships between these genes. In
contrast, inter- and intraspecific comparisons of the fast MYH chicken genes reveal
that they are more similar to each other than to any mammalian gene of similar
regulation (Moore et al., 1992). These studies suggest that the chicken MYH gene
family is the result of concerted evolution of genes that arose from duplications that
occurred subsequent to the avian/mammalian split (Moore et al., 1993). Likewise,
the differences in the genetic structure between the avian and mammalian MYH
families suggest that they may have evolved different means of regulating muscle-
specific genes and myogenesis as well.

At present, no functional distinctions among fast MYH isoforms are known.
Amino acid sequence comparisons can be used to explore the molecular basis for
functional differences among MYH isoforms, and to create a model framework for
site-directed mutagenesis studies (McNally, Kraft, Bravo-Zehnder, Taylor, and
Leinwand, 19895). When comparisons of human and rat MYHs from both the
skeletal and cardiac gene clusters are made, regions of absolute sequence identity
are relatively evenly distributed across the molecule (Fig. 1 4). However, when the
comparison is restricted to the skeletal MYH genes from the skeletal gene clusters
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only, there are more regions of absolute sequence identity, particularly in the head
region of the molecule (Fig. 1 B, left of arrow). This indicates a closer evolutionary
relationship between the genes within a chromosomal cluster, which is consistent
with a gene duplication mechanism for generating diversity. Despite information
that can be gained by sequence comparisons, genetic and biochemical analysis of
pure populations of MYH will be required for ultimately understanding the func-
tional impact of the different muscle MYH isoforms.

Coexpression of Muscle and Nonmuscle Cytoskeletal Proteins

Skeletal muscle myosin self-associates to form filaments, which are further organized
into sarcomeres, the basic structural unit of skeletal muscle. Under most circum-
stances the myosin found in skeletal muscle is both structurally and enzymatically

Amino Acid Sequence Identity Among Mammalian Sarcomeric MYHs
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Figure 1. Amino acid sequence identity among mammalian skeletal MYH genes. Sequences
of the MYH genes indicated below were compared by the GCG Pileup program and used to
generate a schematic model of the MYH protein. Open areas indicate that all isoforms have
identical amino acids at that position. Vertical lines indicate amino acid positions where at
least one isoform has a variant residue. Arrow indicates mysosin head/rod junction. (4)
Amino acid sequence comparisons were derived from human embryonic (Eller et al., 1989),
human beta (Saez and Leinwand, 1986), human MYHa (Saez and Leinwand, 1986), human
MYHas8 (I. M. Karsch-Mizrachi, unpublished data), human perinatal (Karsch-Mizrachi et
al.,, 1990), rat embryonic (Weydert et al., 1985), rat beta (Kraft et al., 1989), and rat 2d
(DeNardi et al., 1993) genes. (B) Includes above sequences excluding human and rat
beta/slow isoforms. Note: sequence comparisons in head region are limited by availability of
sequence data from the 5’ ends of MYH genes. The head region in B represents comparisons
of human perinatal and embryonic, and rat embryonic genes only.

distinct from nonmuscle myosin. The myosin in nonmuscle cells generally does not
form recognizable higher order structures, and its ATPase activity is significantly
lower than the myosin found in muscle.

Until recently, nonmuscle and muscle cells were thought to be largely nonover-
lapping in terms of their contractile protein composition. These differences may
reflect the functionally distinct motile processes in which they participate. Non-
muscle myosins are required for diverse functions ranging from cell surface receptor
capping and cytokinesis to cellular morphogenesis. In contrast, muscle myosin
performs a single specialized function, that of muscle contraction. However, cell
types have been described that appear to have characteristics of both muscle and
nonmuscle cells (Table II). For example, testicular stromal cells, fat-storing cells of
the liver and a category of reticular cell in lymph nodes and spleen all have
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phenotypic markers characteristic of muscle (Sappino, Schurch, and Gabbiani,
1990). Further, the expression of these markers can be modulated physiologically,
suggesting that phenotypic differences might correspond to functional properties of
the cells. This modulation is perhaps best exemplified by wound healing, where
fibroblasts during experimental wound healing gradually develop a-smooth muscle
actin-containing microfilaments, which disappear when the wound is healed (Sap-
pino et al., 1990).

Other examples of coexpression of multiple types of contractile proteins exist. A
recent report demonstrated transient expression of a brain myosin isoform in muscle
cells of neonatal mice (Murakami, Trenkner, and Elzinga, 1993). Sarcomeric myosin
has been demonstrated in the conduction system of the adult heart of various
organisms, including humans (Kuro-o, Tsuchimochi, Ueda, Takaku, and Yazaki,
1986; Komuro, Nomoto, Sugiyama, Kurabayashi, Takaku, and Yazaki, 1987). It is not
known whether these cells are of mesodermal or neural crest origin, but they appear
to represent a cell type that is intermediate between muscle and nonmuscle cells.
Several lines of evidence indicate that these cells are clearly distinct from the

TABLE 11
Expression of Muscle Cytoskeletal Proteins in Nonmuscle Cells
Desmin a;rs1t1?s(:l)<:h Sarcomeric Smooth Refs
. MYH muscle MYH )
actin
Testicular stromal cells + + ND + A B
Ovarian thecal cells ND + ND ND C, D
Stromal cells of the rat
intestinal villi + + ND + E,B F
Liver Ito cells + + + - G H I

(4) Benzonana et al., 1988; (B) Skalli et al., 1986; (C) Czernobilisky et al., 1989; (D) O’Shea,
1970; (E) Kaye et al., 1968; (F) Skalli and Gabbiani, 1988; (G) Yokoi et al., 1984; (H)
Bellardini et al., 1988; (I) Ogata et al., 1993. (ND) Not determined.

surrounding cardiac musculature despite the striated appearance of the contractile
proteins. First, they express a type of gap junction protein, connexin 40 (Cx40), which
is not normally expressed in myocytes, as well as Cx43 and Cx45, the latter two being
characteristic of ventricular myocytes (Kanter, Laing, Beau, Beyer, and Saffitz,
1993). Second, these cells express a form of desmin, an intermediate filament protein
found in all muscle cell types, that is distinct from the desmin found in cardiac muscle
(Virtanen, 1990). These cells also express the brain creatine kinase isoform. More-
over, cardiac Purkinje fibers express a splice variant of dystrophin mRNA that is
predominantly found in the brain (Bies, Friedman, Roberts, Perryman, and Caskey,
1992). Given these examples of coexpression of muscle and nonmuscle proteins, our
notion of the cytoskeleton and nonmuscle cell motility may need to be expanded.

Myofibroblasts in the Liver

Some of the cells described above which appear to have characteristics of both
muscle and nonmuscle cells have been called myofibroblasts. One class of myofibro-
blasts can be found in the liver, and is associated with disease and fibrosis. These cells
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are thought to arise from Ito cells (also known as fat-storing cells, pericytes or
perisinusoidal cells), which were first described by Ito and Nemoto (1952). They are
localized in the space of Disse, between the hepatocytes and the endothelial cells,
where their extensions are in contact with endothelial cells. There are 3 to 6 Ito cells
per 100 hepatocytes. Two of their primary characteristics are the storage of vitamin A
droplets and the production of liver extracellular matrix proteins, such as types I and
IV collagen and laminin (De Leuw, McCarthy, Geerts, and Knook, 1984; Wake,
1971). These cells also express desmin, an intermediate filament protein that is
normally found in muscle cells (Yokoi et al., 1984). Desmin has since been used as a
marker for the identification of Ito cells.

Ramadori, Veit, Schwogler, Dienes, Knittel, Rieder, and Meyer zum Buschen-
felde, (1990) showed that diseased human livers contain transitional cells with a
phenotype intermediate between smooth muscle cells and Ito cells. They contain
indented nuclei, large rough endoplasmic reticulum, microfilament bundles, fat
droplets and stain positive for desmin. Several lines of evidence suggest that Ito cells
convert to myofibroblasts during liver fibrogenesis. First, in normal liver, Ito cells are
found in larger numbers than myofibroblasts, whereas in cirrhotic liver the situation
is reversed (Mak, Leo, and Lieber, 1984; Mak and Licber, 1988; Geerts, Lazou, De
Bleser, and Wisse, 1991). Second, Ito cells express several proteins normally found in
muscle such as desmin, a-smooth muscle actin, sarcomeric myosin, and a smooth
muscle-specific cyclic GMP-dependent protein kinase (Bellardini et al., 1988; Schmitt-
Graff, Kruger, Bochard, Gabbiani, and Denk, 1991; Ogata et al., 1993; Joyce,
DeCamilli, and Boyles, 1984). Third, treatment of myofibroblasts with vitamin A or
insulin and indomethacin reverts their phenotype to that of fat-storing cells (Margis
and Brojevic, 1989). As Ito cells were further characterized, it became apparent that
they share additional characteristics with muscle cells.

The localization of Ito cells in the perivascular region, and their close contact
with the endothelial cells led to the suggestion that these cells may be involved in the
regulation of perisinusoidal blood flow (Pinzani, Failli, Ruocco, Casini, Milani,
Baldi, Giotti, and Gentilini, 1992). Consistent with this hypothesis is their response
to vasoconstrictors such as endothelin-1, thrombin, and angiotensin II by an intracel-
lular calcium wave. This hypothesized function would predict specialized contractile
behavior, such as the observation that Ito cells can contract on collagen plates while
hepatocytes of the same density are unable to do so (Rockey, Housset, and
Friedman, 1993).

Sarcomeric MYH Expression in Liver Ito Cells

Recently, in collaboration with Dr. Marcos Rojkind (Albert Einstein College of
Medicine), we have begun a detailed investigation into the cytoskeletal protein
composition of rat Ito cell lines. Surprisingly, in addition to the expected nonmuscle
myosin heavy chain, skeletal MYH was also expressed in Ito cells lines (Ogata et al.,
1993). One of the MYH genes was identified as adult skeletal fast IId, a gene which is
normally expressed only in adult skeletal muscle fibers. In addition, the perinatal
MYH isoform was also present in these cells (C. Saez, unpublished observation).
Immunohistochemical studies suggest that the sarcomeric MYH does not interact
with the actin cytoskeleton or with the nonmuscle myosin heavy chain in these cells.
Rather, the sarcomeric MYH forms dense patches around the nucleus and the
periphery of the cells (Fig. 2). It is tempting to speculate that these myosins might
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Figure 2. Immunocytochemical staining of cultured rat Ito cells (Ogata et al., 1993) with an
anti-sarcomeric MYH-specific monoclonal antibody (F59 antibody; Miller et al., 1989; 4), and
with rhodamine phalloidin to detect actin filaments (B).

provide the contractile force for regulating sinusoidal blood flow. Further experimen-
tation is required to answer this question and is currently under investigation.

The study of these cells has provided a framework for reconsidering our
concepts of muscle and nonmuscle cytoskeletons. It may be that expression of muscle
contractile proteins in nonmuscle settings represents an evolutionary adaptation that
permits specialized motile behavior. In addition to expanding our understanding of
motility, these observations raise a number of very interesting questions. For
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example, the study of muscle-specific gene expression has identified myogenic
regulators and muscle-specific transcription factors that determine the activity of
many muscle-specific genes. It will be interesting to determine whether the mecha-
nisms for expressing a skeletal muscle MYH gene in a nonmuscle cell are the same as
in a muscle cell. In addition, it seems that only a small subset of the full program of
sarcomeric proteins are expressed in these intermediate cell types. What mechanism
determines the selection of genes to activate? It will also be interesting to determine
the full range of cytoskeletal molecules expressed in these cells. For example, if a
sarcomeric MYH is expressed, which myosin light chain is utilized? These and other
questions can be addressed experimentally and should advance our understanding of
contractile protein gene expression and myosin-based motiliy.
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The last two years have witnessed the discovery of several novel actin-related
proteins having primary sequences that are only 35-55% identical to those of
conventional nonmuscle actins. This low level of similarity, and other characteristics
to be described below, strongly suggest that they have roles distinct from those of
conventional actin isoforms. Several of these actin-related proteins are now known to
occur in diverse organisms, strongly indicating that, whatever their precise functions,
they are essential for most eukaryotic cells.

Actin is a highly conserved protein that has been investigated intensively for
decades. It was once hypothesized, most notably by Bray (1972) that actins from all
sources had identical primary sequences. That theory was modified, however, when
Gruenstein and Rich (1975) demonstrated that actin isolated from chicken brain had
a slightly different tryptic peptide map from that isolated from chicken muscle, and
when Garrels and Gibson (1976) demonstrated that chickens harbored at least three
actin isoforms that could be separated using two-dimensional gel electrophoresis.
Finally, Vandekerckhove and Weber (1978) directly sequenced mammalian muscle
and nonmuscle actin isoforms, and thereby demonstrated that they have primary
sequences that differed in ~25/375 positions.

In ensuing years, actin genes from diverse organisms were isolated and se-
quenced. It thus became apparent that animal actin isoforms were highly similar
(Bray [1972] wasn’t so far off the mark), seldom differing by more than 3-7% when
analyzed by pairwise comparisons (Hightower and Meagher, 1986). Actins from
plants and protozoans proved to be more divergent, having 11-30% divergence when
analyzed by pairs, but apparently never tolerated peptide insertions, as all of the
isoforms have lengths of 374-376 amino acids (Hightower and Meagher, 1986;
Greslin, Loukin, Oka, and Prescott, 1988; Cupples and Pearlman, 1986; Ben Amar,
Pays, Tebabi, Dero, Seebeck, Steinart, and Pays, 1988).

The discoveries of more distant actin relatives thus were unexpected, and have
generated considerable excitement. Remarkably, the majority of findings made to
date were serendipitous, in that cDNAs and genes that encode these proteins were
recovered during random sequencing projects, or in the course of isolating unrelated
DNA sequences. For example, during a polymerase chain reaction-based screen for
the Schizosaccharomyces pombe tropomyosin gene, Lees-Miller, Henry, and Helfman
(1992) isolated a gene, called act2, encoding a protein of 427 residues that bore only
35-50% similarity to conventional actin isoforms and, as might be surmised from the
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fact that it is over 50 residues longer than conventional actins, contains several
peptide insertions. During the course of isolating a gene referred to as PRP9 from
Saccharomyces cerevisiae Schwob and Martin (1992) recovered a gene, also called
act2, that encoded a protein of 391 amino acids that was 47% identical to conven-
tional nonmuscle actin isoforms. Several additional cDNAs that specify actin-related
proteins were discovered during random sequencing of expressed messenger RNAs
of Caenorhabditis elegans and humans (Adams et al., 1992; Waterston et al., 1992;
McCombie et al., 1992).

Because they have been discovered very recently, relatively little is known about
the functions of these novel actin-related proteins, but several important clues have
been discovered. Lees-Miller et al. (1992) and Schwob and Martin (1992) demon-
strated by gene knockout experiments that both the S. pombe and S. cerevisiae
actin-related genes were essential for viability. Schwob and Martin (1992) have
furthermore inferred from the phenotype of haploid yeast strains having only one
functioning act2 gene that the gene product is involved in bud formation. However, it
is my opinion that this conclusion is rather equivocal, as mutations in any of a number
of genes that regulate the yeast cell cycle could confer a similar phenotype. Neither
of these yeast actin-related proteins are likely to copolymerize with bona fide actins,
because both have peptide insertions that will almost certainly interfere with the
relevant interactions, based upon the structural models of monomeric and polymeric
actin proposed by Kenneth Holmes and his collaborators (Kabsch, Mannherz, Suck,
Pai, and Holmes, 1990; Holmes, Popp, Gebhard, and Kabsch, 1990).

Thus, the two actin-related proteins discovered in yeasts have peptide insertions
that almost certainly prevent their polymerization, yet both retain overall similarities
(35-50% amino acid identity) to conventional actins. As such, either protein could in
theory interact with, but not polymerize with, monomeric or polymeric actin, and
thus regulate some aspect of actin assembly dynamics or filament morphology. That
hypothesis is consistent with two recent observations. The first is that homologs of
these two proteins now have been found in several organisms, including C. elegans
(D. Helfman, personal communication), Drosophila (Fyrberg and Fyrberg, 1994, our
unpublished results), and mammals (Tanaka et al., 1992) indicating that they
participate in fundamental processes. Second, steady state levels for both of these
proteins are strongly substoichiometric, relative to those of conventional nonmuscle
actins (Tanaka et al.,, 1992, Fyrberg and Fyrberg, 1994, our unpublished observa-
tions), suggesting that they are unlikely to be major structural components, and
perhaps indicating that they instead regulate actin filament dynamics.

The biochemical function of a third member of the actin related family of
proteins is known in more detail. This protein, referred to as actin-RPV (Lees-
Miller, Helfman, and Schroer, 1992), or centractin (Clark and Meyer, 1992) has 376
residues and is roughly 54% identical to mammalian nonmuscle actin isoforms.
Actin-RPV has been found to be part of the dynactin complex, a protein assembly
that facilitates transport of vesicles along microtubules by cytoplasmic dynein
(Lees-Miller et al., 1992; Paschal, Holzbauer, Pfister, Clark, Meyer, and Vallee,
1993). This is a remarkable finding for those interested in either cellular physiology
or evolution, as it may be viewed as a cooperative venture of microtubule- and
microfilament-based motility systems (see Goldstein and Vale, 1992). Precisely what
role is played by actin-RPV in the dynactin complex is not known, however electron
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microscopy of the partially purified components indicates that it forms short stalks of
uniform length (T. Schroer, personal communication). Perhaps these stalks help to
link vesicles to the motor complex. As in the case of proteins specified by the S.
pombe and S. cerevisiae act2 genes, the role of actin-RPV is probably fundamental,
because it is known to be present in nematodes, Drosophila, and vertebrates (D.
Helfman, personal communication, our unpublished observations).

How many more actin-related proteins remain to be characterized, and how
widely distributed are they? These basic questions must be answered before the roles
of these proteins can be conceptualized accurately. We have addressed this issue by
attempting to isolate all of the actin-related protein encoding genes from a single
organism, the genetically tractable eukaryote Drosophila melanogaster. We synthe-
sized degenerate oligonucleotide primers for two peptides, GDGVTH and
VLSGGTT, that are highly conserved in all conventional actins as well as in all
actin-related proteins characterized to date. Both peptides are located within the
ATP-binding pocket, where the need for stereochemical constancy presumably is
greater than elsewhere within actin. Intervening Drosophila genomic DNA was
amplified using the polymerase chain reaction, cloned in vector pUC19, and se-
quenced using universal primers and the method of Sanger, Nicklen, and Coulson,
(1977). From nearly 300 clones we found, in addition to the six genes encoding
conventional Drosophila actin isoforms (Fyrberg, Bond, Hershey, Mixter, and David-
son, 1981), only four genes that specify actin-related proteins. Two of these encode,
based upon their degrees of amino acid similarities, the homologs of the S. pombe
and S. cerevisiae genes described above. A third gene is clearly homologous to
actin-RPV. The fourth is, we believe, a gene without precedent. It is like actin-RPV
in that it encodes a protein of 376 residues having no peptide insertions. However,
the encoded protein sequence is not, based upon its sequence, an RPV isoform.
Remarkably, the mRNA and protein appear to accumulate only within males, and
preliminary observations suggest that it is expressed in testes. Perhaps this novel
protein facilitates the activity of dynein in flagellated spermatozoa, hence serves a
role somewhat analogous to that of actin-RPV with respect to cytoplasmic dynein.

In sum, our research and that of several other laboratories strongly suggest that
the number of actin-related proteins is small, probably only three or four in most
organisms, and also demonstrates that homologs of these proteins occur in a wide
variety of phyla. The emerging picture is one of only a few proteins, each of which is
involved in fundamental functions and conserved over vast evolutionary distances.

Is there any evidence for even more distant relatives of actin? The answer to the
question is yes, and the story just as surprising as that described earlier. The case for
divergent evolution is not quite as clear cut as for the actin-related proteins discussed
above, but strong arguments for that mechanism can be marshalled nevertheless.

This part of the actin protein superfamily story is based entirely upon x-ray
crystallography. As was described earlier in this manuscript, Kenneth Holmes and
his collaborators (Kabsch et al., 1990; Holmes et al., 1990) solved the structures of
monomeric and polymeric actin using improved area detectors and computer fitting
programs. The atomic structures provided a number of surprises, two of which are
highly germane to actin evolution. The first is that monomeric actin is comprised of
four subdomains, two of which (one and three) are structurally similar despite their
lacking any obvious primary sequence conservation (Kabsch et al., 1990). This
finding strongly suggests that actin evolution entailed the duplication of a prototypi-
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cal subunit. The second, more surprising finding is that this same basic structure is
characteristic of sugar kinases, most notably hexokinase, the model enzyme for the
“induced fit” mode of substrate binding (Steitz, Fletterick, Anderson, and Ander-
son, 1976; reviewed by Branden, 1990). Hexokinase, like actin, is an ATPase.
However, actin and hexokinase functions are rather distinct. Actin splits ATP so as
to implement its assembly into a filament (Pollard, 1990), whereas hexokinase
phosphorylates glucose at the start of the glycolytic pathway (Middleton, 1990).
Because the structural relatedness of the two proteins is not reflected in their
primary sequences, it is not absolutely certain whether they are products of divergent
or convergent evolution. However, it certainly is plausible that actin evolution
entailed the duplication and divergence of part of its structure. The same divergent
mechanism is the most likely explanation for the similarity of actin and hexokinase
because, as Bork, Sander, and Valencia (1992) have pointed out, while the similarity
of the ATP-binding pockets could be dictated by stereochemical limitations, hence
occur by convergence, it is very difficult for that same mechanism to explain the
structural similarity of the complete molecules.

An even more remarkable finding followed the solution of the 44-kD (ATP-
binding) subunit of hsc70. This protein uses the energy liberated by ATP breakdown
to chaperone proteins across membranes or to uncoat clathrin-coated vesicles
(Gething and Sambrook, 1992). Hence, the non-ATPase portion of the molecule
binds any number of ligands. When David McKay and collaborators (Flaherty,
DeLuca-Flaherty, and McKay 1990; Flaherty, McKay, Kabsch, and Holmes, 1991)
analyzed the structure of the 44-kD fragment they found that it is very similar to that
of actin. 241 of 376 amino acids proved to be structurally equivalent when the two
structures were superimposed. Of these, 39 were identical in the two proteins, and 56
additional amino acids were of very similar character, though not identical. However,
the two proteins are effectively unrelated by their primary sequences. As in the case
of actin comparisons to sugar kinases, one cannot be absolutely sure whether the
actin similarity to molecular chaperonins is due to convergent or divergent evolution
without further analysis, but the more compelling case can be constructed for
divergent evolution.

These just described structural similarities have been used to construct an
algorithm for recognizing additional members of the actin superfamily (Bork et al.,
1992). In the course of detailed structural comparisons of actin, hsc70, and hexoki-
nase these researchers found five small peptide motifs whose ‘“‘characters” are
conserved in all three proteins. By searching the Swiss-Prot database for proteins
having these motifs, they discovered that several prokaryotic proteins involved in
driving the cell cycle and stabilizing plasmids are likely to be members of the actin
protein superfamily. If this finding is ultimately confirmed it demonstrates that the
actin protein superfamily predates the divergence of eukaryotes and prokaryotes
despite the fact that actin does not occur in prokaryotes.

In conclusion, both gene cloning and x-ray crystallography have contributed to
our understanding of the actin protein superfamily. The recently discovered actin-
related proteins described in the first portion of this paper are clearly products of
divergent evolution, and it will be very interesting to detail their cellular roles.
Although actin is clearly related to the sugar kinases and certain molecular chaper-
onins, the case for divergent evolution is not quite as certain, although Bork et al.
(1992) have put forth compelling arguments. In any event, actin and its relatives are
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now interesting subjects for a variety of evolutionary studies, some of which may well
inform us further as to physiological mechanisms.
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The presence of pathways for the entry and exit of solutes distinguish biological
membrane from artificial lipid bilayer. Among these pathways are membrane
channels that allow passive flow of solutes along their individual electrochemical
gradients. Channel activities and channel-gene sequences in microbes, reviewed
here, indicate an early emergence in evolution. As is evident from other chapters of
this volume, microbes, which encompass many eucaryotes and all procaryotes, are
vastly more diverse than plants and animals combined. Besides our interest in
microbial biology and channel evolution, we would like to study the molecular details
of ion-channel structures and functions. Thus, most of the microbial species exam-
ined with patch clamp are those that are genetically tractable and that have been
used extensively in biochemical or molecular-biological research. We will review
work on Paramecium, Dictyostelium, budding and fission yeasts, Escherichia coli, and
Bacillus subtilis.

Ion-channel activities discovered in these organisms are summarized in Table .
Before the advent of patch clamp, electrical measurements could only be made
reliably on giant cells in vivo, or by incorporating channel proteins into planar lipid
bilayers in vitro. The patch-clamp method not only allows us to examine the activities
of individual ion channels (Hamill, Marty, Neher, Sakmann, and Sigworth, 1981) but
also allows the study of small cells. Few modifications of standard solutions,
electrodes, and amplifiers are needed to record from microbes. Rather, the chal-
lenge is to generate appropriate preparations of microbial membranes that can form
gigaohm seals with patch-clamp pipets. For example, the Paramecium surface is
smothered with cilia. Yeast membrane is overlaid with a cell wall, and different
yeasts differ in their wall components. E. coli has two membranes, with a cell wall
sandwiched between the outer and the inner membrane. No single method can be
applied to all these preparations. Specific methods used to study channels from these
microbes can be found in Saimi, Martinac, Delcour, Minorsky, Gustin, Culbertson,
Adler, and Kung (1992) and references cited under different organisms below.

Paramecium

A paramecium swims by means of 5,000 incessantly beating cilia. Like those of
metazoa, each cilium consists of a dynein-ATPase powered 9 + 2 assembly of sliding
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TABLE I
Microbial Ion-Channel Activities
Observed as
Species Current Activation Selectivity - Ref %
mac.* mic.* (pS)
Paramecium Icaa depolarization Ca?* +  +¥1.6) 1
tetraurelia Ik depolarization K+ + 2
IK(Ca,d) CaZ+ . K+ + + ( 150) 3,9
depolarization
INa(Ca) Ca2+$ Nat + + ( 19) 4
IMg(Ca) Ca?+ Mg2+ + 5
Ican) hyperpolarization =~ Ca?* + 6
IK(Ca,h) Ca“, K+ + + (72) 7
hyperpolarization
Ingmecny mechanicall M2+ + 8
Ix(mechy mechanical K+ + 9
Im . depolarization M+ +(40) 10
Imatey ATP M +(160) 10
I Ca?+ Cl- +(18) 10
Dictyostelium Tk depolarization K+ +(11) 1
discoideum Ik(am depolarization K+ +(6) 11
Icagm) hyperpolarization =~ Ca?* +(3) 11
Saccharomyces Iy depolarization K* +  +(20) 12
cerevisiae Ingmechy mechanical M+ > A~ + +(36) 13
Schizosaccharo- Tnymecny Mmechanical M+ > A- +(180) 14
myces pombe  I»)**  voltage ? +(<153) 15
Escherichia coli porins® voltage M* > A- +(200) 16
MscS mechanical M+ < A~ +(1,000) 17
MscL  mechanical M* = A~ +(2,500) 18
Bacillus subtilis  Ijnecyy  mechanical M+ = A~ +(100-3,000) 19

*Macroscopic currents (mac.) recorded with a two-electrode voltage clamp on Paramecium
and with a patch clamp in the whole-cell mode for yeast; microscopic currents (mic.) by excised
patch mode.

#Recorded from ciliary membrane material in planar lipid bilayers. (Ehrlich et al., 1984).
$Ca2* activation apprently through direct channel-calmodulin interaction.

ILocated in the soma (nonciliary) membrane at the anterior of the Paramecium cell.

YLocated in the soma (nonciliary) membrane at the posterior of the Paramecium cell.
**Poorly selective, exhibiting several conductances.

HPorins are the only channel proteins, the x-ray structure of which is known.

$References: 1. Oertel et al. (1977); Brehm and Eckert (1978); Ehrlich et al. (1984). 2.
Machemer and Ogura (1979); Satow and Kung (1980a). 3. Satow and Kung (1980b); Preston et
al. (1990b). 4. Saimi and Kung (1980); Saimi (1986). 5. Preston (1990). 6. Preston et al.
(1992a,b). 7. Preston et al. (1990a). 8. Ogura and Machemer (1980); Satow et al. (1983). 9.
Ogura and Machemer (1980). 10. Martinac et al. (1988); Saimi, Martinac, Preston, unpub-
lished observations. 11. Mueller and Hartung (1990). 12. Gustin et al. (1986); Bertl et al. (1992,
1993). 13. Gustin et al. (1988). 14. Zhou and Kung (1992). 15. Vacata et al. (1992). 16.
Schindler and Rosenbusch (1978); Berrier et al. (1991); Delcour et al. (1989, 1991). 17.
Martinac et al. (1987). 18. Sukharev et al. (1993, 1994). 19. Zoratti et al. (1990); Martinac et al.
(1992).
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microtubules enclosed in a ciliary membrane that is continuous with the soma
membrane. The Paramecium membrane is excitable and ciliary motility is governed
by membrane electrogeneses. The avoiding reaction (Jennings, 1906), for example,
correlates with a Ca?*-based action potential, and the resultant intraciliary increase
of Ca?* causes the cilia to beat in a reversed direction to propel the cell backward
(Eckert and Naitoh, 1972). Hyperpolarization triggers other ion currents and a more
rapid ciliary beat in a near-normal direction, causing the cell to spurt forward
(Naitoh and Eckert, 1973). Cyclic AMP is thought to play an important role in this
spurting response (Bonini, Gustin, and Nelson, 1986; Nakaoka and Machemer,
1990). Recently, Schultz and co-workers (Schultz, Klumpp, Benz, Schurhoff-
Goeters, and Schmid, 1992) suggested that, the K* efflux underlying membrane
hyperpolarization and cCAMP increase in Paramecium might be effected by the same
entity—the ciliary adenylate cyclase. In support of this hypotheses, they found the
purified cyclase, upon incorporation into planar lipid bilayer, to be associated with a
320-pS, nonselective conductance.

Because the cell is large, some 300 pm in length, Paramecium has been
investigated with the classical two-electrode voltage clamp as well as patch clamp.
Experiments with P. tetraurelia using these two methods revealed at least 13 types of
ion currents: Icag), Icam)y IM(mechy Ik(dy Ik Ik(cady Ik(Cahys Ik(mechys INacca) IMgecay Icn
Im, Im(ate) (Table I). This diversity echoes the anatomical and functional complexity
of this highly differentiated one-cell animal (Jurand and Selman, 1969) that has to
move, recoil, adapt, endocytose, excrete, secrete, divide, mate, autogamize, et cetera
(Goertz, 1988).

When one examines Paramecium bathed in various external solutions under a
two-electrode voltage clamp, membrane depolarizations can trigger at least five
currents. (@) Icyqy, @ depolarization-activated Ca?* current: this current activates
rapidly in response to voltage and then inactivates in a Ca?*-dependent manner
(Oertel et al., 1977; Brehm and Eckert, 1978). Deciliation abolishes this current,
indicating that the channels are located in the Ca?* ciliary membrane and not the
body membrane (Dunlap, 1977; Machemer and Ogura, 1979). Pawn mutations
abolish or reduce this current (Kung and Eckert, 1972; Oertel et al., 1977). (b) Ix(q), @
rapid K* current activated by the depolarization that inactivates slowly (Machemer
and Ogura, 1979; Satow and Kung, 1980a). (c) Inaca), an Na* current activated by
internal Ca?*, presumably from the above Ca?* current (Saimi and Kung, 1980;
Saimi, 1986). A subclass of calmodulin mutants called “fast-2” has little or none of
this Na* current (Saimi, 1986; Kink, Maley, Preston, Ling, Wallen-Friedman, Saimi,
and Kung, 1990; Kung, Preston, Maley, Ling, Kanabrocki, Seavey, and Saimi, 1992).
(d) Ikcag) @ K* current, also activated by internal Ca®* (Satow and Kung, 19805,
Preston, Wallen-Friedman, Saimi, and Kung, 1990b). A different subclass of calmodu-
lin mutants called “pantophobiacs” shows large reductions in this current (Saimi,
Hinrichsen, Forte, and Kung, 1983, Kink et al., 1990; Preston, Saimi, Amberger, and
Kung, 1990b). This current is greatly enhanced in the tea4 mutant, (Hennessey and
Kung, 1987; Preston et al., 1990c). (&) Ivgcas), @ Mg?*-specific current activated by
Ca?* (Preston, 1990). This novel current, first ever reported in any organism, has a
selectivity of MgZ* > Mn?* = Co?** > Sr?* = Ba?* > Ca?*. It is affected in some of
the calmodulin mutants (Preston, unpublished results).

Hyperpolarizations under voltage clamp also reveal at least five currents. (a)
Ican), an unusual Ca?* current. Unlike other Ca®* channels, this permeability is not
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only impermeant to, but actually blocked by Ba?* (Preston et al., 19924). It is also
blocked by amiloride and shows a Ca2*-dependent inactivation (Preston et al.,
1992b). Nakaoka and Iwatsuki (1992) found a sustained component of a current that
correlates with ciliary beat frequency increase upon hyperpolarizations in P. cauda-
tum. This current seems to have some of the characteristics of Ic,y) of P. tetraurelia.
(b) Ixw), a hyperpolarization-activated K* current blockable by quinidine (Oertel,
Schein, and Kung, 1978; Preston et al., 1990a). (c) Ixcan)y a K* current activated
after Ic,m). This current is kinetically and pharmacologically distinct from Igc,q
(Preston et al., 1990a,c). Calmodulin mutations of the pantophobiac type reduce or
eliminate this current, while some of the fast-2 type calmodulin mutations and rst
cause an early activation of it (Preston et al., 1990b,c). (d) Inaca) This current,
induced by Ic,), is believed to flow through the same Na+ channel activated by Ca?*
from Ic,q), because the Na* currents at either polarizations are affected by the fast-2
type of calmodulin mutations in identical manners (Saimi, 1986; Preston, Kink,
Hinrichsen, Saimi, and Kung, 1991). () Img(ca)- This current also most likely flows
through the same Mg?* channel activated by Ic,), since the Mg?* currents observed
at opposite polarizations have the same ion selectivity and blockage pattern (Pres-
ton, 1990).

When a Paramecium strikes an obstacle in its swim path, it backs up. Mechanical
impacts on the anterior end of electrode-pinned cells elicit a depolarization prior to
the action potential. This receptor potential was found to be based on Ca?* (Eckert,
Naitoh, and Friedman, 1972). Although nearly all divalent cations were able to carry
Icagmech), the corresponding receptor current under voltage clamp, Ca?* presumably is
the natural carrier, given the normal extra- and intracellular distributions of ions
(Ogura and Machemer, 1980, Satow et al., 1983). Touching the posterior of a
Paramecium causes it to spurt forward. This mechanical stimulation induces a
hyperpolarization by means of a K+ efflux, Ixmec) (Naitoh and Eckert, 1973; Ogura
and Machemer, 1980).

The activities of two types of divalent-cation passing channels were reported,
when a fraction of Paramecium ciliary membrane was incorporated into planar lipid
bilayers, (Ehrlich et al., 1984): (@) a voltage-independent 29 pS channel that
permeates Mg?* slightly better than Ba?* and Ca?*. This channel might be equivalent
to the anterior mechanoreceptor channel. (b) A voltage-dependent 1.6 pS channel
that favors Ba?+ and Ca?* greatly over Mg?*. Its activities are affected by calmodulin
antagonists (Ehrlich, Jacobson, Hinrichson, Sayrer, and Forte, 1988). This channel
current might be the microscopic equivalent of I¢,q).

The application of patch clamp to surface blisters or detached cilia from
Paramecium allowed recording of activities from many different types of ion channel.
These include at least four types of K* channels, a Ca2* channel, a Na* channel, a
Cl~ channel (Ig;), 2 cation-nonspecific channels (Iy), one of which can be activated
by ATP (Imatr)) (Martinac et al., 1988; Saimi, Martinac, Preston, unpublished
observations). The activities of two of these channels have been documented
extensively. (a) A Ca?*-dependent K* channel of 72 pS conductance, which is more
active upon hyper- than depolarization (Saimi and Martinac, 1989). This appears to
be the microscopic equivalent of Ix.c, ). Limited proteolytic digestion activates this
channel and makes it independent of Ca?* and voltage (Kubalski, Martinac, and
Saimi, 1989). (b) A 19-pS Ca?*-dependent Na* channel, which depends on Ca?*-
calmodulin for its activation (Saimi and Ling, 1990). This is apparently the channel
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responsible for the macroscopic In,cay above. For details on these two types of
channels, see Preston et al., 1991.

The widely studied voltage-gated K*-channel genes in the Shaker family,
including the closely related members: Shaker, Shal, Shab and Shaw, have been
found in various species, ranging from insects to mammals (Salkoff, Baker, Butler,
Covarrubias, Pak, and Wei, 1992). Such genes have recently been discovered in
jellyfish by polymerase chain reactions and library searches (Jegla, Laraque, Gallin,
Grigoriev, Spencer, Salkoff, 1993). Similar techniques, however, failed to discover
such homologs in Paramecium and budding yeast. Recent studies also revealed a
loosely connected group of channel genes, only remotely related to the Shaker in
terms of sequences. However, these channels have a structural motif recognizably
Shaker-like: with six putative membrane-crossing helices (S1-S6) and a putative pore
forming region (H5). Members of this broader group include the cyclic nucleotide-
gated cation channels in vertebrate rod outer segments (Kaupp et al., 1989) and
olfactory cilia, the eag channel of Drosophila (Warmke, Drysdale, and Ganetsky,
1991; Bruggemann, Pardo, Stuhmer, and Pongs, 1993), and the inward rectifier K*
channels of the mustard Arabidopsis (Schachtman, Schroeder, Lucas, Anderson, and
Gaber, 1992). These channels differ in their conductances, ion selectivity and gating
mechanisms. Recently, Jegla et al. (1993) discovered several genes in Paramecium
that apparently encode channels of this group. Although the activities of the
corresponding channel proteins have yet to be determined, their work shows that
ancestral forms of this extended family have apparently originated before the
divergence of protozoa and metazoa.

Dictyostelium

Dictyostelium discoideum is a slime mold that grows as individual amoebae. Upon
starvation, the amoebac aggregate to form a multicellular fruiting body using cAMP
as an intercellular signal. Aggregating amoebae, alternating in time and in location
with respect to neighbors in a swarm, release and respond to cAMP. Among other
effects, binding of cAMP appears to stimulate a Ca?* uptake (Bumann, Malchow,
and Wurster, 1984) and a K* release (Aeckerle, Wurster, and Malchow, 1985).

In their first reported patch-clamp study of Dictyostelium cells, Mueller, Mal-
chow, and Hartung (1986) found a 9-pS channel that probably passes K+. More
recently, Mueller and Hartung (1990) reexamined the membranes of amoebic cells
after induction of differentiation by nutrient removal. In the cell-attached configura-
tion, they consistently observed the activities of three types of unit conductance: DI,
an 11-pS K+ conductance activated upon depolarization; DII, a 6-pS K* conduc-
tance activated upon depolarization; and HI, a 3-pS Ca?*-passing conductance
activated upon hyperpolarization. Based on probability of encounter, channel densi-
ties appear low: ~0.1/pm? for DI and HI and ~0.02/pm? for DII.

Saccharomyces Cerevisiae

This budding yeast has been used extensively in modern biological research. As
expected, Ca?+, K*, Na*, Mg?*, and several trace metals are required for its growth.
Ca?*, in particular, is needed for cell-cycle progression (Iida, Sakaguchi, Yagawa,
and Anraku, 1990). At least two CDC proteins, products of cell-division cycle genes,
have the EF-hand structures indicative of their being Ca?* binding proteins (Baum,
Furlong, and Byers, 1986; Miyamoto, Okya, Ohsumi, and Anraku, 1987).
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The plasma membrane of S. cerevisiae can form a gigaseal with patch-clamp
pipettes after enzymatic removal of the cell wall. Patch-clamp investigation showed
activities of at least two types of ion channels. (a) A 20-pS channel is activated upon
depolarization above a threshold of ~—10 mV but that is not activated by hyperpo-
larization. This channel is highly specific for K+ over Na* and is blocked by the usual
K*-channel blockers, tetraethylammonium and Ba?* (Gustin et al., 1986). Bertl et al.
(1992, 1993) found that the activities of this channel at different voltages are affected
in different manners by Ca?* in the cytoplasmic side. Surprisingly, Ramirez, Vacata,
McCusker, Haber, Mortimer, Owen, and Lecar (1989) assigned an electric activity to
a K* channel, which appears at > +100 mV or <-100 mV in a wild type. In a
mutant defective in the structural gene for the plasma-membrane H*-ATPase,
however, they found this activity to appear at lower voltage, in the presence of >50
mM ATP. The mutation appears to make this K* channel sensitive to cytoplasmic
ATP. It is difficult to see how an altered ATPase can affect the channel in this
manner. (b) Stretch forces exerted on the membrane activate a 36-pS channel, which
is blockable by 10 upM gadolinium applied to the cytoplasmic side. This channel
passes a variety of ions including Ca?*, but prefers cations over anions. This channel
also shows an adaptation to a sustained stretch force. Interestingly, this adaptation
depends on voltage. It takes place when force is applied when the membrane is
polarized (cytoplasmic negative); a force applied during depolarization (positive)
activates these channels but does not inactivate them. In whole-cell recording,
previously inactivated channels can apparently recover during depolarization and
force application. Experiments with whole-spheroplasts of different sizes showed
that the channel-activating stimulus is a tension along the plane of the membrane
and not a pressure perpendicular to it (Gustin et al., 1988). This stretch force is most
conveniently applied by a suction in the on-cell patch mode or a pressure in the
whole-cell mode. Changing bath osmolarity, can also activate these channels re-
corded in the whole-cell mode (Zhou, Gustin, and Martinac, unpublished observa-
tion). A failure to elicit the whole-cell macroscopic mechanosensitive current
anticipated by microscopic currents seen in patches excised from snail neurons, in
particular, cautioned us against the possible artifactual origin of mechanically
induced activities in general (Morris and Horn, 1991). However, the expected
macroscopic currents have been recorded from S. cerevisiae spheroplasts and were
found to saturate at higher stretch forces, as expected of a finite number of openable
channels in a yeast cell and not expected of membrane breakdown and leakage
(Gustin et al., 1991). Although the function(s) of the mechanosensitive channels is
not yet clear, it seems reasonable to suppose that they play a role in osmoregulation.
Yeasts show clear physiological responses to osmotic stress (Blomberg and Adler,
1989). An increase in external osmolarity is followed by an internal osmolarity
adjustment. The downstream events of this osmosensing signal transduction pathway
include a protein phosphorylation cascade similar to the MAP kinase and MAP-
kinase kinase pathway (Brewster, de Valoir, Dwyer, Winter, and Gustin, 1993).
Whether ion channels are involved, especially in the upstream events such as sensing
the osmotic changes, remains to be determined.

Schizosaccharomyces Pombe

All unicellular fungi are called yeasts. However, unicellularity is not a profound trait;
fission yeasts and budding yeasts apparently separated very early in evolution.
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Among their many differences, they differ in cell shape and wall compositions.
Treatment of the fission yeast, Schizosaccharomyces, pombe, with zymolyase causes
protoplast protuberances to appear at the pointed end of the cell. These blebs can
readily seal onto patch-clamp pipettes. The best documented ion channel from these
blebs is a mechanosensitive channel (Zhou and Kung, 1992). Currents through one
or two such channels and ensemble currents of tens of units have been recorded from
excised patches and whole-blebs, respectively. Under suction, the open probability of
these channels is biased by membrane voltage, both in activation and in adaptation.
Like those in S. cerevisiae, these channels can be blocked by submillimolar gadolin-
ium. However, the S. pombe channels are more conductive (180 pS) and more
selective (Px4/Pc- = 3.6) than their S. cerevisiae cousins. In addition, depolarization
inactivates the S. pombe channel while it activates the S. cerevisiae channel, during
force application. There are also reports of activities of other ion channels in the S.
pombe plasma membrane. Vacata, Hofer, Larson, and Lecar (1992) noted the
activity of a voltage-gated poorly selective channel of four conductance levels, and
Zhou and Kung (1992) intimated three types of voltage-activated channels besides
the mechano-sensitive one in this membrane. More detailed reports are anticipated.

Escherichia Coli

Escherichia coli, like other Gram-negative bacteria, has two cell membranes sepa-
rated by a peptidylglycan cell wall forming a complex collectively referred to as the
cell envelope. The outer membrane is specialized, having an outer monolayer
composed of lipopolysaccharides instead of the usual phospholipids. The inner
membrane is the true cytoplasmic membrane that houses the machinery for electron
transport, nutrient uptake, chemoreception, et cetera.

Some 10° porin molecules constitute a major portion of the outer membrane of
an E. coli cell. The major porins: OmpC, OmpF, and PhoE, are more than 70%
homologous in their amino-acid sequences (Jeanteur, Lakey, and Pattus, 1991).
Although trimeric, each ~30-kD porin monomer is an individual aqueous channel
that can pass hydrophilic solutes up to 600 m.w. X-ray crystallography showed that
each monomeric subunit consists of a 16-stranded antiparallel $-barrel enclosing a
pore (Cowan, Schermer, Rummel, Steiert, Ghosh, Pauptit, Jansonius, and Rosen-
busch, 1992). A loop between B strand 6 and 7 folds into the pore, constricting the
pore at about half the height of the barrel to 7 x 11 A in an elliptical cross section.
This constriction apparently defines the conductance and selectivity of porin. Bio-
chemical studies led to the view that the outer membrane acts as an inert molecular
sieve with porins being the static pores (Benz, 1988; Nikaido, 1992). Such a sieve
should have little electric resistance. Yet, the surfaces of giant spheroplasts or giant
cells of E. coli (Buechner, Delcour, Martinac, Adler, and Kung, 1990; Saimi et al.,
1992) can form gigaohm seals with patch-clamp pipettes (Martinac et al., 1987;
Kubalski, Martinac, Adler, and Kung, 1993; Sukharev et al., 1993) indicating that the
porins in the patch are closed. Either porins are dynamic and are often closed but
openable in vivo, or the patch-clamp manipulation induces porin closure. Studies in
planar bilayers or with reconstituted liposomes under patch clamp showed that
porins can be closed by membrane polarization (Schindler and Rosenbusch, 1978;
Morgan, Lansdale, and Adler, 1990; Berrier et al., 1991). Delcour et al. (19895, 1991)
found the activities of wild-type or a point-mutant OmpC to be closable by pipette
voltage, when reconstituted in liposomes and examined under a patch clamp.
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However, the activities of OmpC examined in this manner differ from those in planar
bilayer for unknown reasons. Ascribing a physiological function to voltage gating of
porins is difficult based on current knowledge. However, there is a Donnan potential
across the outer membrane. If periplasmic charges are organized and are intimately
associated with the inner monolayer of the outer membrane, the potential across this
membrane, as experienced by porins, may be larger than can be estimated (Stock,
Rauch, and Roseman, 1977). Major contributors to these charges are the membrane-
derived oligosaccharides (MDO’s) in the periplasm. Interestingly, Delcour, Marti-
nac, Adler, and Kung (1992) showed recently that MDO not only reduces the OmpC
currents but also promotes their cooperative closures.

A suction delivered to a patch activates at least two types of channels in giant
spheroplasts: a mechano-sensitive channel of a smaller conductance (MscS, ~1 nS,
Martinac et al., 1987) and a mechano-sensitive channel of large conductance (MscL,
~2.5 nS, Sukharev et al., 1993, 1994). By the standard of metazoan channels these
are both channels of extraordinarily large conductances. Szabo, Petronilli, Guerra,
and Zoratti (1990) reported E. coli mechanosensitive currents of many different size
classes besides the two encountered by Sukharev et al. (1993, 1994). Differences in
strains, procedures, and interpretations of channel substate behavior may account
for some of the differences.

Mild suction or pressure greatly increases the open probability of MscS in a
manner predictable by a Boltzmann distributions, in which the applied mechanical
energy partitions the channel between its open and closed conformations. An
osmotic change in the solution bathing an inside-out patch can also activate this
channel (Martinac et al., 1992). Membrane depolarization favors the open state.
This channel has a conductance of ~ 1 nS, but visits substates of lower conductance.
The dwell time in these substates is much longer in a mutant lacking the major
lipoprotein (Kubalski et al., 1993). It favors the passage of anions slightly over cations
and its kinetic behavior is affected by the ionic species (Martinac et al., 1987). MscL
is activated upon suctions higher than that needed to activate MscS. It also shows a
much faster open/close kinetics than does MscS (Sukharev et al., 1993).

E. coli mechanosensitive channels in membrane fragments have been reconsti-
tuted into asolectin liposomes and found to retain the same functions observed in
spheroplasts, including their ability to be activated by mild suction (Delcour,
Martinac, Adler, and Kung, 19894, Sukharev et al., 1993). This functional reconstitu-
tion opens the way to a biochemical purification of the mechanosensitive channel
proteins. Buechner et al. (1990) reported that mutants lacking individual porin
species retain a full complement of mechanosensitive conductances, arguing against
MscS and MscL being porins. Unlike channels gated by ligands or voltage, no
mechanosensitive channel proteins or their corresponding genes had been identified
until the recent report by Sukharev et al. (1994). These authors identified the MscL
protein and sequenced the corresponding gene, mscL, that has no homology to any
known channel genes. Because this is the first mechanosensitive channel gene to be
cloned, much more work is needed to see how mechanosensitive channels are related
in molecular terms.

A biophysical approach has been taken to determine how force applied to the
membrane is transduced to the channel protein. Cell membranes are asymmetric;
the inner monolayers have more phospholipids with negatively charged head groups
than do the outer monolayers (Rothman and Lenard, 1977). The outer membrane of
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E. coli is even more asymmetric, because its outer monolayer is of an unusual
composition. An amphipathic molecule is expected to partition differentially into the
two monolayers because of this asymmetry. The uneven insertion of amphipaths
leads to local membrane buckling, which is readily visible in blood cells, as predicted
by the bilayer couple hypothesis (Sheetz and Singer, 1974). Such a perturbation is
expected to create a mechanical stress force in the membrane. Martinac, Adler, and
Kung (1990) showed that a variety of amphipaths indeed activate mechanosensitive
channels of E. coli. Furthermore, the time courses and effectiveness in channel
activation by different amphipaths correspond to their known solubilities into lipid.
In the study of animal cells, it is believed that the gating force is transmitted to the
mechanosensitive channels through the cytoskeleton (Sachs, 1988). The amphipath
experiment and the reconstitution experiment in E. coli suggest that the channel
responds to stress forces in the lipid bilayer instead. Indeed, Sukharev et al. (1993,
1994) have shown that MscS and MscL can be solubilized in a detergent and
reconstituted into liposomes of foreign lipids, yet retain their mechanosensitive-
channel characteristics. Thus, bacterial channels appeared to be gated by tension
transduced exclusively via the lipid bilayer. In E. coli the outer membrane is
anchored to the peptidylglycan (cell wall) which provides rigidity. Digestion of this
peptidylglycan with lysozyme activates rather than inactivates the channel (Buechner
et al., 1990; Martinac et al., 1992). It seems that peptidylglycan, the equivalent of
cytoskeleton here, normally restrains the outer membrane, attenuating rather than
transmitting the mechanical forces in the membrane (Martinac, 1992). Membrane
deformation can also be induced by mutations. The most abundant protein in the
outer membrane is the 7.2-kD lipoprotein which is embedded in the inner monolayer
and does not protrude into the outer monolayer. This lipoprotein is also a major
covalent link between the outer membrane and the peptidylglycan. Kubalski et al.
(1993) showed that the outer membrane of a mutant lacking this major lipoprotein is
much less able to transmit stretch forces to the mechanosensitive channel. A bulky
amphipath (lysolecithin) but not smaller amphipaths can restore this ability. The
forces in the bilayer that gate the channel resulting from the relative but simulta-
neous expansion and compression of the two monolayers have been treated in a
theoretical model by Markin and Martinac (1991).

The location of the E. coli mechanosensitive channels remains controversial,
however. Martinac and coworkers (1987, 1992; Buechner et al., 1990) argued that
MscS is located in the outer membrane for several reasons. Giant spheroplasts have
an outer membrane, visible by electron microscopy or immunofluorescent micros-
copy. It seems unlikely that the patch-clamp pipette passes through the outer
membrane and is then still able to seal onto the inner membrane. Digestion of
excised inside-out patches with lysozyme added to the bath activates the channel.
Should the channel be in the inner membrane, the peptidylglycan would have been
facing the pipette side, inaccessible to lysozyme. Also, mutational deletion of
lipoproteins that are clearly located in the outer membrane, strongly affects the
behavior of these mechanosensitive channels, as described above (Kubalski et al.,
1993). Finally, recent patch-clamp experiments on protoplasts bounded only by the
cytoplasmic membrane (Birdsell and Cota-Robles, 1967) revealed the activities of a
new set of channels but not the activities of porins, MscS or MscL (Kubalski,
Martinac, Adler, and Kung, 1992). On the other hand, Berrier, Coulombe, Houssin,
and Ghazi (1989) observed mechanosensitive-channel activities in 50% of the
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patches from liposomes incorporated with inner-membrane material but only 7% of
the patches from those incorporated with outer-membrane material and concluded
that the channel is localized in the inner membrane. However a perfect separation of
inner and outer membranes by gradient centrifugation cannot be achieved (Osborn,
Gander, Parisi, and Carson, 1972) and a direct comparison assumes the same
efficiency of incorporation of different material into liposomes and the same degree
of channel inactivation in the procedures. Berrier et al. (1989) found the mechano-
sensitive channel(s) to be of different unit conductances ranging from 140 to 950 pS.
Events of even higher conductance were observed, though rarely. The differences
between the observations by Berrier et al. (1989) and Delcour et al. (1989a), both
made on reconstituted liposomes, have yet to be resolved.

As early as the 19507, it has been observed that hypotonic shock causes E. coli to
jettison its smaller solutes and ions, while retaining its macromolecules (Britten and
McClure, 1962). The pathway has not been identified, but it clearly has an exclusion
limit. Berrier, Coulombe, Szabo, Zoratti, and Ghazi, (1992) showed that the loss of
ATP, glutamate, and lactose and K* from osmotically down-shocked cells could be
reduced by gadolinium, an ion that also blocks the mechanosensitive channels that
they maintain is located in the inner membrane. The authors concluded that this
channel is the pathway for the controlled efflux of solutes upon hypo-osmotic shocks.

Using gradient-fractionated inverted vesicles of E. coli plasma membrane fused
to planar lipid bilayers Simon, Blobel, and Zimmerberg, (1989) detected a channel
that has a conductance of 115 pS when bathed in 45 mM potassium glutamate. This
channel prefers anions over cations and was more active upon negative voltages. The
authors believe this to be a channel that conducts protein to the periplasm.

Recently, Milkman (1994) discovered a gene in E. coli that corresponds to a
protein similar to Shaker-type K* channel in size and in hydropathy plot. The
13-residue peptide that appears to line the pore (the HS region) shows 60-75%
identity with corresponding regions in various eucaryotic Shaker-type K* channels.
The presence of this gene in 15 different wild-type E. coli strains suggest that it is
functional, although its function has not yet been directly tested yet. If one can rule
out importation of this gene from eucaryotes, this finding appears to establish the
ancestry of channels with $1-S6 and H5 motif to procaryotes.

Bacillus Subtilis

Gram-positive bacteria have only one membrane, the cytoplasmic membrane. Mecha-
nosensitive channels of large conductances have also been recorded from the
membrane of Streptococcus faecalis (Zoratti and Petronilli, 1988) and Bacillus subtilis
(Zoratti et al., 1990; Martinac et al., 1992).

Conclusion

The application of a variety of techniques has clearly shown that microbes, like other
organisms, have ion channels. Although microbial ion channels have mostly been
described in terms of the currents that they support, channel proteins and their
corresponding genes have been identified for bacterial porins and mscL (the
mechanosensitive channel of large conductance). A gene predicting protein struc-
tures like the Shaker K+ channels has also been found in E. coli and several genes
apparently corresponding to eag-like cation channels have been discovered in
Paramecium. Because microbes are vastly more diverse than animals and plants, it is
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not surprising that different types of channels are encountered in different microbial
membranes.

Interestingly, voltage-gated K* specific channels seem to have evolved in all
branches of eucaryotic organisms, including plants, animals, as well as a protist, a
slime mold, and several fungi reviewed here. Voltage-gated, Ca?*-specific channels
are found in Paramecium and Dictyostelium, but not in yeasts. Voltage-gated Na*
channels have not been encountered in microbes to date. Such Na* channels might
represent an evolutionary late modification of Ca?* channels, to exploit only the
electric and not the ionic effects. To date, there have been no reports of microbial
channels directly gated by external ligands. This may not represent a lack of such
channels in microbes but the difficulty in not knowing which, among the hundreds of
possible ligands, should one present to the microbial surfaces. Gating by internal
second messengers is exemplified by four types of Ca?* gated channels in Parame-
cium. Analyses show clearly that these channels are Ca?*-calmodulin gated. This
method of gating is apparently not limited to protists, as there are strong hints that it
is also employed by higher animals. It would be interesting to see whether other types
of channel activities first described in microbes, such as a Mg2*-specific current and
hyperpolarization-activated Ca?* current, also have equivalents in higher forms.

Channel gating by stretch force in the lipid bilayer appears to be an ancient
invention. Mechanosensitive currents and/or channels are found in Paramecium,
yeasts, E. coli and other bacteria. This fact may also reflect the need of all microbes to
deal with osmotic stress. The identification of the protein and the cloning of the gene
corresponding to a mechanosensitive channel in E. coli heralds a deeper understand-
ing of the molecular basis of mechanosensation.
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Introduction

Much effort in membrane biophysics and electrophysiology during the latter half of
this century has been directed toward understanding the structure and function of
membrane channel proteins. Exquisitely sensitive methods have been developed to
measure currents that flow through a single channel and kinetics of conformational
changes that open and close these channels. Unfortunately, little is known about the
three-dimensional structure of membrane proteins because they are difficult to
isolate and crystalize; porins from the outer membrane of gram negative bacteria are
the only integral membrane channel structures that have been determined experimen-
tally (Cowan, Schirmer, Rummel, Steiert, Ghost, Pauptit, Jansonius, and Rosen-
busch, 1992; Weiss, Abele, Weckesser, Welte, Schiltz, and Schulz, 1991). Efforts to
relate function to structure were stimulated in the 1980’s by cloning and sequencing
nucleic acids that code for channel proteins, by expressing these sequences in cells
such as Xenopus oocytes, and by using sophisticated biophysical methods such as
patch clamps to measure functional properties of both normal and mutated chan-
nels. These experimental efforts for voltage-gated channels have been comple-
mented by theoretical efforts to model the structure of ion channels. The experimen-
tal and theoretical processes are iterative: initial experimental data are used to
develop preliminary models, which are then tested experimentally and often modi-
fied or refined on the basis of the new experimental results. Knowledge obtained by
comparing homologous sequences has been pivotal in developing structural models
of voltage-gated channels and in designing mutagenesis experiments to analyze their
structure-function relationships. The primary goal of this manuscript is to review
how this information is being used experimentally and theoretically.

Models of Transmembrane Topology
and Functional Mechanisms

Our first steps in modeling a membrane protein are to predict which segments span
the membrane, to predict the secondary structure of those segments, and to predict
which segments of the protein form functionally important mechanisms or sites such
as voltage sensors, activation gates, inactivation gates, ion selectivity filters, and drug
or toxin binding sites (Durell and Guy, 1992). K* channels are comprised of four
identical or homologous subunits (MacKinnon, 1991); whereas, the pore-forming
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portions of Na* and Ca?* channels are formed by a single polypeptide chain that
contains four homologous repeats (Noda, Shimizu, Tanabe, Takai, Kayano, Ikeda,
Takahashi, Nakayama, Kanaoka, Minamino, Kangawa, Matsuo, Raftery, Hirose,
Notake, Inayama, Hayashida, Miyata, and Numa, 1984; Noda, Ikeda, Kayano,
Suzuki, Takeshima, Kurasaki, Takahashi, and Numa, 1986; Tanabe, Takeshima,
Mikami, Flockerzi, Takatiashi, Kangawa, Kojima, Matsuo, Hirose, and Numa, 1987),
each of which is postulated to have a transmembrane topology similar to that
illustrated in Fig. 1. Although the schematic in Fig. 1 is based on our more recent
models of K+ channels (Durell and Guy, 1992), the general topology is almost the
same that we proposed for each repeat of sodium channels (Guy and Seetharamulu,
1986). Many features of our models were proposed originally by Numa’s group who
first determined the sequences. They postulated that each repeat has six transmem-
brane segments, which they labeled S1-S6, that the positively charged S4 segment
acts as the voltage sensor for activation gating (Noda et al., 1984; Noda et al., 1986),
and that the segment linking homologous repeat III to IV forms the Na* channel’s
inactivation gate (Noda et al., 1986). Our primary contribution was an unorthodox
hypothesis that a sequentially short segment between S5 and S6, which we now call
the P segment (also called SS1-SS2 and HS5), forms a hairpin structure that
transverses the outer part of the transmembrane region and that forms the ion

Figure 1. Postulate transmembrane
topology for one voltage-gated chan-
nel subunit (K* channel) or homolo-
gous repeat (Na* and Ca?* chan-
nels). Cylinders represent a helices.

selective portion of the pore. Although this model was entirely hypothetical when
proposed, many of its features have been confirmed experimentally. There is now
evidence that each of the putative extracellular loops of K* channels are exposed on
the extracellular surface (Chua, Tytgat, Liman, and Hess, 1992; MacKinnon and
Yellen, 1990; Shen, Chen, Boyer, and Pfaffinger, 1993), that the NH,- and COOH-
terminal ends are on the cytoplasmic side of the membrane (Liman, Tytgat, and
Hess, 1992; Zagotta, Hosti, and Aldrich, 1990), and that the central part of the P
segment is accessible to tetraethylammonium (TEA) which enters and blocks the
pore from the inside (Choi et al., 1993; Hartmann et al., 1991; Yellen et al., 1991).
Fig. 2 is a schematic representation of our predictions (Guy, 1988; Guy and
Seetharamulu, 1986) about which sequential segments of Na+* channel proteins form
functional sites or mechanisms previously postulated by membrane biophysicists.
Activation gating had been postulated to be triggered by movement of several
charged “voltage sensors” through the membrane’s electric field (Armstrong, 1981).
The S$4’s were postulated to be the voltage sensors because they have an unusual
pattern of positively charged residues at every third position separated by hydropho-
bic residues. $4’s were placed in the transmembrane region so they could respond to
voltage changes. The activation gate had been postulated to occlude the cytoplasmic
entrance of the pore when the channel closed and then to move out of the way when
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it opens (Armstrong, 1981; Hille, 1977). The segments linking S4’s to S5’s were
postulated to be the activation gate because they are linked to S4 and because they
were located near the cytoplasmic channel entrance in the model. The channel’s ion
selective region or “selectivity filter”” had been postulated to be a narrow negatively
charged region near the pore’s extracellular entrance (Armstrong, 1981; Hille, 1975).
The P segments were postulated to form the selectivity filter because their negatively
charged residues could balance some of the positively charged residues of S4 and
because they could form a narrow region near the pore’s extracellular entrance.

Sy '
INACTIVATION
GATE

RESTING INACTIVATED
Figure 2. Early model postulating which segments of Na* channel sequences form previously
postulated mechanisms or binding sites. Postulated binding sites for tetrodotoxin (77X), w
conotoxin (pCTX), local anesthetics (LA4), pancuronium (Par), batrachotoxin (BTX), and a
scorpion toxin (a«ScTX) are shown in black. Predictions that have been confirmed or supported
experimentally are that the voltage sensors are formed by S4’s, the inactivation gate by the
segment linking repeat I1I to repeat IV, the selectivity filter by P’s, and the TTX binding site by
charged residues near the ends of the P’s. Reproduced from Guy (1988).

Tetrodotoxin (TTX) and saxitoxin (STX) had been postulated to block the extracel-
lular entrance of Na* channels and bind to negatively charged carboxyl groups
(Hille, 1975). The COOH-terminal ends of the P segments were postulated to form
these toxin binding sites because they have an appropriate charge and location in the
model. The inactivation gate had been postulated to be a positively charged protein
moiety that enters and blocks the intracellular entrance to the pore when the channel
is in an open or activated conformation (Armstrong, 1981). The cytoplasmic segment
linking homologous repeats III to IV was postulated to form the inactivation gate
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because this positively charged segment is well conserved between eel and rat brain
Na* channels (Noda et al., 1986) and could be located near the cytoplasmic channel
entrance in the models.

The predictions that the P segments form the ion selective portion of the pore
and binding sites for toxins have been verified for both Na* and K* channels.
Mutations of the charged residues near the COOH-terminal ends of the Na*
channel’s P segments alter channel conductance, selectivity, and blockade by TTX
and STX as anticipated by the model (Noda et al., 1986; Pusch, Noda, and Conti,
1991; Terlau, Heinemann, Stiihmer, Pusch, Conti, Imoto, and Numa, 1991). Muta-
tions near the beginning and end of the P segment of K* channels affect blockade of
the pore from the outside by TEA and charybdotoxin (MacKinnon and Yellen,
1990), mutations near the middle affect blockade of the pore from the inside by TEA
(Choi et al., 1993, Hartmann et al., 1991; Yellen et al., 1991), and mutations of
glycines in the latter part of P eliminate the selectivity of the pore (Heginbotham, Lu,
Abramson, and Mackinnon, 1994).

A strategy that has proven effective in analyzing P segments is to identify
homologous proteins with known sequences that have different pore properties and
then demonstrate that those properties can be transferred by mutating residues of
the P segment of one protein to aligned residues of the other protein. One position of
the alignment of P segments is occupied by glutamic acid in all four homologous
repeats of the Ca?* channel o subunit; whereas, in the Na* channel it is occupied by
glutamic acid in repeat I, by aspartic acid in repeat II, by lysine in repeat III and by
alanine in repeat IV. Heinemann, Terlau, Stithmer, Imoto, and Numa (1992) showed
that mutating the lysine and alanine to glutamic acid in Na* channels created a
channel with pore properties very similar to those of Ca?* channels. Cardiac Na*
channels are much less sensitive to TTX than other Nat+ channels and are blocked by
Zn?* at much lower concentrations. Cardiac channels have a cysteine at a position
just preceding the COOH terminal of the P segment of repeat I; the analogous
position is occupied by phenylalanine or tyrosine in most other Na* channels.
Mutating the phenylalanine or tyrosine to cysteine dramatically decreases blockade
by TTX or STX and increases blockade by Zn?*; whereas, mutating the cardiac
cysteine to phenylalanine or tyrosine has the opposite effect (Backx, Yue, Lawrence,
Marban, and Tomaselli, 1992; Heinemann, Terlau, and Imoto, 1992; Satin, Kyler,
Chen, Bell, Cribbs, Fozzard, and Rogart, 1992). The first part of the P segment of
cation-selective cyclic nucleotide-gated channels is quite similar to the analogous
sequence of K* channels. However, the latter part of the P segment is very different
in the two families; in fact, a deletion occurs in the latter portion of the cyclic
nucleotide-gated channel P segment (Guy, Durell, Warmke, Drysdale, and Ganetzky,
1991). Heginbotham, Abramson, and MacKinnon (1992) deleted a glycine and
tyrosine in the Shaker K* channel at the position of the apparent natural deletion
and found that the properties of the mutated pore resembled those of the cyclic
nucleotide channel; i.e., it was permeant to both Na* and K* and was blocked by
relatively low concentrations of Ca?*. Stiihmer, Rupperberg, Schroter, Sakmann,
Stocker, Giese, Perschke, Baumann, and Pongs (1989b) identified a series of rat K*
channels with very different affinities for extracellular blockade of the pore by TEA
(TEA blocks K* channels at two distinct sites, one accessible from the outside and
one accessible from the inside). MacKinnon and Yellen (1990) showed that these
binding affinities could be duplicated quite well by mutating a residue near the end of
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the P segment in Shaker K* channels from Drosophila to the residue at the
corresponding position in the rat channels. Hartmann et al. (1991) identified two K*
channels, Drkl and Ngk2, with different single channel conductances and different
affinities for blockade by both intracellular and extracellular TEA. They then
performed a chimera experiment in which the P segment and some adjacent residues
of Drk1 were mutated into the Ngk2 sequence and the analogous segment of Ngk2
was mutated into the Drk1 sequence. They found that all three properties of the pore
of the Ngk2-Drk1(P) mutant were identical to those of the Drkl channel, and
likewise that all properties of the Drk1-Ngk2(P) chimera were identical to those of
the Ngk2 channel.

Our predictions concerning the activation and inactivation gating mechanisms
have also been supported by mutagenesis experiments. Almost all mutations in S4’s
of Na* and K* channels alter activation gating and those that reduce the magnitude
of the positive charge tend to reduce the voltage dependency of the gating (Papazian,
Timpe, Jan, and Jan, 1991; Stiithmer, Conti, Suzuki, Wang, Noda, Yahagi, Kubo, and
Numa, 1989a). Mutations and antibody binding to the segment linking repeats 111
and IV of Na* channels alter inactivation (Papazian et al., 1991; Vassilev, Scheuer,

SHAK SIPDAFWWAVVTMTTVGYGDMTP Figure 3. Sequences of P segments
SLO SYWICVYFLIVIMSTVGYGDVYC from distantly related K* channels
ECO SLMTAFYFSIETMSTVGYGDIVP, . .
ROMK1 GMTSAFLFSLETOVTIGYGFREV and a cyclic nucleotide-gated chan-
EAG MYVTALYFTMTCMTSVGFGNVAA nel. Sequences are from Tempel et al.
KAT1  RYVTALYWSITTLTTTGYGDFHA (1987); Kaupp et al. (1989); Atkinson
CGMP  KYVYSLYWSTLTLTTIG--ETPP et al. (1991); Warmke et al. (1991);
Pl P5 P10 P15 P20 Anderson et al. (1992); Ho et al.

(1993); Kubo et al. (1993); and Milk-
man and McKane Bridges (1993). Segments are numbered beginning with the first proline and
ending with the last proline in the Shaker P segment. Residues in bold occur in three or more
sequences.

and Catterall, 1988). Mutagenesis experiments have also identified an inactivation
segment at the NH,-terminal of some K* channels and have shown that peptides
with the sequence of, or similar to, this segment can mimic inactivation by plugging
the intracellular entrance of the pore (Zagotta et al., 1990). Remarkably, a peptide
with the sequence of the putative Na* inactivation gate can also mimic the effect of
the K+ inactivation particle; i.e., it can restore inactivation to K* channels that do not
inactivate (Patton, West, Catterall, and Goldin, 1993), even though the K* and Na*
inactivation segments exhibit no apparent homology.

The hypothesis that the P segment forms the ion selective portion of the pore
and spans only the outer portion of the membrane was contrary to the prevalently
held view that, because the membrane lipid alkyl region is extremely hydrophobic,
most transmembrane segments of integral membrane proteins are hydrophobic
alpha helices that span the entire transmembrane region and that they are oriented
approximately orthogonally to the plane of the membrane. In my view, this postulate
is likely to be valid for membrane proteins, such as the photosynthetic reaction
center and bacteriorhodopsin, in which all transmembrane segments are exposed to
lipid and which do not have water-filled pores. It is not true for porins, for which the
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transmembrane segments are beta strands, many of which have polar side chains that
extend into the large water-filled pore (Cowan et al., 1992; Weiss et al., 1991). For
voltage-gated and homologous channels, the hydrophobic helix hypothesis is likely to
be valid for the faces of those helices that are in contact with lipid; however, these
large proteins probably have additional transmembrane or partially transmembrane
segments that have no contact with lipid and that are partially exposed to water. The
physio-chemical constraints for these segments may be similar to those of segments
in soluble proteins because their residues are involved only in protein—protein and
protein-water interactions. If this supposition is correct, segments that form the
narrowest part of the pore need not span the entire membrane, they need not be
orthogonal to the plane of the membrane, they need not be comprised almost
exclusively of hydrophobic residues, and they need not have regular secondary
structures such as alpha helices or beta strands. The difficulty with this view in
modeling membrane protein structures is that it is very difficult to distinguish on the
basis of a single sequence alone whether a particular segment forms part of the
central core of the transmembrane portion of the protein or is part of an extracellular
or intracellular domain. Our initial model, thus, was not based on an objective
method to distinguish between these possibilities, but rather was based on a
subjective effort to construct a structure that contained most of the functional
features that had been proposed previously for Na* channels. The initial model was
based upon a single sequence. Had we had the sequence information that is now
available, our task would have been much easier and the model would have been
much more compelling. To identify the ion selective region one simply needs to align
all the homologous sequences and then identify the segment that is conserved best
among the channels that have the same ion selectivity but that is poorly conserved
when sequences of channels with different ion selectivities are compared. Thus,
information obtained by comparing homologous membrane proteins may prove
valuable in identifying functionally important portions of proteins that have
“unorthodox” transmembrane topologies.

Using Homology in Developing Three-dimensional
Molecular Models

When the models described above were first proposed, many scientists thought that
subjective unorthodox structural models were unlikely to be of value and that results
of mutagenesis experiments in the absence of detailed structure would not be
interpretable. These fears have proved groundless. Mutagenesis experiments have
been very effective in verifying many features of voltage-gated channel models, and
the models have been valuable in designing the mutagenesis experiments. The
unresolved issues now deal more with precision than with validity. It is one thing to
accurately predict the transmembrane topology of a protein or to predict which
segments will be involved in a particular process and to use mutagenesis experiments
to test these predictions; it is quite another to accurately predict the precise positions
of all the atoms of a large protein in its different conformations, to predict precisely

how these atoms interact with those of drugs and toxins that affect the channels, to
~ predict exactly how the atoms determine which ions pass through the pore and how
fast they can do so, and to use mutagenesis experiments to test these predictions. It
seems unlikely that it will be possible soon to combine results of mutagenesis
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experiments with molecular modeling to determine three-dimensional structures of
voltage-gated channels with the precision and certainty that would be obtained from
a high resolutions crystal structure. Nonetheless, these less precise methods should
be continued because: (a) it is not clear if and when crystal structures of these
channels will be solved; (b) it should be possible to use mutagenesis experiments and
molecular modeling to improve our knowledge of these proteins, perhaps to the
point that rational drug design can be used for some specific sites on the protein; (c)
the knowiedge gained through these experiments may help in isolating and crystalliz-
ing the proteins in a stable functional conformation; and (d) once a static crystal
structure is determined, the mutagenesis results and molecular modeling techniques
developed in this effort may help in understanding the protein’s dynamic functional
mechanisms and may help in modeling the structure of many homologous proteins
from one or a few experimentally determined structures.

POORLY CONSERVED IN SUBFAMILY

WELL CONSERVED
IN SUBFAMILY

ACTIVE SITE
WELL CONSERVED
N SUPERFAMILY

Figure 4. Schematic representation for how the best conserved residues among distantly
related proteins tend to cluster together around functionally important sites and tend to be
surrounded by successive layers of less well conserved residues in (4) water soluble proteins
and (B) in ion channels.

In developing three-dimensional models of large integral membrane proteins
such as the voltage-gated channels, we attempt to satisfy a series of criteria, e.g., we
attempt to optimize residue-residue, residue-water, and residue-lipid interactions
based on the physiochemical properties of the residues, we use helix packing theory
if the transmembrane segments appear to be helical and theories about beta sheets
and/or beta barrels if they appear to be beta strands, and we attempt to make our
models consistent with available structural and/or functional data. Unfortunately,
these criteria, which have been review elsewhere (Durell and Guy, 1992; Guy, 1988,
1990; Guy and Conti, 1990), are typically insufficient to develop a unique model of
the protein’s general folding pattern.

Additional information can be obtained by comparing homologous sequences
that are different evolutionary distances apart and for which different functional
features have either been conserved or altered. Fig. 4 illustrates some of the basic
concepts that we use in developing models based on the extent of conservation for
each position in an alignment of a protein superfamily that share a common
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functional property. In this analysis, we assume that the most highly conserved
residues will cluster together at a functional site or sites shared by all members of the
superfamily. Furthermore, the extent to which residues are conserved will decrease
as a function of distance from the active sites and will increase as a function of
distance into the protein’s core form its surface. These concepts appear valid for both
soluble and membrane proteins. In the globin superfamily and proteins homologous
to bacteriorhodopsin, the best conserved residues cluster around the functionally
essential heme or retinal group, the least well conserved residues are on the proteins
surface that is furtherest from the active site, and most insertions and deletions are in
the loop regions between alpha helices or at the beginnings and ends of the helices
(personal observation, see Fig. 5). Although three-dimensional structures are not
known for voltage-gated channels or protein’s homologous to them, analyses of their
sequences suggests that the same types of evolutionary phenomena occur. K*
channels represent an ancient and highly diversified superfamily of membrane
channels from which nonselective cyclic nucleotide-gated and voltage-gated Ca?*
channels have evolved (voltage-gated Na* channels evolved from Ca?* channels).
Many sequences are now known for K* channels; these include voltage-gated,
calcium-activated, plant, bacterial, and Mg?*-blocked inward rectifying channels.
Comparisons of the distantly related families of K* channels indicate that the P
segments are the best conserved. In fact, they are the only segments that can be
aligned reliably; the inward rectifying channels that are blocked by Mg?* have no
segments homologous to S1-S4, and comparisons of alignments of S1-S6 (excluding
P) between the other families reveal no two consecutive residues that are identical.
In addition to assisting in identifying the ion selective portion of the pore, sequence
comparisons may aid in modeling its three dimensional structure. When sequences
of voltage-gated and calcium-activated K+ channels are compared, no residues are
identical in the first and last part of P, whereas, 9 out of 10 residues are identical in
segment P9-P18 (see numbering nomenclature in Fig. 3). This pattern suggests that
P9-P18 is the most important part of P for ion selectivity, however, it provides little
information about how this segment may fold. Comparison of more distantly related
sequences is useful in this respect. In this segment the Mg?*-blocked inward
rectifying channels (e.g., ROMKI1) have only five residues (two threonines and then a
Gly-Tyr-Gly segment) that are identical to those of voltage- and calcium-gated K+
channels. Some of the differences are very nonconservative substitutions; hydropho-
bic Vpg, Mpy;, and Mpg or Vpyy are replaced by hydrophilic Glu, Gln, and Arg
residues and the negatively charged Dpyg is replaced by a hydrophobic Phe residue in
ROMKI. The two threonines are conserved in nonselective cyclic nucleotide-gated
channels as well, which suggests that they are conserved for reasons unrelated to ion
selectivity. Also the two threonines and tyrosine are replaced by serine, cystine, and
phenylalanine in Eag K+ channel, leaving the two glycines as the only residues that
are identical in all sequences. These results suggests that the two glycines may be the
most important residues in determining the channels selectivity for K+. This supposi-
tion has been supported by mutagenesis experiments. Heginbotham et al. (1994)
mutated every position of the highly conserved portion of the Shaker P segment (one
substitution at a time) and found that, with the exception of the two glycines, every
position can be mutated without substantially altering the channel’s selectivity for K+
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Figure 5. Illustration of the distributions of residues in bacteriorhodopsin according to how
well they are conserved among bacteriorhodopsin and eleven of its homologues. (4)
Cross-section parallel to the membrane. (B-F) Side views illustrating the “layering” of
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over Na*; however, almost any substitution at either Gly position makes the pore
relatively nonselective among cations.

These findings have important implications about the structure of the ion
selective portion of the pore. The mutagenesis results suggest that no side chain is
essential for K+ selectivity and that the highly conserved glycines are involved. If so,
then K+ selectivity may be due to interactions with backbone carbonyl groups in the
highly conserved portion of the P segments. Circular dichroism experiments on
peptides with the sequences of the Shaker P segment indicate that in apolar solvents
the first part of P has an alpha helical conformation, whereas the latter part, that
includes the highly conserved glycines, has a disordered conformation (Peled and
Shai, 1993). In soluble proteins, the most highly conserved glycines tend to be buried
in the protein and have backbone conformations that are energetically unfavorable
for other residues (Overington, Donnelly, Johnson, Sali, and Blundell, 1992). If this
is true for K* channels, then the portion of the pore that determines ion selectivity
does not have a regular alpha helical or beta strand conformation. These findings and
suppositions have led us to develop models in which the first and last parts of P form
short alpha helices that are connected by the best conserved part of P which has a
more random conformation. The major difficulty with these models is that glycines
which are not part of an alpha helix or beta strand introduce a great deal of
conformational freedom into the structure, and it has proven difficult to identify a
unique structure that best satisfies the experimental results and our modeling
criteria. One of these models is illustrated in Fig. 6. In these models, backbone amide
oxygens of the conserved glycines are postulated to interact with K* ions to form the
ion selective portion of the pore. K* channels possess several, perhaps four, K*
binding sites in their pore (Neyton and Miller, 1988). One way that these sites could
be formed by the backbone carbonyl oxygens of only a few residues per subunit is
illustrated in Fig. 6 e.

The models have also been influenced by results of mutagenesis experiments on
blockade of the pore by TEA at both the extracellular and intracellular entrances of
the narrow portions of the pore. Results of these experiments are illustrated in Fig. 6
d. The model was constructed so that the green residues, where mutations affect
blockade by extracellular TEA (De Biasi et al,, 1994; Hartmann et al., 1991;
MacKinnon and Yellen, 1990), are accessible from the outside and so that the cyan
residues, where mutations alter blockade by TEA from the inside (Choi et al., 1993;
Hartmann et al., 1991; Yellen et al.,, 1991), are accessible from the inside. P20
residues from the four subunits were positioned near the extracellular entrance so
that when tyrosine or phenylalanine are present, their aromatic groups can form
much of the TEA binding site (Heginbotham and MacKinnon, 1993). The mutation
(DeBiasi et al., 1994) of residue P9 to histidine is especially interesting because it
alters blockade by extracellular TEA, pH, zinc, and histidine reagents even though it
is near the middle of the P segment and only two residues away from the first position
where mutations alter the blockade by intracellular TEA. This result supports our
contention (Durell and Guy, 1992; Guy, 1988, 1990; Guy and Conti, 1990; Guy and

less well conserved residues around the conserved core. Color code: green = retinal group,
yellow = no substitutions, orange = one substitution, red = two substitutions, magenta =
three substitutions, blue = four or more substitutions. Coordinates obtained from Protein
Data Bank, model in Henderson et al. (1990).
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Figure 6. Models of Shaker K* channel P segments. (4) Monomer. View is from inside the
channel looking toward the lipid, top is outside the cell. Black tubes are backbones of o
helices; white tubes are random coil backbone. Side chain color code: gray = alkyl carbons,
purple = aromatic carbons, pink = uncharged oxygens, red = negatively charged oxygens,
light blue = uncharged nitrogens, yellow = sulfurs. (B) Assembly of four P segments to form
outer vestibule and ion selective region of the channel; view form outside the cell. (C)
Cross-section of outer vestibule and ion selective region showing two P segments. View is the
same as in 4 except monomers are rotated by 90° about the pore’s axis. Residues are colored
coded as in Fig. 5 according to how well they are conserved among distantly related K*
channels. (D) Side view of P segments illustrating residues where mutations alter TEA binding
from outside (MacKinnon and Yellen, 1990; Hartmann et al., 1991; DeBiasi et al., 1993)
(green) and inside (Yellen et al., 1991; Hartmann et al., 1991; and Choi et al., 1993) (cyan) the
cell. (E) Side view of putative random coil segment illustrating how several K+ binding sites
may be formed by only a few residues. All backbone atoms are shown. Color code: cyan =
potassium ions, pink = uncharged oxygens of backbone or side chain, red = negatively
charged side chain oxygens, light blue = uncharged nitrogens, red dashed lines = salt bridges,
black dashed lines = hydrogen bonds. The lining may be quite flexible and have this
conformations only when a K* is at each site.
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Seetharamulu, 1986) that the P segments do not span the entire transmembrane
region, but rather form a narrow ion selective region in the outer half of the
transmembrane region, and that a larger pore is formed through the inner half of the
transmembrane region by other segments.

Comparisons of voltage-gated K* channel sequences reveal that most insertions
and deletions occur in putative loop regions between helices and in the NH,- and
COOH-terminal segments that precede S1 and follow S6. The putative transmem-
brane S1-S3 helices exhibit a pattern of “unilateral conservation” in which the more
hydrophobic helical face is poorly conserved and the opposite, more polar face, is
well conserved (Guy, 1988). The presence of this type of pattern has been inter-
preted as indicative of a transmembrane alpha helix that is positioned with its poorly
conserved hydrophobic face in contact with lipid and its more polar well conserved
face in contact with other protein segments or forming part of the pore’s lining (Guy,
1988, 1990; Rees, DeAntonio, and Eisenberg, 1989). These unilateral conservation
patterns may thus be used in three-dimensional modeling in much the same way that
one uses the edge pieces of a jigsaw puzzle; i.e., they allow one to identify the surface
segments and orient these segments relative to the lipid-protein interface. In our
tentative models that include all transmembrane segments, there are three concen-
tric layers of proteins around the axis of the pore; S1-S3 and to a lesser extent S5
form the outer layer, S4 and S6 form the next layer, and for the extracellular half of
the transmembrane region the P segments form the inner layer. In modeling Mg?+
blocked inward rectifying channels the outer layer is formed by two helices from each
subunit that are probably homologous to S5 and S6 of the other channel proteins and
the inner layers are formed by the P segments.

The relationship described above between the extent of sequence conservation
and the spacial distribution of residues is valid only for proteins that share a common
function which is localized to a specific region of the protein; e.g., ion selectivity (K*
channels), light absorbtion (bacteriorhodopsin), or oxygen binding (globins). Al-
though voltage-gated K* channels are more closely related to voltage-gated Na* and
Ca?* than they are to some other K* channel families, the P regions are poorly
conserved when K* channel sequences are compared to those of Na* and Ca?*
channels. Likewise; plant and Eag K* channels are more closely related to cation-
selective cyclic nucleotide-gated channels than to some other types of K+ channels.
In this case, the first part of P, which in our more recent models forms an alpha helix,
is well conserved between the K* and cyclic nucleotide-gated channels, whereas
there is a deletion of one or two residues and no sequence identity in the latter
portion, which is postulated to determine selectivity.

The information obtained by comparing distantly related sequences in the
approach described above relies primarily upon identifying those positions that are
well conserved in the multiple sequence alignment. Additional information for
three-dimensional modeling can be obtained by comparing interactions between
residues that are not well conserved. A basic assumption of this approach is that the
general folding pattern is essentially the same for those portions of the proteins that
can be aligned unambiguously and that do not have insertions and deletions in the
alignment. In developing the models, we attempt to optimize favorable residue-
residue interactions (e.g., disulfide bridges, salt bridges, hydrogen bonds between
side chains, aromatic-aromatic interactions), residue-water interactions (polar side
chains on the water accessible surface), and residue-lipid interaction (hydrophobic
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residues exposed to the alkyl chain portion of the membrane, positively charged
residues at the cytoplasmic lipid head group region, aromatic side chains at the
extracellular head group region). These interactions should be satisfied equally well
for portions of all homologous proteins that have the same general folding patterns.
Thus, we favor models for which this postulate is valid. Compensatory substitutions
may be especially informative in this regard; e.g., a hydrophobic-hydrophobic
interaction in one protein may be replaced by a salt-bridge interaction in an
homologous protein.

Summary

Molecular modeling and mutagenesis analysis of voltage-gated channels have suc-
ceeded in identifying much of the topology of the proteins and in identifying which
sequential segments are involved in functional mechanisms such as activation gating,
inactivation gating, ion selectivity, and ligand binding. Efforts are currently underway
to use these methods to model the protein structure and functional mechanisms
more precisely. The experimental and theoretical efforts are dependent to a consid-
erable extent upon information obtained by comparing homologous sequences.
Although the fine details of models developed in this manner are unlikely to be as
correct as models developed from x-ray crystallography and NMR, they still may
contribute substantially to our understanding of the structure and function of these
important proteins.
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Summary

Cnidarians and ciliate protozoans represent evolutionary interesting phylogenetic
groups for the study of K+ channel evolution. Cnidaria is a primitive metazoan
phylum consisting of simple diploblast organisms which have few tissue types such as
jellyfish, hydra, sea anemones, and corals. Their divergence from the rest of the
metazoan line may predate the radiation of the major triploblast phyla by several
hundred million years (Morris, 1993). Cnidarians are the most primitive metazoans
to have an organized nervous system. Thus, comparing K* channels cloned from
cnidarians to those cloned from more advanced metazoans may reveal which types of
K* channel are most fundamental to electrical excitability in the nervous system. In
contrast, channels in ciliate protozoans such as Paramecium may not have been
designed to send electrical signals between cells, but simply to control the behavior,
such as an avoidance reaction, of a single cell. Hence, comparing cloned Paramecium
K* channels to K* channels cloned from cnidarians and other metazoans may reveal
which types of K* channel are most fundamental to electrical excitability in eukary-
otes, and which K* channels are specialized for neuronal signaling.

Potassium channels are involved in a diversity of tasks and are universally
present in eukaryotes. K* channels set the resting membrane potentials of most
metazoan and protozoan cells and are fundamental components of membrane
electrical activity in virtually all eukaryotic systems. These channels control the
shape, duration and frequency of metazoan action potentials and are known to
participate in the action potentials of protozoans, fungi and plants as well (Hille,
1992). Voltage-clamp recordings have shown that a various assortment of voltage-
gated K+ channels as well as Ca?*-ac