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PREFACE

B. R. BRINKLEY and KEITH R. PORTER, Editors

This volume brings together most of the papers presented in twenty-two of the
symposia at the First International Congress on Cell Bioclogy, convened in Bos-
ton, September 5th to 10th, 1976. Because the topics selected for the symposia
are among those most actively discussed and studied at the present time, this
book becomes a historic document of cell biology in 1976. Future scholars
should find it a valuable source of information from a period during which cells
became the objects of intensive investigation. Naturally, we hope that subse-
quent Congresses will find in this publication a precedent which they will choose
to follow, so that in the decades to come we shall have a continuous summary
of our progress toward understanding the cell.

The various symposia topics were selected by the Program Committee
many months before the meeting and after thorough discussion of what would
be important and interesting in September, 1976. They also selected the sym-
posia chairpersons, who, in their turn, invited speakers and then marshaled
them and their papers before the Congress at the scheduled time and place.
Great meetings depend on the efforts of great people, and we were fortunate
to find so many among our Committee members who were willing and eager
to help in organizing this meeting. We are especially grateful to these men and
women, for without their cooperation the Congress would have been less suc-
cessful and production of this volume would have been quite impossible.

We wish that we might have published in book form many of the other
papers presented during the scientific sessions and workshops, but the magni-
tude of the task and the expense would have been prohibitive. Fortunately,
abstracts of contributed papers and posters are preserved in the August, 1976,
issue of The Journal of Cell Biology.

The opening ceremony of this Congress included speeches by distinguished
guests and the presidents of the American Society for Cell Biology, which or-
ganized the meetings, and the International Federation for Cell Biology, which
sponsored the Congress. George Palade and Daniel Mazia have generously pro-
vided us with the texts of their remarks for inclusion in this volume. They speak
to the organization of cell biologists on a worldwide scale and remind us that
cell biology has come of age and looks toward new horizons for exploration in
the domains of structural organization and functional integration within cells.

Congresses, including published records of this kind, require an immense
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effort on the part of a few people. To these, the Organizing Committee and Pro-
gram Committee extend sincerest thanks. For the assembly and editing of this
book, we are especially grateful to Raymond B. Griffiths, Executive Editor of
The Journal of Cell Biology, and to Helene Jordan and William A. Bayless of
The Rockefeller University Press.

Though anticipating an acceleration in the tempo of discovery, we hope
that this volume on cell biology in 1976 will remain relatively current until the
next Congress in 1980. As we go to press, we learn that that meeting will be
sponsored by the European Cell Biology Organization (ECBO) and will be
held in Berlin.

Like the Boston Congress, it will acknowledge support from both public
(government) and private agencies and foundations. Without the help and in-
terest of those individuals who are instrumental in awarding the benefactions of
such institutions, we would not enjoy the freedom to sense these things as they
are and to record our findings in volumes such as this.
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GREETINGS TO THE CONGRESS

From The American Society for Cell Biology

GEORGE E. PALADE, President

Distinguished guests, fellow cell biologists, ladies and gentlemen:

On behalf of the Council and membership of The American Society for Cell
Biology I would like to welcome you to the First International Congress on Cell
Biology, which is also the 17th Annual Meeting of our Society.

We are greatly honored to be the hosts of our colleagues from abroad on this
unique occasion, which stands a good chance of being remembered for many
years to come. We feel particularly honored, as we recognize among our guests
50 many pioneers and so many outstanding scientists.

We are also happy to meet again many of our American colleagues and to
see that the frequency of young, fresh faces is increasing.

With the help of many of you, our program committee has endeavored to
provide a copious scientific fare — four full days of science — which, I hope,
you will find interesting and exciting, although perhaps exhausting.

Our local arrangements committee has worked out a program that gives you
a chance to see some of the memorable sites of this city so deeply involved in the
history — political and intellectual (scientific included) — of this country. The
committee has also succeeded in introducing into the program a few divertise-
ments and a few social and political intermezzos, destined to show you how we
live on festive occasions, and how we converse with our political leaders in an
election year,

Speaking to our foreign guests, I am sure that many members of our Society
would be happy to act as your guides through the intricacies of this city and the
complications of our daily life, and to serve as translators, if need be, from the
English of Boston to that of dictionaries, or vice versa.

In the vast domain of life sciences, cell biology is a field reborn. It came back
to life about 25 years ago after half a century of quiescence. In this relatively
short time, it has become a central field in basic biological sciences, thanks to
the work done by you, your friends, your collaborators, and your competitors.

Modern cell biology deserves credit not only for the mountain of new infor-
mation it has produced in its short history, but also — and especially — for two
major accomplishments of broad and lasting impact. First, modern cell biology
has established that the common basis of biological organization extends far
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beyond the molecules of biochemistry through the levels of macromolecular
assemblies and cell organs up to the cell itself. The cell theory has been with us
for more than 130 years, and the universality of the biochemical basis of life has
emerged as a basic concept during the last three or four decades. But the univer-
sality of whatever exists in biological organization between molecules and cells
was neither assumed nor predicted. It emerged directly and progressively from
the evidence collected over the last 25 years. This applies to the universality of
ribosomes in all cells as a counterpart to the universality of proteins and protein
synthesis, and it also applies to the universality of mitochondria in eukaryotic
cells as an expression of the generality of oxidative phosphorylation and ATP
utilization. The list can be easily extended: it includes, in fact, all important cell
organs and practically all types of macromolecular assemblies. At the level of
subcellular components, all basic bioengineering patterns are surprisingly sim-
ilar throughout the biosphere — an impressive example of biological conserva-
tism or, in other words, a clear expression of the stringency of the conditions
that prevailed at the beginning of biological evolution. Each cell organ, as well
as the cell itself (in its two main variants), appears today as the epitome of a
unique formula, fashioned, tested, and perfected in early evolution and per-
petuated forever after with only minor variations.

It is this extension of the common basis of biological organization from
biochemistry all the way up to cells that has made cell biology, as well as its close
neighbor molecular biology, the common ground and the starting base for all the
other branches of biology that deal with either organisms or disciplines.

The other major achievement has been bridging the gap that, until recently,
separated structural studies from biochemical or physiological inquiries. During
the last two decades we have witnessed a progressive merging of once-separate
disciplines, we have broadened our horizons, and have arrived at a syncretic,
comprehensive, reasonably well-integrated view of biological organization. His-
torically, syncretic movements are periods of great advance,”times when dis-
parate pieces of information or isolated concepts merge into enlightenment. We
have been involved successfully in such a movement; in fact, we are still moving
with it. We can look back at what we have succeeded in adding to human
knowledge and we can be reasonably pleased with our performance, but we
should forget neither our predecessors who set many of the premises from which
we started, nor our colleagues from other fields of science who provided us with
most of the technology and many of the concepts we have used in our explora-
tions.

Perhaps I should mention that the bridging of the gap and the disappearance
of traditional boundaries have also cost us some losses. Like the old kingdom
of Spain, we have lost, to some enterprising late-comers, quite a number of
attractive provinces on which our standards were originally planted. The mito-
chondria have been virtually annexed by the biochemists, and the ribosomes
have been taken over almost entirely by molecular biologists. But, as long as we
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are still experiencing a period of relative scientific affluence, it gives us a good
feeling to know that we have contributed to the prosperity of other branches of
biology, irrespective of their own state of development.

If we consider the future, we should realize that the differences between us
and our neighbors — the molecular biologists and the biochemists — will fur-
ther decrease, because our tendency is to become more molecular and their
tendency, in turn, is to become more cellular. This is simply an indication of the
character of the interesting problems of the foreseeable future, and of the means
by which they will be solved.

We should also realize that the period of discovery and initial exploration in
cell biology is practically over, and that the old idea of integrating structure,
biochemistry, and function for each subcellular component considered in iso-
lation, though still valid, is no longer sufficient. The interest is already shifting
toward regulatory mechanisms operating over the whole domain of cellular
organization and integrating the activity of each cell organ within the overall
activity of the cell.

Recent investigations on the regulation of cholesterol synthesis in human cells
suggests that the mechanisms at work involve different molecules in a number of
different cell compartments, which means that control in this case has to be
studied and understood as a problem in cell biology, rather than in traditional
biochemistry.

Work on regulatory mechanisms, especially in eukaryotic cells, promises to
be hard, intellectually exciting, and socially useful. It may well provide the key
for a better understanding, and eventual control, of some of the major health
problems of our times, such as cancer, vascular disease, and mental diseases,
because in each of them some basic regulatory mechanisms seem to be at fault.

When we arrive at a reasonable understanding of cell-wide regulatory mecha-
nisms, cell biology will be directly and immediately relevant to a number of
major targets in disease control and health improvement. But we are not yet
there, and neither our sincere desire to be useful nor the repeated proddings of
our target-minded institutions will bring us there in the absence of a critical
amount of knowledge about the nature of these regulatory mechanisms and of
the ways in which they operate. ‘

Like many other active fields of science, the cell biology of today is the result
of the endeavors of many scientists from many countries; it has been and it will
remain a truly international or supranational venture. We have, of course,
national and regional societies which are used as a means of communication
within smaller groups. But it would be misleading and unrealistic to put much
stress, or any stress, on national contributions. To take the example of our own
society, with which T am quite familiar, our membership is already multinational
by law or by extraction and, in developing our work, we have learned from col-
leagues from at least four other continents and too many countries to allow
precise counting. In turn, I am sure, they have learned from us.
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The Federation of Societies for Cell Biology is a move in the right direction.
Perhaps we can improve our international channels of communication by mak-
ing available to the members of the federated socicties as many national meetings
as possible. On behalf of The American Society for Cell Biology I would like to
propose that such a move be considered.

This First International Congress has some special human connotations which
deserve to be brought forward. Our history is short. It started with a few centers
that have generated a relatively small number of scientific genealogies. Welcom-
ing you here is more than welcoming a bevy of scientific colleagues; it is wel-
coming some special entities, somewhere between friends and bench relatives,
who have succeeded in overcoming all those barriers imposed by great distances
and small travel allocations and have arrived in Boston for a conclave.

In human terms, this conclave may well be unique. The time of a major
change of the guard is rapidly approaching. Perhaps this is the last time when
the old guard — that medley of hard-working pioneers, wise founders, and
demanding bosses — will parade in strength. The performance may well amount
to an interesting piece of history.

Again, it is my privilege to welcome you to whatever the Congress offers:
science, human experience, entertaining history, and — who knows? — even
mistakes.

From the International Federation for Cell Biology
DANIEL MAZIA, President

I welcome you in the name of the International Federation for Cell Biology,
whose only contribution to this Congress was to nucleate it, leaving the assembly
entirely to The American Society for Cell Biology. The Federation itself is a
modest body, which exists only to advance the international activities of our
international company of cell biologists. Its modesty can be measured by the
most common standard of value. What respect can I claim for an organization
that has spent only 488 pounds and 16 pence in three years?

The Federation is constituted according to strict federal principles; its mem-
bers are societies and regional organizations; its decisions are voted by delegates
of these autonomous associations. It now includes the Japan Society, the
American Society, and the European Cell Biology Organization, which contains
the individuals and societies of eastern and western Europe, including societies
in Britain, Belgium, France, Hungary, Poland, the German-speaking countries,
and the Scandinavian countries. Tomorrow we expect the new Indian Society
for Cell Biology to join, and we are making efforts toward worldwide partici-
pation.

The first responsibility of the Federation is to beget our international Con-



gresses. Each Congress is put completely in the hands of the Federation mem-
ber which is the host. As we open the first Congress in Boston tonight, I claim
the right to be the first of the many who will thank the American Society for
this superb scientific feast. We announce the second Congress, to be held in
Berlin in 1980, organized by the European Cell Biology Organization through
the German Society for Cell Biology.

The Federation announces its founding of a new journal, Cell Biology: Inter-
national Reports, which will make its appearance at the beginning of 1977. It
will publish very short papers with a short publication time, enlisting a large
and distinguished international board of editors in the selection and editing of
the contributions. The chief editor is Dr. Sam Franks of the Imperial Cancer
Research Fund Laboratories in London. Not all of you will feel that your
greatest need is to keep up with more literature, but the sincere purpose of this
journal of the International Federation is to enhance the flow of discoveries
between authors all over the world and readers all over the world in all fields
of cell biology.

One should not have to plead for the advancement of the international life of
our very international science. That life is natural. The obstacles are intolerable,
whether they arise in tyranny or in the foolish misconception that travel is a
touristic indulgence for scientists. We send our regrets to those who should
have been with us and cannot be here. '

Still, we have come together in our thousands, from all six continents of this
planet—and Washington. To communicate, we agree to speak in the language
of a medium-sized island off the coast of France. We will disagree, but we will
not quarrel. We will be exhausted by Friday. We may remember good company
and forget boring speeches, but most will recognize that our future work will
gain from what was learned and discussed here.

This is not, of course, the first Congress of cell biology; it is only the first
brought about by the new confederation. Before it were Congresses organized
by the parent of this Federation—the International Society for Cell Biology—
and there were others before that Congress in Stockholm in 1947, at which the
Society was founded. Some here were present then. Scarcely two years after a
long and awful war, during which cell biologists were doing anything but cell
biology, the necessity of talking about cells with colleagues from other coun-
tries brought them together. And what they talked about was—what we are
talking about. The difference is that many questions in the 120 papers pre-
sented in 1947 have become assumptions in the 1,200 papers to be presented
here.

Then the time came when a single society could no longer contain the com-
pany of cell biologists, so the International Society for Cell Biologists created
this Federation.

We want to thank and honor our precursors and especially those of them who
are with us tonight.
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INTRODUCTORY REMARKS

D. BRANTON

In this symposium, we are concerned with the
molecular organization of biological membranes.
The problems of molecular organization refer
both to the location and arrangement of compo-
nent molecules and to the shapes, interactions,
and movements of those molecules.

Danielli and Davson depicted the membrane as
a protein covered lipid bilayer. By the 1950s, it
appeared that this organization could be directly
visualized in the electron microscope. However, it
also became apparent that this model provided
only a limited insight into the molecular interac-
tions in membrane. Physical probes and thermo-
dynamic reasoning led J. Singer and G. Nicolson
to suggest that lipid-protein interactions are cru-

p. BRANTON The Biological Laboratories, Harvard
University, Cambridge, Massachusetts

cial in many membranes, and they summarized
the results of work in many laboratories by sug-
gesting a fluid mosaic model in which proteins
were embedded into or traversed a fluid lipid
bilayer.

However, it is obvious that conjectures which
postulate how molecules are organized in mem-
branes must be bolstered by knowledge of the
specific composition, modes of attachment, and
function of individual components. This sympo-
sium will show how biochemical perturbations and
analyses can indicate the disposition and function
of membrane proteins; how spectroscopic mea-
surements can analyze molecular motion and in-
teractions; and how high-resolution electron
microscopy can relate the structure of individual
molecules to the overall architecture of cellular
membranes.
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PROTEIN ENSEMBLES IN THE HUMAN

RED-CELL MEMBRANE

THEODORE L. STECK and JAMES F. HAINFELD

We shall briefly summarize our current under-
standing of the disposition of the predominant
protein species in the isolated human erythrocyte
membrane, and then consider in more detail two
interesting supramolecular ensembles. Recent re-
search on red-cell membrane proteins has been
repeatedly reviewed; for example, by Juliano
(1973), Steck (1974), Marchesi et al. (1976), and
Kirkpatrick (1976).

Proteins contribute approximately 60% of the
mass of the human red-cell membrane (ghost),
with roughly 10% of the protein fraction being
bound carbohydrate. The remainder of the mem-
brane is comprised chiefly of phospholipids, cho-
lesterol, and a small amount of glycolipid. Eighty
per cent or more of the protein fraction derives
from perhaps a dozen major polypeptides and
glycoproteins, which have been resolved and enu-
merated by electrophoresis in sodium dodecyl sul-
fate on gels of polyacrylamide (cf. Steck, 1974;
Marchesi etal., 1976). These predominant species
have received detailed study in many laboratories,
even though their functions are, in many cases,
unknown or uncertain.

We can now list several interesting aspects of
the organization of these polypeptides that may be
taken as a set of hypotheses worth testing in other
membrane systems. Fig. 1 is offered as a guide to
this discussion.

1. There appears to be an absolute asymmetry
in the distribution of proteins between the two
surfaces of the membrane. That is, no protein
domain has thus far been shown to occupy both
membrane surfaces. Even those polypeptides
which span the membrane do so anisotropically,
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presenting distinctly different aspects at each sur-
face (Fig. 1; cf. Steck, 1974; Marchesi et al.,
1976). This profound asymmetry may be a reflec-
tion of the degree to which the activities of the
membrane differ at its two surfaces, but even
isotropic transmembrane functions (such as the
facilitated diffusion of solutes) may be mediated
by anisotropic structures.

The carbohydrate groups of both the glycopro-
teins and glycolipids are confined exclusively to
the outer (external) membrane surface. All of the
polypeptides thus far identified at the external
surface are in fact glycosylated (cf. Steck and
Dawson, 1974). The functions of the oligosaccha-
ride moieties are not now evident. (It is interesting
in this regard that the red cell membranes of
individuals with the rare blood type En[a-] are
apparently deficient in the major sialoglycopro-
teins stained by the periodic acid-Schiff [PAS]
reagent, including glycophorin [PAS-1], without
associated clinical disability [Tanner and Anstee.
1976].)

2. There are two distinct modes of association
of the major polypeptides with the membrane. A
discrete set of polypeptides, comprising approxi-
mately half of the protein mass, is selectively solu-
bilized by treating isolated ghosts with any of sev-
eral agents which denature or covalently modify
protein structure (e.g., 6 M guanidine hydrochlo-
ride, 0.1 N NaOH, or vigorous succinylation).
The complementary set of polypeptides (and all of
the carbohydrate and lipid) remain in a mem-
branous form. It appears that the latter proteins
(which are more hydrophobic in behavior and in
amino acid composition) are integrated into the
apolar core of the lipid stratum. Harsh perturba-
tion of their tertiary and quarternary structure
does not unseat them (i.e., dissociate hydrophobic
lipid-protein contacts). In contrast, the solubilized
polypeptides apparently bind to specific sites at



OUTSIDE

INSIDE

FiGurRe 1 A speculative representation of the organi-
zation of the principal erythrocyte membrane polypep-
tides. This diagram is intended to convey (a) the “sided-
ness” of the constituents; (b) their modes of association
with the membrane; (c¢) certain homo-oligomeric associ-
ations; and (d) two supramolecular ensembles, as de-
scribed in the text. The numbered shapes shown corre-
spond to polypeptides enumerated according to their
electrophoretic mobilities on polyacrylamide gels. Re-
produced from Steck (1974), with the permission of The
Rockefeller University Press.

the membrane surface from which they are re-
leased if their structure is perturbed (cf. Steck,
1974).

This behavior relates to the classifications intro-
duced by Singer and Nicolson (1972) and by Ca-
paldi and Vanderkooi (1972), placing membrane
proteins into integral (intrinsic) and peripheral
(extrinsic) categories. However, Singer and Nicol-
son (1972), and more recently, Marchesi et al.
(1976), supposed that denaturants liberate hydro-
phobically anchored proteins from their lipid envi-
ronment, while this does not seem to be the case
here (cf. Steck, 1974).

In some cases, specific nondenaturing treat-
ments suffice to solubilize certain proteins. Poly-
peptide bands 1 and 2 (spectrin) and 5 (actin) are
liberated from the membrane by incubation in low
ionic strength, alkaline media. Gel band 6 (the
protomer of glyceraldehyde 3-P dehydrogenase,
G3PD) is selectively eluted by raising the ionic
strength or, more specifically, by exposure to cer-
tain of its specific ligands, such as NADH. Other
membrane-associated glycolytic enzymes are also
extracted at high ionic strength. Aldolase is specif-
ically released from the membrane by its sub-
strate, fructose diphosphate, but not by NADH
(Strapazon and Steck, 1976).

Although the hydrophobically anchored pro-
teins are quite resistant to solubilization by strong
protein perturbants, they dissolve readily in a vari-
ety of detergents, both nondenaturing (e.g., Tri-
ton X-100 or sodium cholate) and denaturing
(e.g., sodium dodecyl sulfate). Presumably, pro-

tein solubilization involves displacement of hydro-
phobic contacts with an extended (hence, insolu-
ble) lipid bilayer by small detergent monomers or
micelles, yielding water-soluble (and often func-
tional), detergent-protein complexes.

It is significant that all of the readily eluted
polypeptides are confined to the cytoplasmic as-
pect of this membrane, whereas the external sur-
face bears only the hydrophobic, tightly anchored
(glycoprotein) species (cf. Fig. 1).

3. Some polypeptides are organized into homo-
oligomers. In favorable cases, water-soluble pro-
teins can be isolated from the membrane and
shown to be oligomeric by classic techniques; for
example, band 6 is the polypeptide subunit of the
water-soluble tetramer, G3PD (Fig. 1).

The quaternary structure of the more tena-
ciously bound or insoluble membrane proteins is
more difficult to establish. Their solubilization
may be attended by the disruption of interpoly-
peptide associations, as occurs in sodium dodecyl
sulfate. However, cross-linking reagents can be
used to fix such contacts covalently before the
dissolution of the membrane (e.g., Steck, 1972;
Wang and Richards, 1974). By this means, certain
of the major polypeptides have been found to exist
as oligomers in the membrane; Fig. 1 illustrates
this feature for gel bands 1 and 2, band 3, and
band 4.2.

A second approach to this problem is to solubi-
lize integral membrane constituents in a nondena-
turing detergent in which their state of association
can be assessed with physical techniques, such as
ultracentrifugation (Clarke, 1975; Yu and Steck,
1975). These studies support the conclusions de-
picted in Fig. 1. It now seems that both intrinsic
and extrinsic polypeptides are frequently orga-
nized into simple oligomers comprised of identical
or closely related chains, both in the red cell and in
other membranes.

4. Some membrane proteins are associated into
supramolecular ensembles. Two examples of this
phenomenon will be considered; the first involves
a “loosely bound” system (spectrin plus actin) and
the second, an integral protein (band 3).

Marchesi and his colleagues and several other
investigators have identified filamentous polymers
at the cytoplasmic surface of isolated erythrocyte
membranes. The polypeptides associated with
these structures appear to be spectrin (a doublet of
two very high molecular weight polypeptides, gel
bands 1 and 2) and band 5 (which is thus far
indistinguishable from actin). These components
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have been selectively solubilized and have been
induced to form filaments in isolation by the addi-
tion of electrolytes, divalent cations in particular
(cf. Kirkpatrick, 1976; Marchesi et al., 1976). Itis
not now evident, however, how spectrin and actin
interact nor is the molecular architecture of these
filaments understood.

A central question is the disposition of these
filaments in situ. Originally, Marchesi and Palade
(1967) induced structures resembling actin fila-
ments by treating ghosts with trypsin. Subse-
quently, patches of fibrillar material were ob-
served issuing from the cytoplasmic surface in
electron micrographs of thin sections of isolated
ghosts (cf. Kirkpatrick, 1976). More recently it
was shown that extraction of membranes with
Triton X-100 solubilized the bulk of the lipid layer
and its integrated proteins, but left an insoluble
ghost-shaped reticulum of filaments, enriched in
spectrin and actin polypeptides (Yu et al., 1973).
It thus appeared that a matrix of filaments lay
under the membrane proper, maintained not by

adherence to the lipid stratum but by extensive
self-associations among the proteins.

We have recently attempted to examine this
network more directly in the scanning electron
microscope (SEM). As shown in Fig. 2, our prep-
arations of ghosts generally appeared globoid and
wrinkled, in contrast to the intact red cell which
has a smooth surface and the shape of a biconcave
disk. The ghosts also bore dark patches which may
represent holes induced by hemolysis, since they
were absent from intact erythrocytes.

On occasion, ghosts (for example, that shown in
Fig. 3) appeared to tear so as to reveal a submem-
brane meshwork extending across the defect. At
higher magnification (not shown), the reticulum
appeared to be comprised of cylindrical processes
approximately 20 nm in diameter, which formed
both elongated filaments and closely spaced annu-
lar figures bearing holes 20 nm or greater in diam-
eter.

Ghosts were also prepared on supports coated
with polylysine, to which the membranes adhered

Ficure 2 A SEM of a nonflattened ghost. Human erythrocytes were washed, applied to an aluminum
disc without polylysine, and hemolysed by extensive washing with 5 mM Na phosphate, pH 8.0. After
fixation in glutaraldehyde, the disc was rinsed thoroughly with deionized water, freeze-dried, and coated
with 5-10 nm of palladium/gold [Pd/Au] (40:60). A field emission Hitachi HFS-2 SEM was used to
examine the specimen. Calibration bar equals 1 um. (Details of these procedures are contained in a
manuscript by J. F. Hanifeld and T. L. Steck, submitted for publication.)
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FiGure 3 A tomn, nonflattened ghost. The preparation and calibration are as described in Fig. 2.

quite strongly. A typical image is shown in Fig. 4.
The ghost has flattened into an oval disk approxi-
mately 7 um in its greatest diameter and has split
open to reveal a reticulum extending continuously
from the margins of the tear across the floor of the
ghost. The network is clearly demarcated near the
raised, torn margins but is less readily discerned in
the flattened central region.

We believe that the network draped between
the torn edge and the floor of the ghosts has, in
fact, pulled away from the membrane. An ex-
treme example of this phenomenon is seen in Fig.
5, where an entire filamentous matrix appears to
have everted onto the support disk through a hole
in a flattened ghost. Another untethered reticu-
lum is shown at higher magnification in Fig. 6.
These networks clearly do not depend on contacts
with the membrane —but rather on self-associa-
tion —for their integrity.

The reticulum flattened on polylysine-coated
supports is comprised of filaments as small as 5-10
nm in diameter and interstices of up to 100 nm
(e.g., in the floor region in Fig. 4). In general, the
networks shown in Figs. 4 and 5 assumed a more
extended structure than the relatively condensed
forms seen in Figs. 3 and 6. It thus appears that
the ultrastructure of this webbing can vary, being
stretched out when drawn flat onto polylysine and

relaxed when free. This behavior suggests that the
network has elastic properties, a concept previ-
ously proposed for the spectrin-actin system on
other grounds (cf. Kirkpatrick, 1976).

To establish the relationship of this network to
the spectrin-actin system, we extracted mem-
branes adherent to support disks with Triton X-
100, a treatment known to yield ghostlike residues
rich in bands 1, 2, and 5 (Yu et al., 1973). The
SEM image of these residues (Fig. 7) revealed a
reticulum of filaments which closely resembled
those seen in Figs. 4 and 5. While lacking the
membrane proper, Triton X-100 residues still con-
formed to the size and shape of ghosts. As an
additional control, we have examined membranes
from which polypeptide bands 1, 2, and 5 had
been selectively extracted; no networks or fila-
ments were observed on these inside-out and
right-side-out vesicles. We infer that spectrin and
actin are major contributors to the reticulum visu-
alized by SEM.

We have also examined the surfaces of intact
erythrocytes at high magnification for evidence of
an underlying reticulum. In this case (Fig. 8), a
fine network composed of ridges, 5-10 nm in
width, was observed in low relief. We have specu-
lated that the membrane layer reflects the con-
tours of an underlying meshwork. If so, these data

Protein Ensembles in the Human Red Cell Membrane 9



FiGure 4 A torn and flattened ghost. The preparation and calibration are as described in Fig. 2, except
that the aluminum disc was precoated with polylysine according to J. F. Hainfeld and T. L. Steck
(manuscript submitted for publication).

FIGURE 5 An everted reticulum. The preparation and calibration are as described in Fig. 4.
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Ficure 7 A ghost residue extracted with Triton X-100. Erythrocytes were affixed to an aluminum disc
coated with polylysine, lysed to form ghosts as described in Fig. 2, and then washed well with 0.2% Triton
X-100. The disc was rinsed, fixed, freeze-dried, and coated as described in Fig. 2. Calibration bar equals 1
pm.
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Ficure 8 The surface of an intact erythrocyte. Thoroughly washed human erythrocytes were applied to
an aluminum disc coated with polylysine. The sample was rinsed, fixed with glutaraldehyde, washed in
deionized water, and processed as in Fig. 2. The inset shows a single cell; the calibration bar equals 1 pum.
The figure itself shows a portion of that cell; the calibration bar equals 0.1 um.

suggest that a reticulum is indeed present at the
cytoplasmic surface of intact red cells and that its
disposition can be studied by these means in un-
broken cells in varied physiologic states. Perhaps a
clearer understanding of the role of the reticulum
in red-cell shape changes and deformability may
be obtained thereby (cf. Kirkpatrick, 1976).

Finally, let us consider ensembles formed from
gel band 3 (Fig. 1). This 90,000 dalton mem-
brane-spanning polypeptide is the predominant
protein constituent in the human red-cell mem-
brane, comprising roughly 25% of the protein
mass. It bears a small amount of carbohydrate at
its outer surface pole, but very little sialic acid;
thus, it is distinctly different from glycophorin
(PAS-1 and PAS-2 in Fig. 1; cf. Steck, 1974; and
Marchesi et al., 1976).

Band 3 polypeptides are found as noncovalent
dimers both in the membrane (Steck, 1972; Wang
and Richards, 1974) and when solubilized in non-
denaturing detergents (Yu and Steck, 1975).
There are enough dimers of band 3 (approx-
imately 500,000-600,000/cell) to account for all
of the ~8-nm particles seen in freeze-fracture
electron micrographs of this membrane. Indeed,
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recent reconstitution studies strongly suggest that
the intramembrane particles are comprised of
band 3 dimers and not glycophorin (PAS-1 and 2;
Yu and Branton, 1976).

There is impressive, but as yet indirect, evi-
dence suggesting that the band 3 polypeptide is
involved in the facilitated diffusion of anions, and
thus mediates a primary function of the erythro-
cyte membrane, the exchange of chloride and bi-
carbonate ions (cf. Marchesi et al., 1976). One
can readily envision that a membrane-spanning
dimer could play such a role, the interface be-
tween protomers serving as the pathway for solute
transfer. Nevertheless, it remains to be directly
demonstrated that band 3 performs this function;
furthermore, the molecular basis of the transport
process is unknown. The fact that band 3 is fixed
and asymmetrical in its membrane orientation
places constraints on the interpretation of data on
the kinetics of anion flux (e.g., the classic, sym-
metrical mobile carrier model is excluded).

We have recently attempted to correlate known
features of band 3 structure with anion transport
kinetics. We developed a spectrophotometric as-
say for the transport of the organic anion, pyru-



vate, using lactic dehydrogenase and NADH
trapped within sealed ghosts or inside-out vesicles
as the detection system (Rice and Steck, 1976).
We found that pyruvate transport is indeed asym-
metrical, in that (@) the apparent kinetic constants
differed for flux in the two directions; (») induc-
tion of a disulfide cross-link in the band 3 dimer
altered pyruvate flux differently in the two direc-
tions; and (c¢) probenecid, an inhibitor of anion
transport, exerted its effect only from the cytoplas-
mic surface (W. R. Rice and T. L. Steck, manu-
script in preparation).

The cytoplasmic pole of band 3 has been shown
to be the exclusive binding site for at least three
peripheral proteins in the isolated membrane.
These are band 4.2 (a 72,000 dalton polypeptide
of unknown function), G3PD, and aldolase (Fig.
1; Yu and Steck, 1975; Strapazon and Steck,
1976). Each band 3 polypeptide can bind one
enzyme molecule. The catalytic activity of aldolase
is reversibly inhibited when bound to band 3 in
ghosts or in solution (E. Strapazon and T. L.
Steck, manuscript in preparation). A central ques-
tion now under study is whether these in vitro
associations actually occur in intact cells and what
their physiologic role might be.

Band 3 has been selectively cleaved by pro-
teases in situ so as to generate major fragments
representing the outer surface, transmembrane,
and inner surface regions of the polypeptide
(Steck et al., 1976). The former two pieces are
distinctly hydrophobic in their behavior and re-
main in the membrane after proteolysis. Cytoplas-
mic surface fragments are water-soluble and are
released from the membrane upon cleavage. The
latter soluble fragments apparently remain dimeric
and carry the binding site(s) for G3PD and aldol-
ase. It is interesting that proteolytic excision of the
cytoplasmic domain of band 3 does not markedly
alter pyruvate transport.

The intramembrane freeze-fracture particles of
the erythrocyte membrane (hence, band 3 mole-
cules) appear to be influenced in their lateral dis-
position by the spectrin-actin system (cf. Steck,
1974; Marchesi et al., 1976). This phenomenon
has been demonstrated directly, using lipid vesi-
cles reconstituted to include the relevant purified
protein constituents (Yu and Branton, 1976). It
may be that the two supramolecular ensembles
discussed here are actually linked and that an even
greater integration exists among the proteins of
erythrocyte membrane that can presently be de-
fined.
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LIPID-PROTEIN INTERACTIONS IN A
RECONSTITUTED CALCIUM PUMP

J. C. METCALFE and G. B. WARREN

The ATP-dependent accumulation of calcium is
almost the only membrane function carried out by
isolated sarcoplasmic reticulum vesicles, and this
singularity of function is matched by the simplicity
of the protein composition. About 85% of the
protein in the membrane is a Ca?", Mg?*-depend-
ent ATPase, which stoichiometrically couples the
uptake of two Ca®* ions to the hydrolysis of one
molecule of ATP. If the nonspecific efflux of Ca**
from the vesicles is negligible, the initial rate of
Ca®* accumulation will be the same as the rate of
Ca®* uptake through the protein, and the effi-
ciency of Ca*" accumulation as measured by the
mole ratio of initial Ca?>* accumulation to ATP
hydrolysis (Ca**/ATP) will have the maximum
value of 2.0. Any increase in the nonspecific
permeability of the vesicles to Ca?* will lower this
value, because the initial rate of calcium accumu-
lation is determined by the difference between
Ca?* uptake through the protein and the nonspe-
cific efflux of calcium. In this discussion, we regard
the stoichiometric coupling of ATP hydrolysis to
Ca®" uptake as an intrinsic property of the func-
tional transport system, which is preserved, for
example, when the protein is transporting calcium
into a disrupted vesicle, from which it is immedi-
ately lost. In particular, we assume that the intrin-
sic stoichiometry of the protein function is unaf-
fected by any of the reconstitution conditions to be
described, so that a low efficiency of Ca?* accumu-
lation (Ca**/ATP < 2) is not the result of a change
in the stoichiometry of coupling but is due to an
increase in the nonspecific efflux of Ca?* from the
vesicles.

With this assumption, it is clear that the lipids in
the vesicles must serve at least two functions. They
must maintain the calcium transport protein in the
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Biochemistry, University of Cambridge, Cambridge,
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appropriate conformation to support the specific
uptake of calcium and, if the calcium is to be
retained by the vesicle, the lipids must also restrict
its nonspecific efflux from the vesicle. There are
more than 50 species of lipids in the membrane of
sarcoplasmic reticulum, in marked contrast to the
simplified protein composition. To determine the
extent to which this heterogeneity of lipids is in-
volved both in supporting Ca?* uptake through the
protein and in restricting the nonspecific efflux of
Ca?*, we have asked whether the 50 species of
lipids are individually required for efficient Ca?*
accumulation or whether certain averaged physi-
cal and chemical properties of the lipid mixture
provide a suitable two-dimensional environment
for the calcium transport protein. Our data show
that the high efficiency of the native membrane
vesicles can be retained when the 50 lipid species
are replaced by a simple mixture of two synthetic
phospholipids, and that the efficiency of calcium
accumulation is mainly determined by the interac-
tion between the lipids and the calcium transport
protein. We also suggest that it is the zwitterionic
phospholipids that support the activity of the
transport protein and that the minor lipids with
net negative charges may be involved in mem-
brane functions not directly related to the protein.

To determine the effect of lipid composition on
the function of the penetrant calcium transport
protein, we replaced the endogenous lipids of sar-
coplasmic reticulum membranes with defined syn-
thetic phospholipids, by using a technique (War-
ren et al., 1974a, b) that we have applied to a
variety of membrane structures (Houslay et al.,
1975, 1976).

Reconstitution of a Calcium Pump
by the Use of a Single Species of
Synthetic Phospholipid

The technique of reconstitution consists of two
main steps. The endogenous lipid of the mem-
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brane is replaced by synthetic phospholipid, and
the resulting lipid-protein complexes are then as-
sembled into closed vesicular structures which can
be tested for their ability to accumulate Ca®*.

Sarcoplasmic reticulum vesicles are pretreated
with cholate at a concentration that solvates the
calcium transport protein together with the endog-
enous lipid that is interacting with the protein.
This mixture is then treated with an excess of
synthetic phospholipid in the same detergent.
Cholate catalyzes a lipid exchange between the
endogenous and the synthetic lipid pool until the
composition of the lipid in contact with the protein
is the same as that of the total lipid pool (Fig. 1).
We used 100 times more synthetic phospholipid
than endogenous lipid in these experiments and,
by removing excess lipid and detergent from the
lipid-protein complex, have been able to demon-
strate that more than 98% of the lipid in contact
with the isolated protein is the synthetic phospho-
lipid. Once the lipid pools have equilibrated, cho-
late is slowly removed by dialysis so that closed
vesicular structures reform. These are able to re-
tain Ca?* taken up by the protein to an extent
dependent on the nature of the synthetic phospho-
lipid used for reconstitution.

The Effect of Phospholipid Structure
on the ATPase Activity of the
Protein in Reconstituted Vesicles

The ATPase activity of the protein depends on
the rigidity of the phospholipid fatty-acid chains in
contact with the protein. Dipalmitoyllecithin
(DPL) and dimyristoyllecithin (DML) have rigid
fatty-acid chains at 25°C and when reconstituted
complexes of the protein with either of these phos-
pholipids are assayed below 25°C, the vesicles
exhibit very low ATPase activity (Warren et al.,
1974c¢), and hence a low rate of Ca** uptake by
protein into the vesicles. Complexes of the protein
with either dioleoyllecithin (DOL) or diclaidoylle-
cithin (DEL) exhibit high ATPase activity at 25°C
because both these phospholipids are well above
their phase-transition temperatures and their fatty
acid chains are fluid (Table I).

The charge on the phosphoryl headgroup of the
phospholipid also has a marked effect on the ATP-
ase activity of the protein in reconstituted vesicles
(Fig. 2). Zwitterionic phospholipids such as DOL
and dioleoylphosphatidylethanolamine (DOPE)
support high ATPase activities whereas phospho-
lipids with a single net negative charge support
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Figure 1 Schematic representation of the lipid substi-
tution procedure. The protein, together with lipid in
contact with it, is solvated by cholate (omitted from the
figure for clarity) and treated with excess synthetic phos-
pholipid. Cholate catalyzes an exchange of lipid between
the endogenous and synthetic lipid pools.

TaBLE I
The Fatty Acid Chain Specificity of a Reconstituted Ca®*
Pump
Phase-transition  ATPase activity
Phospholipid temperature (IU/mg at 25°C)  Ca**/ATP

DPL 41°C 0.05 0

DML 23°C 0.1 0

DEL 11°C 1.3 0.1
DOL —20°C 1.4 0.53

Abbreviations used are: DEL, dielaidoyllecithin; DML,
dimyristoyllecithin; DOL, dioleoyllecithin, DPL, dipal-
mitoyllecithin.

AN I

ATPase activity
(1Ufmg at 25%C)
2+

D ca/ATP

Ff§ﬂ_

DoL DOPE DOPS DOPG  OMeDOPA

Figure 2 The headgroup specificity of a reconstituted
Ca?* pump. DOPA, dioleoylphosphatidic acid; other
abbreviations are given in the text.

lower activity which is relatively unaffected by
variation in the precise chemical structure of the
negatively charged headgroup. Dioleoylphospha-
tidic acid with two net negative charges supports
very low ATPase activity (Warren et al., 1975a).

In these studies on the effect of phospholipid
structure on the ATPase activity of the protein, we
assume that we are determining the extent to
which a phospholipid will support the uptake of



calcium through the protein into the vesicle. We
can now ask whether a phospholipid that supports
a high ATPase activity also restricts to a low level
the nonspecific efflux of Ca?* from reconstituted
vesicles.

The Effect of Phospholipid Structure
on Ca®* Accumulation in
Reconstituted Vesicles

No Ca?* is accumulated by reconstituted com-
plexes of the protein with either DPL or DML,
because neither phospholipid supports a signifi-
cant uptake of Ca** through the protein at 25°C.
Complexes of the protein with DEL have a low
Ca?*/ATP ratio despite the high rate at which
Ca2* is taken up by the protein into the vesicle.
This suggests that DEL cannot restrict the nonspe-
cific efflux of Ca?* from reconstituted vesicles.
DOL, like DEL, supports high ATPase activity,
but reconstituted complexes of the protein with
DOL support reasonably efficient Ca®* accumula-
tion (Table I). DOL and DEL differ only in the
configuration of the double bond in the fatty acid
chains so it is clear that the precise stereochemistry
of these chains can markedly affect the extent to
which a phospholipid can restrict the nonspecific
efflux of Ca?*.

We have also determined the efficiency of Ca?*
accumulation in reconstituted complexes of the
protein with a series of dioleoylphospholipids (Fig.
2). DOPE supports a high ATPase activity but no
Ca* is accumulated. Dioleoylphosphatidylser-
ine (DOPS) and dioleoylphosphatidylglycerol
(DOPG) support lower ATPase activity but Ca**
accumulation is reasonably efficient. O-Methyl-
dioleoylphosphatidic acid supports an ATPase ac-
tivity similar to that supported by DOPS and
DOPG but no Ca?* accumulates. We conclude
that there is no simple correlation between the
ability of a phospholipid to support Ca** uptake
by the protein and its ability to restrict nonspecific
efflux of Ca?*. We must, however, insert a word of
caution regarding the interpretation of the proper-
ties of reconstituted vesicles. In these experi-
ments, the same conditions were used for reconsti-
tution, whatever the nature of the phospholipid,
and the vesicles differ somewhat in their size and
in the amount of protein incorporated into each
vesicle. Furthermore, by changing the conditions
of reconstitution, we can vary widely the efficiency
of Ca?* accumulation in reconstituted vesicles.
Nevertheless, we believe our conclusion above to

be valid qualitatively, because such phospholipids
as DEL, which support high ATPase activity and
hence Ca?* uptake into the vesicle, do not restrict
the nonspecific leakage of Ca?* from reconstituted
vesicles, despite wide variation in the experimen-
tal conditions used for reconstitution. It is only
under special conditions, in which the effects of
nonspecific leakage are minimized by making the
ratio of the internal volume of the vesicles large
compared with the number of calcium pump units,
that we have been able to obtain efficient calcium
accumulation using any single species of phospho-
lipid (e.g., DOL). We suggest that, at normal lipid
to protein ratios, a single species of phospholipid
may be unable to satisfy the two requirements of
maintaining high ATPase activity and sealing the
protein tightly into the bilayer. For example, the
most impermeable vesicles with a single lecithin
species are those consisting of a large excess of
crystalline DML or DPL bilayer, but the rigidity
of the chains is sufficient to inhibit Ca** uptake
through the protein almost completely. Rapid
Ca?* uptake through the protein requires fluid
fatty acid chains, but the increase in fluidity appar-
ently leads to an increase in nonspecific efflux of
Ca?*. In contrast, native sarcoplasmic reticulum
vesicles, with their heterogeneous lipid composi-
tion, support both high ATPase activity and re-
strict the initial rate of nonspecific efflux of Ca** to
a negligible level. We find that when we reconsti-
tute complexes of the ATPase with a mixture of
two synthetic phospholipids, the reconstituted ves-
icles can exhibit similar efficiencies of calcium ac-
cumulation to the native membrane. We have
already emphasized that such results might reflect
variation in the requirements for effective recon-
stitution with different lipids rather than intrinsic
differences in their ability to support calcium accu-
mulation. However, our best guess is that the data
are indicating significant features of lipid require-
ments for efficient calcium accumulation.

Reconstitution of a Calcium Pump with
Mixtures of Synthetic Phospholipids

The most efficient reconstituted vesicles are
those comprising a mixture of two synthetic phos-
pholipids, particularly if one of the phospholipids
is DOL. A good example is provided by a mixture
of DOL and DOPE, because reconstituted com-
plexes of the protein with these two phospholipids
accumulate Ca?* with an efficiency measured by
the Ca?*/ATP ratio of 1.9, close to the maximum
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Ficure 3 The effect of phospholipid mixtures on the
efficiency of a reconstituted Ca** pump.

value of 2.0 (Fig. 3). The overall effect of this
phospholipid mixture is synergistic, as the effi-
ciency of the mixture is greater than the efficiency
of either phospholipid alone. Approximately 85%
of the phospholipid headgroups in native sarco-
plasmic reticulum are lecithins and phosphatidyl-
ethanolamines, and the fluidity of the average
fatty acid chain is probably similar to that of a
mixture of DOL and DOPE. This synthetic mix-
ture approximates the chemical and physical prop-
erties of the sarcoplasmic reticulum lipid bilayer,
and it is quite clear that such a mixture is sufficient
for efficient ATP-dependent accumulation of
Ca?*. The 50 species of lipids in sarcoplasmic
reticulum membranes can be replaced by two syn-
thetic phospholipids, at least with respect to the
calcium transport function of these membranes.
As we shall see, minor sarcoplasmic reticulum
lipids with headgroups other than lecithin or phos-
phatidylethanolamine may have functions unre-
lated to Ca®* uptake and accumulation.

The Phospholipids in Contact with the
Protein Determine the Efficiency
of Calcium Accumulation

We would now like to develop the hypothesis
that the phospholipids in immediate contact with
the penetrant calcium transport protein are re-
sponsible for the efficient accumulation of Ca** in
reconstituted vesicles. These phospholipids are
sufficient to support the ATPase activity of the
protein and also to restrict the nonspecific Ca?",
which we suggest occurs mainly at a boundary
between the protein and the lipid bilayer (Fig. 4).
Thus, by restricting Ca?* efflux at this boundary,
the phospholipids are, in effect, sealing the protein
into the membrane. In contrast, the lipid bilayer
outside this boundary is almost unperturbed by
the presence of the protein and retains its charac-
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teristic impermeability to Ca** (Warren et al.,
1975b).

To test this hypothesis we have tried to distin-
guish between those phospholipids that are in con-
tact with the protein and those that make up the
rest of the sarcoplasmic reticulum lipid bilayer.
This can be done by using phospholipase D,
which, in aqueous solution, breaks down only the
outer monolayer of single-shelled phospholipid
vesicles to phosphatidic acid. In sarcoplasmic re-
ticulum vesicles, there are about 50 molecules of
phospholipid in the outer monolayer associated
with each molecule of the calcium transport pro-
tein and of these, about 12-14 molecules of phos-
pholipid are inaccessible to phospholipase-D
digestion. These 12-14 molecules are not intrinsi-
cally resistant to digestion by phospholipase D,
and presumably they are inaccessible because they
are in contact with the calcium transport protein.
When native sarcoplasmic reticulum vesicles are
disrupted, phospholipase D can digest both mono-
layers and about 30 molecules of phospholipid per
ATPase are now resistant to attack by phospholi-
pase D (Bennett et al., unpublished results).

We can now picture the penetrant calcium
transport protein surrounded by a single bilayer
shell of phospholipid, which is, to a first approxi-
mation, symmetrically disposed in the halves of
the membrane bilayer. The number of 30 mole-
cules in the annulus is found to be invariant in
complexes of the protein with proportions of syn-
thetic phospholipids, such as DOL, ranging from
30-150 molecules phospholipid/molecule of pro-
tein. These vesicular complexes can be made very
leaky, so that phospholipase D will digest both
monolayers. For all complexes, digestion stops
with 30 molecules of DOL remaining intact per
molecule of protein, and this annulus can only be

Ao

FiGURE 4 A schematic cross-sectional view of the cal-
cium transport protein embedded in lipid bilayer. The
first bilayer shell of phospholipid surrounding the pene-
trant part of the protein is the annulus which we consider
to be sufficient to support active Ca?* uptake through the
protein and to be responsible for restricting the nonspe-
cific efflux of Ca** which occurs at the boundary between
protein and lipid bilayer.



degraded further by treatment with phospholipase
D at elevated temperatures and in the presence of
fluidizing agents, such as benzyl alcohol or cholate
(Bennett et al., unpublished results). As we shall
see, phospholipids in contact with the protein nor-
mally exchange freely with those in the extra-
annular lipid bilayer, so it is not immediately clear
why the phosphatidic acid molecules produced by
phospholipase-D digestion do not simply ex-
change with the phospholipids in the annulus so
that all the phospholipid in the outer monolayer is
eventually degraded to phosphatidic acid. The
reason is that phospholipase D will digest phos-
pholipids only in the presence of a high concentra-
tion of Ca?*, and as phosphatidic acid molecules
are produced, they are chelated by Ca** to form a
rigid structure that prevents their exchange with
the phospholipids in the annulus. Unfortunately,
we cannot assess the response of the ATPase ac-
tivity of the protein to the changing phospholipid
composition during digestion with phospholipase
D because the high concentration of Ca?* inhibits
the protein. However, if Ca®* is removed subse-
quently, the phosphatidic acid molecules are free
to exchange with the DOL molecules in the annu-
lus and, as the exchange occurs, there is a rapid
fall in the ATPase activity of the protein.

To assess the response of the ATPase activity of
the protein to varying amounts of lipid, we can
remove the lipids from sarcoplasmic reticulum
vesicles by using cholate (Warren et al., 1974c).
Of the 100 molecules of phospholipid associated
with each molecule of the calcium transport pro-
tein in a native sarcoplasmic reticulum vesicle,
about 70 can be removed without affecting the
ATPase activity of the protein (Fig. 5). Progres-
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Figure 5 The effect of phospholipid depletion on the
ATPase activity of the calcium transport protein. Sarco-
plasmic reticulum vesicles were solvated by varying
amounts of cholate and the lipid-protein complexes iso-
lated by sucrose density gradient centrifugation. Each
molecule of the protein needs 30 molecules of phospho-
lipid to maintain maximal ATPase activity.

sive removal of the remaining 30 molecules leads
to an irreversible loss of ATPase activity. At least
30 phospholipid molecules are needed for maxi-
mum ATPase activity, and we suggest that these
are the same phospholipid molecules that are inac-
cessible to digestion by phospholipase D. If we
prepare complexes of the protein with varying
amounts of a synthetic phospholipid such as DPL,
we find that the maximum ATPase activity is con-
siderably reduced but 30-35 molecules of the syn-
thetic phospholipid are still needed to support the
maximum activity of 1 molecule of the protein
(Hesketh et al., 1976).

The Phospholipid Annulus Determines
the ATPase Activity of the Protein

Complexes of the protein with DPL show unu-
sual temperature-activity profiles, in that they re-
tain significant ATPase activity down to 30°C,
well below the phase-transition temperature of
DPL at 41°C. Apparently, in the temperature
range from 30-40°C, the 30 molecules of DPL in
the annulus retain sufficient fluidity to support
significant ATPase activity under conditions
where the extra-annular DPL can be shown to
undergo a normal phase transition at 41°C (Hes-
keth et al., 1976). Inasmuch as the temperature
profiles of ATPase activity are very similar irre-
spective of the lipid to protein ratio, we conclude
that it is the annular phospholipids that determine -
the activity profile, rather than the extra-annular
lipid bilayer.

The Site of Nonspecific Ca** Efflux

From the above results we have indicated in
Fig. 6 that there is a significant discontinuity in the
lipid phase at the boundary between the annular
and the extra-annular lipid. Discontinuities are
known to occur at the liquid-crystalline to crystal-
line phase-transition temperature of pure lipids
when solid regions of lipid are in equilibrium with
lipid in the liquid state. The nonspecific permea-
bility of a pure lipid bilayer to ions shows a sharp
optimum at the phase-transition temperature
when both solid and liquid phases coexist, which
suggests that the site of nonspecific leakage may
be localized at the boundary between the liquid
and solid lipid bilayer (Marsh et al., 1976). By
analogy, we suggest that the site of nonspecific
leakage for Ca®* in native and reconstituted vesi-
cles is at the boundary of the annular and the
extra-annular lipid. Normally, this boundary will
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FIGURE 6 A schematic cross-sectional view of the cal-
cium transport protein embedded in a DPL bilayer be-
tween 30 and 40°C. The DPL annulus is sufficiently fluid
in this temperature range to support ATPase activity, but
the DPL in the extra-annular bilayer is in the crystalline
state. The arrows indicate the proposed site at which
Ca?®* leaks through the membrane.

not be between annular phospholipid and crystal-
line extra-annular lipid, because the fatty acid
composition of eukaryotic membranes is adjusted
so that the bilayer is fluid at the growth tempera-
ture. If our analogy is valid, we have to demon-
strate a physical distinction between the phospho-
lipids in the annulus and those lipids in the extra-
annular bilayer and show that it is this discontinu-
ity in physical properties that gives rise to the
leakage of ions at the boundary.

We can show that the phospholipids in the an-
nulus have physical properties distinct from those
in the extra-annular bilayer by preparing com-
plexes of the protein with varying amounts of
DOL containing 1 mol percent of spin-labeled
phospholipid (Montecucco et al., 1977). The mo-
bility of the fatty acid chains was estimated from
2T,,, and this was plotted as a function of the lipid
to protein ratio. As shown in Fig. 7, there is a
clear discontinuity at about 28 mol phospholipid/
mol protein. Below this lipid to protein ratio, we
are titrating the binding sites on the protein sur-
face and all bound phospholipid molecules show
similar restricted mobilities. It is only in complexes
with more than 28 mol phospholipid/mol protein
that the phospholipid is free to distribute in the
extra-annular bilayer, as well, where the freedom
for chain movement is considerably higher. This
accounts for the monotonic increase in 2T, in
complexes with more than 28 mol phospholipid/
mol protein. The motional freedom of phospho-
lipid in the annulus is physically restricted when
compared to the phospholipids in the extra-annu-
lar bilayer. This results in a physical discontinuity
in the lipid phase at the boundary of the annular
and extra-annular phospholipid and it is this
boundary which we consider to be the main site at
which Ca?* is lost from the vesicle. If this is cor-
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rect, then the annular phospholipid that deter-
mines the ATPase activity of the protein must also
be responsible for restricting the nonspecific efflux
of Ca?*.

The Rate at Which Phospholipids in the
Annulus Exchange with Those in
the Extra-Annular Bilayer

The number of phospholipid molecules physi-
cally restricted on the surface of the protein has
been confirmed by '*C nuclear magnetic reso-
nance studies of complexes of the protein with
varying amounts of '*C-enriched DPL. In addi-
tion, such studies have given information on the
rate at which phospholipids in the annulus ex-
change with those in the extra-annular bilayer
(Montecucco et al., 1977). Phospholipids in the
extra-annular bilayer have a calculated residence
time at any location of the order of 10~7 s. The *C
nuclear magnetic resonance data gives a residence
time for phospholipids in the annulus of at least
0.5 ms, or 5,000 times longer than the residence
time in phospholipid bilayer. The calcium trans-
port protein will also undergo rotational diffusion
in the plane of the membrane, with an estimated
correlation time of about 20 us calculated by
analogy with rhodopsin in rod outer segment
membranes (Poo and Cone, 1974) so that when
the ATPase diffuses it will carry with it an annulus

2T,
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Ficure 7 The number of phospholipid molecules that
are physically restricted on the surface of each molecule
of the calcium transport protein. The mobility (as mea-
sured by 2T;,) of the phospholipid in complexes of the
protein with DOL is restricted and constant until all the
lipid binding sites on the protein surface have been filled.
Phospholipid that is not in contact with protein has
considerably more freedom of movement, and this ac-
counts for the increase in mobility above 28 mol DOL/
mol protein.



of phospholipid molecules. From this evidence for
a long-lived complex of the ATPase with annular
lipids, we suggest that another function of the
annulus is to solvate the membrane protein. We
speculate that this annulus is able to prevent pro-
tein-protein contacts in the hydrophobic phase of
the bilayer, which would lead to two-dimensional
aggregation and consequent exclusion of lipid
molecules. Most penetrant membrane proteins are
irreversibly inactivated when lipid is removed and
they are forced to interact through protein-protein
contacts, and we suggest that this solvating effect
of lipids in the annulus may be a general feature of
membrane architecture.

The Protein Can Segregate
Phospholipids in the Plane

of the Membrane

Having distinguished the phospholipids in the
annulus from those in the extra-annular bilayer by
differences in their physical properties, we can
now ask whether they can also be distinguished by
differences in their chemical composition. We
show that the calcium transport protein can segre-
gate phospholipids in the plane of the membrane
and select for its annulus those lipids that support
the highest activity.

The protein cannot discriminate among phos-
phatidylcholines with different fatty acid chains
(Warren et al., 1975¢) but it can discriminate
between dioleoylphospholipids whose headgroups
differ in their charge structure. One of the clearest
examples is the response of the ATPase activity of
the protein to a mixture of dioleoylphospholipids
comprising DOL and dioleoylphosphatidic acid
(DOPA) in varying proportions (Fig. 8). When
the protein is complexed with DOPA alone, the
ATPase activity is very low. If, however, we start
with a complex of the protein with DOL and
gradually increase the content of DOPA, the pro-
tein maintains its activity at a level characteristic of
the protein with an annulus of DOL molecules.
When the content of DOPA in the complexes is
70%, we can show that the protein is surrounded
by an annulus of which only a minor proportion is
DOPA, and more than 70% of the phospholipids
in this annulus are DOL. Quite clearly, the pro-
tein is able to segregate phospholipids with differ-
ent headgroup charges, in the plane of the mem-
brane.

Although we have shown that a mixture of
DOL and DOPE gives reconstituted vesicles
which support very efficient Ca?* accumulation,
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Ficure 8 Segregation of DOPA and DOL by the cal-
cium transport proteins. The protein can maintain ATP-
ase activity as DOPA replaces DOL with the lipid-
protein complexes by segregating these two phospholip-
ids in the plane of the membrane and selecting DOL for
the lipid annulus.

there is no evidence to suggest that the calcium
transport proteins can segregate these two zwitter-
ionic phospholipids in the plane of the membrane.
It is possible that they could be distributed asym-
metrically across the membrane, rather than in its
plane, one phospholipid comprising the outer
monolayer of the phospholipid annulus and the
other, the inner monolayer. Such transverse segre-
gation does not require that the chemical compost-
tion of the annulus be different from that of the
extra-annular bilayer. At present, there is no evi-
dence to suggest that lecithins and phosphatidyl-
ethanolamines have such a disposition in native or
reconstituted membranes. Indeed, preliminary ev-
idence suggests that the lecithins, at least, are
symmetrically disposed in the halves of the native
sarcoplasmic reticulum bilayer. If phospholipid
segregation occurs in the native membrane, the
data suggest that the protein will select the zwitter-
ionic phospholipids for its annulus and exclude
those phospholipids with net negative charges,
which comprise about 15% of the total phospho-
lipid in the membrane. We speculate that phos-
pholipid segregation may be more than a means
by which membrane proteins might select those
phospholipids from the bilayer which best support
their function. All penetrant proteins we have
examined are active in the presence of zwitterionic
phospholipids, which comprise the majority of
phospholipids in most biological membranes.
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Hence, even in the absence of phospholipid segre-
gation, the membrane proteins would exhibit con-
siderable activity. Some of the minor phospholipid
components of biological membranes are thought
to be involved in specific membrane functions not
directly connected with the penetrant proteins.
For example, phosphatidylinositol may be in-
volved generally in the process of membrane fu-
sion (Michell, 1975). Most of these minor phos-
pholipid components have one thing in common:
they all possess a net negative charge, which we
expect will exclude them from the annulus of pen-
etrant membrane proteins. Phospholipid segrega-
tion would then be the means by which these
important minor phospholipid species would be
free to reside in the extra-annular bilayer; they
would not be adsorbed onto penetrant membrane
proteins and removed from the bilayer where they
are required for their functions.

To maintain optimal membrane function, the
fatty acid chain composition of many prokaryotic
membranes is adjusted in response to changes in
such environmental conditions as temperature,
and it is clear that these changes in composition
directly affect the activity of the penetrant mem-
brane proteins. If these proteins were able to
segregate lipids according to their fatty acid chain
composition, their response to changes in the fatty
acid chain composition presumably would be mini-
mized. However, if they behave like the calcium
transport protein, their activity will respond di-
rectly to changes in fatty acid chain composition,
because the protein is unable to select between
lecithins of different chain structure.

SUMMARY

We conclude by summarizing what we believe
to be the functions of the annulus of phospholipids
that is physically restricted on the penetrant sur-
face of the calcium transport protein, and on other
membrane proteins such as cytochrome oxidase
(Jost et al., 1973). The phospholipids in the annu-
lus support the functioning of the calcium trans-
port protein, and phospholipid headgroups that do
not support function can be excluded. The annulus
seals the membrane protein into the bilayer by
restricting the nonspecific efflux of accumulated
Ca?*. Lastly, the annulus solvates this, and proba-
bly other membrane proteins, preventing their
two-dimensional crystallization and consequent in-
activation. The phospholipid annulus is the struc-
tural feature of biological membranes that pro-
vides the bridge between the impermeability of
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the lipid bilayer and the specific permeability of
the penetrant transport proteins.
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MEMBRANE PROTEINS: STRUCTURE
ANALYSIS BY ELECTRON MICROSCOPY

P. N. T. UNWIN and R. HENDERSON

A good deal is now known about membrane pro-
teins in terms of their biochemical properties and
their organization in the lipid bilayer, but not
much has yet been found out about their three-
dimensional molecular structure. This information
is required from each of them, or from each class
of membrane protein, to obtain a full understand-
ing of the mechanisms by which they function.
Knowledge of the molecular structure of at least a
few membrane proteins involved in different pro-
cesses should provide a valuable insight into the
characteristics of membrane proteins as a whole.

The electron microscope, in principle, provides
a direct means of high resolution structure analy-
sis. Its value is restricted by the conventional stain-
ing and embedding techniques for preserving spec-
imens, which are at present inadequate in resolu-
tion and accuracy. However, recent improvements
in preparation procedures have been made and
there are now a number of ways in which proteins,
sensitive to dehydration, and lipid bilayers can be
maintained and observed in the microscope vac-
uum, essentially in their native state (Matricardi et
al., 1972; Hui and Parsons, 1974; Taylor and
Glaeser, 1974, 1976; Unwin and Henderson,
1975; Unwin, 1975) and without the complica-
tions associated with the use of fixatives and
stains. These improvements promise to make the
electron microscope a much more powerful tool
for investigation of membrane protein structure in
the future.

Radiation damage limits high resolution elec-
tron microscope structure analysis of unstained
specimens to well-ordered arrays of molecules
(see below). Membranes containing ordered ar-
rays of protein molecules do not occur in abun-
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dance in nature. However, it is reasonable to hope
that many membrane proteins when purified
could, with some effort, be induced to form crys-
talline sheets, just as many soluble proteins can be
induced to form large three-dimensional crystals
suitable for X-ray analysis. Cytochrome oxidase
provides an example in which such sheets have
been produced artificially (Vanderkooi et al.,
1972).

A brief account is given here of the principles
involved in electron microscope structure analysis,
and of how they have been used to investigate the
structure of the purple membrane from Halobac-
terium halobium. The aim is to give an idea of the
scope of the method —its likely value and limita-
tions in relation to membrane proteins in general.

Electrons as a Source of Radiation

High resolution structure analysis with X-rays is
a well-established technique. What advantages do
electrons offer over X-rays for investigating mem-
brane structure? There are two obvious ones.
First, electrons are able to form images; these can
be measured to give the relative displacements of
the sine waves from which the diffracting matter in
the object is built up; images, therefore, dispense
with the need for phase determination by the less
direct methods used in X-ray crystallography. Sec-
ond, electrons interact much more strongly with
matter and therefore are an appropriate form of
radiation for investigating material that is only a
few tens of Angstroms thick (the ratio of elastic
scattering cross sections, electrons/X-rays is ~ 108
for biological matter at medium resolutions).

Substantial radiation damage occurs in both
cases, but manifests itself more strikingly in the
case of electrons. This is because the smaller the
crystal the more the energy has to be concentrated
on each unit cell to provide a picture of the aver-



age unit cell of given statistical significance. It can
be shown that if the energy is concentrated over a
single unit cell or isolated molecule, a dose of at
least 500 electrons/A? would be required to define
secondary structure with reasonable statistical ac-
curacy. Unfortunately, the energy absorbed with
this dose, as a result of inelastic scattering, is not
trivial. It is equivalent to ~ 4 x 10! rads (Grubb,
1974; ~ 10 times the lethal dose for a human
being) and is enough to transform the native con-
formation of a protein molecule into something
quite unrecognizable.

Five hundred electrons/A? is about the dose that
would normalily be given to a specimen in record-
ing its picture at some intermediate magnification
(say X 50,000). However, 0.5 electrons/A? seems
to be about the maximum a molecule can tolerate
without gross structural alteration, according to
electron diffraction results (Unwin and Hender-
son, 1975). There is, therefore, a discrepancy of
roughly 1,000 (depending on the specimen in-
volved and the method of preservation) between
the electron dose required to map out secondary
structure in an isolated molecule and the dose it
can tolerate without much destruction.

In theory, one could circumvent these difficul-
ties caused by electron damage and obtain a useful
map of an isolated molecule by averaging 1,000 or
more identical images of it, each recorded at 0.5
electrons/A2. But there would be formidable prac-
tical difficulties in carrying out such a task. If,
instead, the molecules form a crystalline array, an
altogether more favorable opportunity for averag-
ing presents itself, because in a crystal the posi-
tions and orientations of the constituent molecules
are related by fixed vectors. The same number of
copies of the same thing is still required, so the
minimum size of crystal appropriate for analysis is
one containing about 1,000 unit cells. Therefore,
any quantitative high resolution method of struc-
ture analysis using electrons requires fairly exten-
sive ordered arrays of molecules.

Diffraction and Microscopy

LL)

An electron micrograph recorded with a ‘‘safe
dose of only about 0.5 electrons/A? shows statisti-
cal fluctuations in the number of electrons from
one image element to the next. At 10 A resolu-
tion, these are about 15% of the mean number in
each element. They are large in comparison to the
genuine periodic fluctuations (< 1%) which would
arise from a membrane sheet containing an or-
dered array of molecules. Therefore, at high reso-

lution the micrograph would appear featureless.

Electron diffraction patterns or optical or Four-
ier transforms of micrographs, on the other hand,
compress the periodic fluctuations into a relatively
few peaks arranged on a lattice, and these peaks
are easily observed. Diffraction peaks express the
average information about the sheet directly, and
it therefore makes sense to study diffraction pat-
terns and Fourier transforms of micrographs,
rather than the micrographs themselves, in carry-
ing out a structure analysis of a radiation-sensitive
object.

Electron diffraction intensities give information
about the strengths of the sine waves from which
the diffracting matter in the object is built up.
Transforms of micrographs not only give this in-
formation but also show how they are displaced
relative to each other. Both types of information,
diffraction intensities (or rather, the square roots
of the intensities, the amplitudes) and phases are,
of course, required for determining a structure.

A crystalline sheet of membrane is periodic only
in the plane of the sheet and does not repeat in the
direction perpendicular to this plane. Its diffrac-
tion pattern is, therefore, continuous in this direc-
tion. It is not a three-dimensional lattice of peaks,
as would be the case with a true three-dimensional
crystal, but a two-dimensional lattice of continu-
ous lines of intensity pointing in the direction
perpendicular to the membrane plane (Fig. 1).

In recording an electron diffraction pattern, a
two-dimensional lattice of spots is observed. This
is the central section, perpendicular to the electron
beam, through the line lattice. The Fourier trans-
form of a micrograph of the specimen oriented in
the same way to the electron beam would contain
the phases and amplitudes for the same central
section. With the specimen oriented normal to
the beam, the central section would be as in Fig. 1
and would correspond to the normal projection of
the structure.

By tilting membranes through different angles
to obtain different views, the same lattice can be
sampled along different sections (Fig. 2). In this
way, by using data from diffraction patterns and
micrographs of many separate membranes (a sin-
gle membrane can only be used for one record
because of radiation damage), a picture of the
continuous amplitude distributions (electron dif-
fraction patterns) and phase distributions (Fourier
transforms of micrographs) along each of the lat-
tice lines is built up. Eventually, when a complete
set of data has been collected, a three-dimensional
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Figure 1 Schematic representation of the purple
membrane and its three-dimensional diffraction pattern.
The protein and lipid molecules are arranged on an
hexagonal lattice and form a diffraction pattern which
consists of continuous, hexagonally spaced, lines of in-
tensity pointing in the direction perpendicular to the
membrane plane. The central section normal to these
lines provides the data on which the projection map, Fig.
3, is based.

Fourier synthesis is carried out to give a three-
dimensional map.

The general principle of tilting specimens to
obtain a number of different views and combining
these views, by making use of Fourier transforms,
to obtain a three-dimensional map was originally
put forward by De Rosier and Klug in 1968. A
similar approach was outlined by Hoppe et al. in
the same year. Electron diffraction is not an essen-
tial part of the procedure, but with large crystal-
line gheets it can be expected to provide a more
accurate set of amplitudes, particularly at high
resolutions, than the micrographs.

Unfortunately, micrographs (and hence their
Fourier transforms) suffer from a number of de-
fects and restrictions not apparent with electron
diffraction patterns. Their detailed appearance de-
pends critically on the focus level at which they are
taken; they are extremely sensitive to electron-
optical instabilities, vibrations and any other slight
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disturbance, and, at low magnification, to limita-
tions of photographic emulsions. The influence of
the focus level can be corrected for in the trans-
form of the micrograph, although several micro-
graphs may be required to give a complete set of
data for one particular view. However, the re-
maining effects result in loss of information. Thus
it may be difficult to obtain phases for the high
resolution peaks visible in electron diffraction pat-
terns, and it is the quality of the micrographs that
finally dictate the resolution to which the structure
analysis can be taken.

The Purple Membrane Protein

The purple membrane is a specialized part of
the cell membrane of Halobacterium halobium
that functions in vivo, under the influence of light,
as a hydrogen ion pump (Oesterhelt and Stoeck-
enius, 1971). It contains a single species of protein
molecule, bacteriorhodopsin (Oesterhelt and
Stoeckenius, 1971), which is arranged in the lipid
bilayer on a P3 space group lattice (a = 62 A;
Henderson, 1975). The membrane thickness is 45
A and it extends up to about 1 um in diameter
(Blaurock and Stoeckenius, 1971; Henderson,

membrane

diffraction
pattern

/////

—__—"_  micrograph

FiGURe 2 Microscope geometry with the membrane
tilted, as in collecting data for a three-dimensional map.
Diffraction patterns recorded with different angles of tilt
differ according to the way the central section, perpen-
dicular to the electron beam, samples the line lattice.
Micrographs record the projected views of the mem-
brane corresponding to these diffraction patterns.




1975), so that the maximum number of unit cells
within a sheet is about 20,000 —or about 20 times
the minimum required number estimated earlier.
Its three-dimensional structure was determined,
by the methods outlined in the preceding para-
graphs, to a resolution of 7 A (Henderson and
Unwin, 1975).

A projection map of the membrane, Fig. 3,
shows that each protein molecule is comprised of
at least three rodlike segments aligned roughly
perpendicular to the membrane plane. But a fairly
continuous region of higher than average density
indicates that there may be several more rods
tilted sufficiently to overlap and which therefore
contribute a smear in projection. The dimensions
and spacings of these rods identify them as being
closely packed a-helices, in agreement with X-ray
studies (Henderson, 1975; Blaurock, 1975). The
more uniform spaces between and within the pro-
tein clusters are composed mainly of lipid bilayer.

Figure 3 is relatively informative in comparison
with projections obtained from true three-dimen-
sional crystals, where the detail is normally con-
fused by the superposition of molecules from adja-
cent layers. This property applies generally to pro-
jections of isolated membrane sheets and also to
more complicated aggregates, such as collapsed
vesicles or multilayer assemblies, unless, of

Ficure 3 Projection map of the purple membrane at
7 A resolution (Unwin and Henderson, 1975). The
protein molecules (heavier contours) pack tightly to-
gether around threefold axes in clusters of three. One
of the molecules is outlined.

FIGURE 4 Model of the purple membrane protein con-
structed from a 7 A three-dimensional map (Henderson
and Unwin, 1975). The view is that of the molecule
outlined in Fig. 3 seen from below. Thus the four most
strongly inclined «-helices are in the foreground, and the
other three, which are approximately perpendicular to
the membrane surfaces, are at the back.

course, the separate layers interact specifically so
that their contributions to the diffraction pattern
cannot be separated.

The three-dimensional map of the purple mem-
brane shows that the continuous region of higher
than average density in Fig. 3 is indeed made up
from a-helices which are slightly tilted. There are
seven close-packed a-helical segments in the pro-
tein altogether and each is 30-40 A in length. The
molecule is about 45 A long in the direction per-
pendicular to the bilayer, and so almost certainly
extends through it to be exposed to the environ-
ment on either side.

A photograph of a model constructed from the
map, and illustrating these features, is given in
Fig. 4. The resolution is insufficient to show re-
gions of unfolded polypeptide chain, but because
the molecular weight is only 26,000 (Oesterhelt
and Stoeckenius, 1971), these regions can make
up only 20-30% of the total polypeptide chain
and therefore are accounted for largely by the
connecting links between the a-helical segments.
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The retinal molecule, which is covalently bound to
the protein (Oesterhelt and Stoeckenius, 1971), is
also invisible at this resolution.

The study of the purple membrane emphasizes
the power of the electron microscope as a tool for
structure analysis of membrane proteins generally.
But it also draws attention to limitations inherent
in the technique which make even higher levels of
resolution difficult to attain. Problems arise, espe-
cially in directions away from the plane of the
membrane sheet, where the lattice lines tend to
become increasingly broad unless the sheets can
be made perfectly flat and where there is also a
technical difficulty in recording data from objects
tilted more than about 60° to the incident beam
direction. The resolution is, therefore, always
likely to be better in the plane of the membrane
than away from it.

With the purple membrane, anisotropy in reso-
lution from these sources is to some extent dis-
guised by the fact that the arrangement of a-
helices is such as to concentrate the diffraction, at
least to medium resolution, toward the plane of
the membrane. Fortunately, the effect of this ani-
sotropy will only be very pronounced in the un-
likely event of much of the diffraction being con-
centrated in a direction perpendicular to the mem-
brane sheet, as, would be the case, say, with a-
helices stacked predominantly parallel to the
membrane surface.

Closer to the plane of the membrane, resolu-
tions approaching the capability of a modern elec-
tron microscope, 2-3 A, should be attainable. But
technical problems increase substantially as the
microscope is taken toward its theoretical limit.
Useful data from micrographs at this resolution
require that they be corrected for electron optical
distortions before Fourier analysis and that careful
attention be paid to such factors as the modulation
transfer characteristics of the photographic emul-
sion, chromatic aberration, and partial coherence
of the electron beam—all of which now become
critically important.

Clearly, then, the structures of membrane pro-
teins will be difficult to solve by electron micros-
copy alone at quite the resolutions we have come
to expect from X-ray diffraction of soluble pro-
teins; we can hardly expect to be able to determine
directly the primary conformation of the polypep-
tide chain in this way.

However, for obtaining information on a

slightly coarser scale —the organization of the poly--

peptide chain into conformationally discrete units
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such as a-helices and B-pleated sheet —the effec-
tiveness of electron microscope structure analysis
is unquestionable. Molecular structure at this level
of resolution is of considerable value, because it
provides a framework upon which, with the aid of
additional data, a more detailed picture can be
built up.
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INTRODUCTORY REMARKS

L. WOLPERT

Cell-to-cell interactions refer to the processes
taking place, particularly those involving commu-
nication, when cells are relatively close to each
other, or touch one another. It refers to interac-
tions that occur over distances of about 1 um:
thus hormones, for example, which enable cells to
interact with each other over long distances, are
excluded. On the whole, this is a field in which we
are still uncertain about what is happening, and
our ignorance is much greater than our knowl-
edge. In this symposium, we will consider mainly
developmental aspects of the problem.

When cells interact with one another, the cell
surface membrane has to be involved. It is helpful
to classify interactions into three main classes,
according to the role played by the membrane
(Wolpert and Gingell, 1969). In the first, the cell
membrane acts as a mechanical sensor, and ena-
bles the cell to respond, for example, to differ-
ences in adhesiveness in the environment. In the
second, it behaves as a channel whereby a signal
from one cell can pass directly into another cell,
and the formation of gap junctions exemplifies
such an interaction. In the third class, it acts as a
transducer: that is, some message or some effect
from an adjacent cell has an effect on the mem-
brane, whereby the information in that message,
or the nature of that message, is transformed or
transduced by the membrane to something else
which occurs in the interior of the cell. Examples
of this would be an extracellular stimulus that
either activates adenyl cyclase in the membrane
and therefore causes more cyclic AMP to be made
inside, or causes a change in permeability of the
membrane (Gingell, 1971). The following papers
will, to some extent, illustrate aspects of these
three classes of interaction. Dr. Gerisch will dis-
cuss the nature of cell adhesion, which can largely

L. woLPERT Department of Biology as Applied to
Medicine, The Middlesex Hospital Medical School,
London, England

determine the membrane’s role as a mechanical
sensor; Dr. Pitts will discuss gap junctions where
the cell is acting as a channel; and Dr. Hay will
discuss the situations in which cells are not really
in direct contact and where whatever interaction
there is between the cells probably involves the
intercellular matrix. The matrix most likely exerts
its influence by the cell membrane acting as a
transducer.

A main area of interest in cell-to-cell interac-
tions relates to the complexity and specificity of
the interaction. Emphasis is often placed on the
nature of the communication involved and, to put
it more anthropomorphically, we want to know
what sort of conversations cells have with each
other. It is a widespread idea that the nature of
such conversations is complex. In this view, con-
versations between cells are thought to be very
interesting, and this implies that there are all sorts
of qualitative messages passing between cells. On
the other hand, there is a view, and one to which 1
adhere, that conversations between cells are very
simple and really rather uninteresting, and the
important thing is the cell’s response (Wolpert and
Lewis 1975). In terms of the three classes of mem-
brane-mediated interactions, it is important to re-
alize that the specificity of cell-to-cell interaction
may reside at various sites. It could be, for exam-
ple, in the membrane, but might equally well
reside in the interior of the cell, especially when a
channel is formed or when the membrane acts as a
transducer. It has been insufficiently appreciated
that the widespread occurrence of gap junctions
provides a channel whereby the internal contents
of cells become accessible to interactions, and that
this is where the specificity of response may reside,
rather than in the membrane itself.

Contact Inhibition

As an example of the problems that one has to
face when dealing with cell-to-cell interaction, I
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want to draw attention to an experiment of Dunn
(1971) relating to contact inhibition. Contact inhi-
bition is the phenomenon described by Abercrom-
bie (1967) for fibroblasts in culture, in which the
locomotion of a cell is inhibited when it makes
contact with another cell. Dunn has examined
nerve cells in culture and made the important
observation that at the growth cone, where there
are large numbers of filopods, when one filopod
touches another nerve cell, but not when it
touches, for example, some solid object or a fibro-
blast, it and other filopods withdraw and the cell
tends to move off in another direction. Not only is
this a very nice example of contact inhibition; it
also raises problems as to what the mechanism is.
There have been suggestions, for example, that
contact inhibition can be explained in terms of
relative adhesiveness (Martz and Steinberg,
1973). However, in this case, such a mechanism is
most unlikely, as it could not explain why, when
one filopod touches the adjacent nerve cell, adja-
cent filopods also withdraw. Rather, it seems, one
requires a mechanism whereby the effect of con-
tacting another nerve cell is propagated through-
out the growth cone, and this could involve the
effect of contact being transduced by the mem-
brane into, for example, a permeability change, or
a channel formed at the site of contact, allowing
communication between the internal contents of
the cells. It is not known which mechanism is
involved, but it is clear that the specificity of the
interaction may lie in the initial contact or in the
response to the changes it brings about.

Cell Adhesion

It is still not clear, but the popular current view
suggests that cells are held together by specific
molecules acting as ligands (Moscona, 1974; Mar-
chase et al., 1975). On the other hand, one should
be aware that all cells are subject to physical forces
when they come close to each other: because of
their negative surface charge there is a repulsive
force which prevents cells coming together, and
there is also now good evidence for attractive
forces of the long-range van der Waals-London
type (Parsegian and Gingell, 1973; Gingell and
Fornés, 1976). The relative importance of these
two types of mechanisms for cell adhesion remains
unclear. One should be careful at this stage not to
make too strong an assumption about the specific-
ity of cell adhesion. For example, to my mind
there is still little evidence on the biological side
for the type of specificity that is found in antigen/
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antibody or enzyme substrate specificity, which
are the paradigms we have in mind when we talk
about specificity. Even in the nervous system,
where it is generally believed there is a high degee
of adhesive specificity determining neural connec-
tions, at this stage, the biological evidence remains
rather weak. I would emphasize that the require-
ment for a high degree of biological specificity in
adhesiveness still remains to be proved. Gaze and
Hope (1976), for example, looking at the devel-
opment of retinotectal connections, show that one
can develop models that require rather a low de-
gree of specificity of interaction between retinal
and tectal cells.

Signaling in Hydra

It may be useful to draw attention to work on
the biological side that provides some evidence for
interaction over quite long distances, and in which
cell contact is required and diffusion might be
involved. This is just the sort of situation in which
gap junctions might be expected to provide the
channel for communication. The system we have
studied is the regeneration of the head in hydra,
where there is good evidence (Hicklin et al.,
1973) that the head end of hydra exerts an inhibi-
tory influence that prevents the formation of other
heads.

Our experiments are based on the observation
of Wilby and Webster (1970) that one head can
inhibit formation of another head end over rela-
tively long distances (0.5 mm), and that this inhi-
bition can be propagated in a proximodistal direc-
tion, that is, from the foot end toward the head
end. In a typical experiment, a head is grafted
onto the proximal end of the gastric region of
another hydra and, at a later time, the host head is
removed, and one simply observes whether the
grafted head can inhibit head regeneration (Fig.
1). (The head and gastric region of hydra can be
represented by H/234). When an additional head
is grafted onto the 3 region to give H/23/H then
(at 18°C) it is necessary to wait for about 8 hr
before removing the host head if regeneration is to
be inhibited. We explored the time/distance rela-
tionship, and the results showed that the time
between grafting the additional head and remov-
ing the host head so that inhibition occurred was
highly sensitive to distance (Wolpert et al., 1972).
For example, for a short length corresponding to
region I, the additional head could be grafted 6 hr
after removal of the host head. Thus, there isa 14-
hr difference between the times of grafting the
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FIGURE 1 Scheme for experiments to test the time/
distance relationship for an inhibitory signal from the
head end of hydra. On the left, the head is grafted on
before the host head is removed, and this is necessary for
inhibition of 123/H. Host head removal is at t;, and in
this case the graft is at —t. On the right, the head is

removed from the host before grafting of the head and
this can lead to inhibition for shorter distances.

additional head when the distance is region 1 or
region /23. From our results, together with a
theoretical analysis, we concluded that diffusion of
a molecule with an effective diffusion constant of 2
X 1077 cm?/s could provide the mechanism
whereby the inhibitory signal was transmitted. We
have also obtained evidence that signaling will not
occur unless cell contact has been established
(Hicklin et al., 1973). Taken together, these re-
sults suggest that the long-range inhibitory signals
might be mediated by a diffusible, intracellular
signal. This requires a channel for cell-to-cell sig-
naling, such as a gap junction. Hydra have gap
junctions.

Cell-to-cell Interactions Via
Extracellular Matrix

There is a variety of cell-to-cell interactions that
appear to be mediated by the extracellular matrix.
Among the most dramatic are those involving
epithelial mesenchymal interactions in relation to
the epidermis. Sengel (1976) and others have
shown that a graft of embryonic mesoderm, made
during development of a region of the chick em-

bryo that would normally form scales to a region
in which feathers would normally form, can result
in the overlying epidermis forming scales instead
of feathers. In such interactions, the mesoderm
and the epidermis are separated by a basement
membrane, and there is no direct cell-to-cell con-
tact. Any signaling must be through the extracellu-
lar matrix, and the cell membrane very likely acts
as a transducer. Dr. Hay will consider such inter-
action.

Positional Signaling in the
Developing Limb

The basic idea of positional information is that it
provides a mechanism for pattern formation in
development in terms of a two-step process: first,
a coordinate system is set up, whereby the cells
have their positions specified with respect to
boundaries; second, the cells interpret this posi-
tional information with the appropriate cytodiffer-
entiation (Wolpert, 1969). Such a mechanism im-
plies that quantitative signals can provide the basis
for positional information and that the differences
between patterns of cellular differentiation arise
from the interpretation of the signal, rather than
from the signal itself. In the case of the chick wing,
we have suggested that positional information
probably is specified along three axes; proximodis-
tal, anteroposterior, and dorsoventral (Wolpert,
et al., 1975). Here I will confine myself to the
anteroposterior axis, for which there is evidence
that positional information is specified by a signal
from a region at the posterior margin of the limb,
called the ZPA (zone of polarizing activity), dis-
covered by Saunders and Gasseling (1968). The
basic observation is that when this region is grafted
to an anterior position in the early limb bud, the
limb is duplicated in a mirror image along the
anteroposterior axis. This region may set up a
gradient of positional information, possibly in the
form of a diffusible morphogen, which enables
cells to know their position along the anteropos-
terior axis. This may be investigated by looking at
the specification of digits in the chick limb that are
clearly distinguishable one from another: the an-
teroposterior sequence is digits 2, 3, and 4. The
hypothesis is that the digits are specified with
respect to their distance from ZPA: when they are
close to the ZPA, they will form digit 4, further
away, digit 3, and still further away digit 2 (Fig.
2). We investigated this hypothesis by grafting an
additional ZPA to different positions along the
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Somite  Predicted effect of ZPA grafts
Number at different levels
14/15 z
] 15 z
15/16 z
] 16 z
16/17 2|3|e|z]¥[3]2
] 17 2|34 .2-4 3(2
17/18 2|3 lalz]als]2
] 18 2(212(|2|2|2|3|4|z[4]|3
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] 19 4 |4(4|a|4a]d|4(a]a|[4]2
] 18/20 zlz|zlz|zlzlzlzlzlziz

Ficure 2 Scheme to show the expected pattern of
digits when an additional 2PA (Z) is grafted to the early
limb bud at different positions along the anteroposterior
axis. Each column shows the graft at a different position
and the expected result in terms of the digits is specified
by their distance from the ZPA. The host ZPA (z) is
always present and its position in the early bud is shown
by the shaded region on the left. On the whole the
predicted results were obtained, but the dotted and solid
lines show where some deviation was observed (Tickle et
al., 1975).

anteroposterior axis and, on the whole, our pre-
dictions have been confirmed (Tickle et al.,
1975). These results can be interpreted in terms of
a gradient in a diffusible morphogen arising from
the ZPA —perhaps in a manner similar to the
inhibitory signal in hydra—and from the cells re-
sponding to various thresholds in the concentra-
tion of this morphogen (Lewis et al., 1977). It
must however, be emphasized that we do not
really know that it is a diffusible signal, but merely
that our results are consistent with it. Two other
observations also are consistent with it. Whenever
there is reason to believe that the signal is atten-
uated, digit 2 forms, and this is consistent with the
idea that we are dealing with a diffusible gradient,
because, of course, the first threshold that the cells
will read is that for digit 2. Second, grafting a
second ZPA to the site of the existing ZPA has no
effect: this is to be expected if the morphogen is
held at constant concentration at the source.

Further evidence relates to the possibility of the
response being the important feature, rather than
the signal. We have grafted the region of the
mouse embryonic limb, which we thought corre-
sponded to the ZPA, into the chick limb bud, and
have found that it induced chick digits (Tickle et
al., 1975). This seems to be a good basis for
suggesting that the signal is the same in all verte-
brate limbs and what differs in different animals is
the response.
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MEMBRANE SITES IMPLICATED IN CELL
ADHESION: THEIR DEVELOPMENTAL
CONTROL IN DICTYOSTELIUM DISCOIDEUM

G. GERISCH

Dictyostelium or the Easy Way to Study
Cell Adhesion

To a certain extent, cell aggregation in the cellu-
lar slime mold Dictyostelium discoideum can be
taken as a model for tissue reconstruction from
dissociated cells. Advantages of D. discoideum are
the growth of the organism in the form of single
cells, which renders trypsinization unnecessary;
the sharp separation in time of growth and cell
differentiation; the possibility of cultivating the
cells up to the aggregation phase in a uniform
suspension, in which they develop morphogenetic
capabilities; and the availability of mutants, which
grow as single cells but are blocked at different
steps of differentiation. Sorting out of aggregating
cells from interspecies mixtures indicates specific-
ity of either one or both aggregation mechanisms:
chemotaxis and cell adhesion (Konijn, 1972;
Raper and Thom, 1941; Bonner and Adams,
1958). One of the signals that controls cell differ-
entiation from the growth phase to the aggrega-
tion-competent state has been identified as cyclic
AMP, which, in order to be effective, has to be
administered in the form of reiterated pulses (Ger-
isch et al., 1975; Darmon et al., 1975).

Candidates for Cell Adhesion Sites

The search for membrane sites specifically in-
volved in cell adhesion and recognition can be
based on the following criteria: (1) cell surface
location of the sites and their extension into the
intercellular space; (2) species specificity; (3) de-
velopmental regulation in cells differentiating
from the growth-phase stage to aggregation com-
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petence; (4) absence in nonadhesive mutants; (5)
binding to the cell surface; (6) either promotion or
inhibition of cell adhesion by the addition of a
solubilized factor to aggregation-competent cells;
(7) blockage of cell adhesion by univalent anti-
body fragments binding to specific cell-surface
sites.

On the basis of various of these criteria, several
cell-surface sites have been suggested as partici-
pating in cell adhesion: (1) target sites for aggrega-
tion-blocking, univalent, antibody fragments
(Fab), (two types of such sites, contact sites A and
B, have been distinguished, one of which is de-
velopmentally regulated [Beug et al., 1973a]); (2)
a carbohydrate-binding protein, discoidin I, first
identified as a lectin that agglutinates sheep eryth-
rocytes (Rosen et al., 1973); (3) discoidin recep-
tors, which are believed to have carbohydrate
moieties complementary to the carbohydrate-rec-
ognition site of discoidin (Reitherman et al., 1975;
Siu et al., 1976); (4) a concanavalin A-binding
glycoprotein of 150-kilodalton molecular weight
(Geltosky et al., 1976).

Some Critical Remarks on Criteria
for Adhesion Sites

The developmental regulation of various cell-
surface constituents is listed in Table I, other char-
acteristics of these structures in Table II. The
increase in either quantity or activity from the
growth phase to the aggregation stage is neither a
sufficient nor a necessary criterion for surface sites
to participate in cell adhesion. Two sites involved
in cyclic-AMP recognition and regulation show a
similar behavior: cyclic-AMP receptors and cyclic-
AMP phosphodiesterase. If, on the other hand,
cell adhesion is mediated by a multiple component



TaBLE [

Developmental Regulation of Cell Surface Proteins and Related Components

Developmental stages

Aggregation
Factor Reference Growth phase competence Aggregated cells
Factors implicated in cell

adhesion

Contact sites A Beug et al., 1973a Almost absent High Probably
high

Glycoprotein antigen I Wilhelms et al., 1974 Low High ?
Glycoprotein 150 Geltosky et al., 1976 Low ? High
Protein band no. 4 Smart and Hynes, 1974  Low Low High
Discoidin I

soluble Rosen et al., 1973 Low in strain NC-4 High High

Malchow, pers. comm. High in strains Ax-2 and
v-12
surface bound Frazier, 1976 Low in strain NC-4 High High

Siu et al., 1976

“Discoidin receptor” Reitherman et al., 1975

“Discoidin receptor” Siu et al., 1976

Other cell surface sites
CycliccAMP receptors

Gerisch and Malchow,

1976
Cyclic-cAMP phosphodi- Malchow and Gerisch,
esterase 1972

Always present in axenically grown cells of strain Ax-3

Low affinity High affin- ?
ity

Low High ?

Low High ?

Low High ?

system, certain constituents may be present all the
time, whereas others, while completing the sys-
tem, render the cells able to aggregate.

Inasmuch as D. discoideum cells are able to
differentiate into aggregation-competent cells in
strongly agitated suspensions, they can be kept
single up to this stage. Transfer onto a supporting
surface induces these cells to aggregate instanta-
neously (Gerisch, 1968). This makes a clear dis-
tinction possible between sites that are formed in
response to cell contact and those present in cells
which are still single but are ready to aggregate.
Smart and Hynes (1974) have shown that their
band no. 4 protein is of the first type. The exact
developmental regulation of glycoprotein 150 re-
mains to be clarified. This glycoprotein increases
strongly during the aggregation process (Geltosky
et al., 1976) and might therefore be a product,
rather than a prerequisite, of aggregation.

Developmental regulation of a membrane site
loses its value as a criterion if it differs from strain
to strain. Discoidin is strongly regulated in one
strain, but in others it is present in considerable
quantities in growth-phase cells, which neverthe-
less do not aggregate (Table I).

The absence of certain cell-surface constituents

from nonaggregating mutants is another criterion
of limited value because of the pleiotropism of
most of the mutants; those blocked at early steps
of differentiation miss all the surface sites that
would appear after the block (Gerisch et al.,
1974).

Is Cell-to-Cell Adhesion the
Result of Carbohydrate-
Protein Interaction?

The possibility that glycoproteins mediate cell
adhesion by protein-carbohydrate interaction be-
tween contiguous cells has focused attention on
lectin-binding proteins. The chemistry of one de-
velopmentally regulated concanavalin A binding
protein of D. discoideum is partially known (Wil-
helms et al., 1974). However, the cell-surface
location of this glycoprotein has not been estab-
lished, and attempts to demonstrate its participa-
tion in cell adhesion have been unsuccessful: Fab
directed against its carbohydrate moiety did not
block cell adhesion. Contact sites A are the only
concanavalin A-binding glycoproteins of the cell
surface for which evidence for a function in cell
adhesion has yet been obtained (Huesgen, 1975).
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TaBLE II

Properties of Cell Surface Proteins and Related Components

Defec- Con A
Cyto- Species tive in mol wt bind- Blockage by
Factor Major references Cell surface sol specificity mutants (1,000) ing Fab
Factors implicated in cell
adhesion
Contact sites A Beuget al., 1973a, b <3 x 10% - +* + 120-130 + +
Huesgen and Gerisch, cell
1975
Glycoprotein antigen 11 Wilhelms etal., 1974 ? ? +* + ? + —(Anticar-
bohydrate
Fab)
Glycoprotein 150 Geltosky et al., 1976 + ? ? + 150 + ?
Protein band no. 4 Smart and Hynes, 1974 + ? ? ? 130 ? ?
Discoidin I Frazier et al., 1976 + + + + 4 %26 - ?
*Discoidin receptor” Reitherman et al., 5 x 10%/ceil ? affinity K = ? ? ? ?
1975 10° vs. 108
“Discoidin receptor” Siu et al., 1976 + ? ? + 56 ? ?
Other developmentally reg-
ulated cell surface sites
Cyclic-AMP receptors Gerisch and Malchow, 10°-10%/ ? + + ? ? ?
1976 cell
Cyclic-:AMP phosphodiess ~ Malchow and Gerisch, + + ? + ? + ?
terase 1972

* The species specificity indicated is immunological specificity.

Cyclic-AMP phosphodiesterase, for which a role
in cell adhesion seems unlikely, indicates that de-
velopmental regulation and concanavalin A bind-
ing together do not identify a protein as an adhe-
sion site.

The interesting finding that D. discoideum pro-
duces a lectin that binds preferentially N-acetylga-
lactosamine, and the discovery of lectins of differ-
ent specificities in other cellular slime molds, has
prompted a series of investigations on the possible
function of these carbohydrate-binding proteins in
cell-to-cell adhesion (Frazier, 1976). Behind these
studies is the idea that the lectin acts as a multiva-
lent ligand that connects carbohydrate residues of
adjacent cell surfaces, similar to aggregation fac-
tors in sponges (Humphreys, 1963; Weinbaum
and Burger, 1973; Moscona, 1974).

Binding of labeled discoidin to glutaraldehyde-
fixed cells has been employed for the demonstra-
tion of discoidin receptors.Discoidin binds with
high affinity to D. discoideum cells, but simultane-
ously strong cross-reactivity of the lectins of differ-
ent species with heterologous cell surfaces has
been obtained. For the D. discoideum X Poly-
sphondylium pallidum pair association, constants
of 1 to 5 x 108 have been found for the binding
of lectins to heterologous receptors, compared
with 1 to 4 x 10° in the homologous combina-
tions (Reitherman et al., 1975). It is hard to
imagine, irf the light of the high cross-species
affinity, how the cells are able to sort out on the
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basis of the lectin system.

Another possibility to identify discoidin recep-
tors is the search for proteins that coprecipitate
with antidiscoidin antibodies (Siu et al., 1976). A
56-kilodalton cell-surface protein did coprecipi-
tate, indicating an affinity of discoidin to this 56-
kilodalton moiety, provided that the antibody
itself did not cross-react with the latter.

In spite of the accumulated evidence in favor of
a function of discoidin and the lectins of related
species in cell adhesion, several points remain to
be clarified. Discoidin is also a cytoplasmatic pro-
tein, making up 1% of the total soluble proteins in
aggregating cells (Siu et al., 1976). What is its
function in the cytoplasm: is it a precursor accu-
mulated for subsequent incorporation into the cell
membrane? After the aggregation stage, a galac-
tosamine containing mucopolysaccharide is syn-
thesized and finally surrounds the spore mass of
the fruiting body (White and Sussman, 1963).
Does discoidin interact with this material, attach-
ing it to the cells?

Two pieces of direct evidence for lectin-me-
diated cell adhesion have been obtained in cellular
slime molds. Glutaraldehyde-fixed D. discoideum
cells are agglutinated by discoidin. Spontaneous
agglutination of P. pallidum cells is inhibited by
Fab directed against their endogenous lectin, palli-
din (Rosen et al., 1976). In both cases, impair-
ment of the natural adhesion of the cells seems to
be required for a detectable effect. The P. palli-



dum cells were incubated in glucose of high ionic
strength, which by itself inhibits cell adhesion.
What, then, is the reason for the weak aggrega-
tion-blocking power of antilectin Fab, in contrast
to Fab against other cell-surface sites which com-
pletely blocks adhesion of cells aggregating under
optimal conditions?

Fab that Blocks Cell Adhesion:
What Are the Target Sites?

Fab directed against specific cell-surface sites
inhibits cell adhesion, whereas Fab binding to
other surface constituents does not. Fab directed
against the membrane fraction of aggregation-
competent cells completely blocks adhesion. After
absorption with either growth-phase cells or their
membranes, the blockage is no longer complete,
but can be restituted by supplementation with
antigrowth-phase Fab. Antigrowth-phase Fab
alone blocks only the adhesion of growth-phase
cells completely. EDTA has the same effect and,
in fact, can replace antigrowth-phase Fab (Beug et
al., 1973a). These results demonstrate the pres-
ence of two classes of contact sites on the surface
of aggregation-competent cells: contact sites A are
characteristic for the aggregation phase, as contact
sites B are already present in growth-phase cells
(Fig. 1). Each site functions independently.

Aggregating cells assemble into streams; typi-
cally they are elongated and adhere to each other
preferentially at their ends, but also side-by-side
(Fig. 1). This pattern of cell assembly changes into
pure end-to-end association upon blockage of con-
tact sites B by either Fab or EDTA. Blockage of
contact sites A by Fab still allows the cells to form
loose, irregular assemblies, where they adhere to
each other, often side-by-side. Activity of contact
sites B in growth-phase cells is indicated by their
EDTA-sensitive agglutination, which is also pres-
ent in nondifferentiating mutants (Gerisch et al.,
1974).

Purification of contact sites can be based on the
neutralization of the aggregation-blocking activity
of Fab. Contact sites A constitute a small fraction
of the membrane proteins of aggregation-compe-
tent cells. After solubilization with deoxycholate,
they appear in a single peak on Sephadex G 200 in
the 130-kilodalton range (Huesgen and Gerisch,
1975). Periodate and pronase sensitivity is in
accord with the glycoprotein nature of contact
sites A. As shown in Table III, contact sites A
are not identical with discoidin.

Fab specitic for
aggregation - competent

cells: blocking
contact sites A

037
s

Fab against growth -phase
cells,or EDTA: both blocking
contact sites B

/

Polyspecitic Fgp:
blocking contact sites
AplusB

Jj /
QQJ//QQ

FiGURe 1 Selective blockage of either contact sites A
or B, and complete inhibition of cell adhesion by block-
ing both. In the absence of a blocking agent, the cells
associate into streams which move towards aggregation
centers (top). Blockage of the B sites by either Fab or
EDTA still allows the cells to assemble into chains or
rosettes (left). After blockage of the A sites, only loose
assemblage into irregular groups remains possible
(right). Inhibition of both A and B sites leads to dissocia-
tion into single cells (bottom) which still move actively
and are capable of chemotactic orientation (from Ger-
isch et al., 1974).

The Fab-blocking test for the identification of
contact sites does not enable one to specify their
function in cell adhesion. One possibility is, of
course, that contact sites are the molecules which
actually form the bridges between adhering cells.
Contact sites A would be able to form transmem-
brane homodimers by protein-carbohydrate or
protein-protein interaction. However, the possi-
bility remains that contact sites are regulatory
sites for cell adhesion. The molecules directly
involved in adhesion might be different, and per-
haps not amenable to blockage by Fab, because
of their high affinity to each other.

Quantitative and Topological Aspects

Fab directed against the carbohydrate moieties
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TasLe III
Differences between Contact Sites A and Discoidin 1

Contact sites A

Discoidin

No agglutination of formalinized sheep erythrocytes

Not detectable in the soluble cytoplasmic fraction
(100,000 g supernate)

Absence from growth-phase cells of strains Ax-2 and
v-12 (membrane fractions)

A concanavalin A binding glycoprotein of about 130
kilodaltons

Agglutination of these erythrocytes

1% of the soluble cytoplasmic protein in aggregating
cells is discoidin

present in growth-phase cells of these strains; in aggrega
tion-competent cells only about twofold higher titers

A tetrameric protein of 25 kilodaltons subunit size

of certain cell-surface antigens does not influence
cell aggregation, even if 2 X 108 Fab molecules are
bound per living cell (Beug et al., 1973b). Flu-
orescent-labeled Fab of this specificity is detectable
within the space between contiguous cell surfaces,
indicating that molecules of 60 X 35 X 35 A size
can fit between adjacent membranes without im-
pairing adhesion. Ferritin-labeling of antibodies of
the same specificity reveals a uniform distribution
of the corresponding antigens over the whole cell
surface (Fig. 2). Molecules that form bridges be-
tween the cell membranes must be intercalated
between these antigens and, consequently, cannot
be associated into larger patches.

Contact sites A are completely inactivated by
binding of not more than 3 X 10° Fab molecules
per cell (Beug et al, 1973b). These antibody frag-
ments cover less than 2% of the surface area of the
cells, establishing that cell adhesion can be traced
to specific loci on the cell surface.

The end-to-end assembly of the cells indicates
spatial heterogeneity of contact site A activities
along the surface of a cell. Preliminary evidence
has been obtained that contact sites A are never-
theless homogeneously distributed (Gerisch et al.,
1974). Antibody labeling of those cell-surface an-
tigens that are specific for aggregation-competent
cells did not reveal differences between different
areas of a cell surface. Although contact sites A
are certainly not the only antigens labeled under
these conditions, they are believed to constitute a
considerable fraction of the labeled antigens. A
cell can form a new tip within a few seconds,
simultaneously losing its adhesiveness at the origi-
nal ends. These results suggest that the activity of
contact sites A is spatially controlled, depending
on their position relative to the actual ends of a
cell.

Do the molecules, which represent the active
spots for cell adhesion, extend far enough into the
intercellular space to bridge the distance of about
150 A between adjacent cell membranes? Figure
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Ficure 2 Distances of the ferritin label from the outer
electron-dense layer of the plasma membrane. For label-
ing, either anticarbohydrate IgG (A) or IgG against
aggregation-specific antigens (O) was used as the first
layer, and in both cases the same ferritin-conjugated
antirabbit IgG goat IgG as the second layer. The maxi-
mal possible distance contributed by the IgG is about 2
x 120 A. Examples for the pattern of labeling corre-
sponding to the histograms on top are given for both the
anticarbohydrate IgG (middle) and the IgG directed
against those antigens which are present on aggregation-
competent cells and absent from growth-phase cells (bot-
tom) (from Schwarz, 1973; Gerisch et al., 1974).

2 shows carbohydrate residues that form an array
of uniform distances from the cell surface. These
are the target antigens of nonblocking Fab. In
contrast, contact sites A, together with other anti-
gens which are specific for aggregation-competent
cells, form a more heterogeneous pattern perpen-
dicular to the membrane (Fig. 2, bottom). On the
histogram of distances between membrane and
ferritin, antigenic sites are seen that extend 30-40
A beyond the carbohydrate layer (Fig. 2, top).
With an estimated thickness of about 30 A for this
layer, the total length would be sufficient for a
molecule to reach the middle line between adja-
cent membranes, and to interact with molecules
that extend a similar distance beyond the opposite
cell surface.



Cyclic-AMP Receptors and the
Developmental Control of
Contact Sites A

In contrast to contact sites B, which remain
almost constant during cell differentiation from
the growth-phase stage to aggregation compe-
tence, contact sites A undergo a drastic change
from nondetectability to a maximal number in
aggregation-competent cells (Fig. 3). This change
parallels the ability of the cells to form EDTA-

. —= aggregation
growth phase cell differentiation
bacteria or

nonnutrient buffer

¢ | contact sitesB/o\’
] /\.

contact
sites A

axenic medium

quantity of
contact sites

0.5; a
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-single cells
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scattering

binding of ferritin-
labeled aggregation-
specific IgG to

the cell surface

Figure 3 Developmental regulation of contact sites A
and EDTA-stable cell adhesion. In the absence of nutri-
ents, the cells differentiate within a period of about 8 hr
into aggregation-competent cells which readily associate
into chains and streams. Immunological evidence indi-
cates that contact sites A are strongly regulated during
this period in contrast to contact sites B (top). Simultane-
ously, cells develop the ability to adhere to each other in
the presence of EDTA, as evidenced by their agglutina-
tion into large groups. The agglutination can be quanti-
tated by measuring light scattering in cell suspensions
which, in the presence of EDTA, stays near to the single-
cell value in growth-phase cells, and turns into lower
values as characteristic for agglutinates in aggregation-
competent cells (middle). During the differentiation pe-
riod, new cell surface antigens become successively de-
tectable (bottom) (from Beug et al., 1973a; Schwarz,
1973).

stable contacts, indicating that, during normal de-
velopment, the appearance of contact sites A on
the cell membrane is immediately followed by the
detectability of their function.

Their clear-cut regulation, together with the
availability of convenient assays, predestines con-
tact sites A as markers for studies on the control of
membrane differentiation. One control mechanism
is known: cycliccAMP pulses strongly accelerate
the formation of contact sites A in the wild type
(Gerisch et al., 1975), and induce contact site-A
activity in certain types of nonaggregating mutants
(Darmon et al., 1975). During the preaggregation
stage, wild-type cells produce cyclic-:AMP pulses
rhythmically every 3-9 min (Gerisch and Mal-
chow, 1976). Contact sites A become detectable
after about 20 pulses.

The cells recognize the signals by means of
cycliccAMP receptors at their surface. A fast in-
crease of the extracellular cyclic-:AMP concentra-
tion results in a transient activation of adenylate
cyclase and, consequently, in the amplification of
the signals (Roos and Gerisch, 1976). The tem-
poral behavior of the response system makes cell
differentiation in this case dependent on the tem-
poral pattern of the signals. Folic acid has a similar
effect on the expression of contact sites A, and
again the administration of pulses is crucial (Wurs-
ter and Schubiger, 1977, Oscillations and cell
development in Dictyostelium discoideum stimu-
lated by folic acid pulses, submitted for publica-
tion).

The continuation of the signal-processing path-
way presumably involves protein phosphorylation
by cyclic-nucleotide-dependent  proteinkinases
and regulation of gene transcription. The elucida-
tion of this part of the control pathway for con-
tact sites A is an intriguing problem for future
research.
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DIRECT COMMUNICATION BETWEEN ANIMAL CELLS

JOHN D. PITTS

The concept of the cell as a unit of all living things
has provided a basis for much of our understand-
ing of biological systems. It highlights a fundamen-
tal similarity between all living organisms from the
simple unicellular prokaryotes to the complex
multicellular eukaryotes. However, the simplicity
and universality of the theory have tended to ob-
scure one of the basic differences between unicel-
lular and multicellular organisms. The individual-
ity and independence of a bacterial cell, for exam-
ple, make it strikingly different from a differen-
tiated cell in an animal tissue. Multicellular orga-
nisms are populations of interacting and interde-
pendent cells with many properties that cannot be
ascribed to individual cells. Coordination of cellu-
lar activity and cellular proliferation through cell-
cell interactions is necessary for the propagation
and sharing of growth signals and for the organiza-
tion of levels of cellular (or tissue) activity that are
intercompatible.

Such cell interactions can be indirect, between
cells in different parts of the tissue or organism, or
direct, between cells in contact. Hormonal control
is an example of indirect cell interactions, and
intercellular junction formation is an example of
direct interactions.

Intercellular junctions are a characteristic of
multicellular organization. Three general types are
found in higher animals, each having a specific
function. Desmosomes (Kelly, 1966; Skerrow and
Matoltsy, 1974) form firm points of attachment
between epithelial cells. They also provide anchor
sites for cytoplasmic filaments and thus form part
of a cytoskeletal system which gives mechanical
strength to a tissue. Tight junctions (Farquhar and
Palade, 1963; Hudspeth, 1975), or septate junc-
tions in invertebrates (Staechelin, 1974), form seals
between epithelial cells lining cavity organs and
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thus prevent luminal contents from penetrating
the interstitial spaces.

The third type of junction is permeable to ions
and small molecules, and so allows the exchange
of small molecular weight cell components be-
tween coupled cells (cells are said to be coupled if
they are joined by permeable junctions). The
physical basis of the permeable junction is thought
to be the gap junction (see Gilula, this volume).

Electrophysiological and microinjection tech-
niques (Loewenstein, 1966; Furshpan and Potter,
1968; and see Loewenstein, this volume) have
shown that these junctions are permeable to ions
and synthetic fluorescent probes with a molecular
weight less than 1,000-2,000. Much of this work
has been done with the large cells of the salivary
glands of Drosophila and Chironomus. However,
more limited studies with vertebrate cells suggest
that the permeability properties of invertebrate
and vertebrate junctions are similar.

This paper describes other approaches with bio-
chemical techniques which have shown that the
junctions between vertebrate cells in tissue culture
are permeable to many (probably all) small molec-
ular weight cellular metabolites but are impermea-
ble to cellular macromolecules.

The Permeability of
Intercellular Junctions

The first indications of junctional communica-
tion by these methods came from a chance obser-
vation of metabolic cooperation (Subak-Sharpe et
al., 1966, 1969) between mutant and wild-type
strains of the hamster fibroblast cell line BHK21/
13 (BHK cells; Macpherson and Stoker, 1962).
Cells lacking the enzyme hypoxanthine:gua-
nine phosphoribosyltransferase (HGPRT; E.C.
2.4.2.8.) are unable to convert the base hypoxan-
thine to the nucleotide inosine monophosphate
(IMP) and, accordingly (unlike the wild-type
cells), do not incorporate exogenous [*HJ}

Direct Communication between Animal Cells 43



de novo synthesis de novo synthesis

) l / DNA\ )
IMP dTMP
HGPRT T RNA TK
hypoxanthine thymidine

Ficure 1 Pathways of nucleotide metabolism. HGPRT,
hypoxanthine:guanine phosphoribosyltransferase; TK,
thymidine kinase; asterisks mark pathways blocked by
aminopterin.

hypoxanthine into their nucleic acid (see Fig.
1). However, when mutant and wild-type cells are
grown in mixed cultures in the presence of
[FH]hypoxanthine, autoradiographic  analysis
shows that mutant cells are labeled if they are in
contact (either directly or through other mutant
cells) with wild-type cells. This phenotypic modifi-
cation of mutant cells in contact with wild-type
cells is so extensive that in confluent 1:1 mixed
cultures, the two cell types are equally labeled and
cannot be distinguished (Biirk et al., 1968; Pitts,
1971). However, if the experiment is repeated
with wild-type and mutant L cells (a mouse cell
line; Sanford et al., 1948), half the cells are la-
beled (phenotypically wild-type) and half are unla-
beled (phenotypically mutant). Metabolic cooper-
ation is a property of BHK cells but not of L cells
(Pitts, 1971).

The phenotypically modified mutant BHK cells
have not gained HGPRT activity, that is, neither
the enzyme nor information to make the enzyme,
is transferred from the wild-type to the mutant
cells (Cox et al., 1970; Pitts, 1971), and it was
concluded that the explanation of metabolic coop-
eration lies in the intercellular transfer of labeled
purine nucleotides which are beyond the enzyme
block and can be incorporated into mutant cell
nucleic acid. The alternative explanation of la-
beled nucleic acid transfer was ruled out because
metabolic cooperation also occurs between mu-
tant BHK cells lacking the enzyme thymidine ki-
nase (TK; E.C. 2.7.1.21) and wild-type BHK
cells. Complete equilibration of the DNA between
these two cell types in mixed culture (which would
be required to explain metabolic cooperation in
terms of nucleic acid transfer) is incompatible with
the genetic stability of these cells.

Nucleotides, like most other intermediate me-
tabolites, are effectively retained in the cell by the
permeability barrier of the cytoplasmic mem-
brane, so the equilibration of nucleotide pools
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during metabolic cooperation requires intercellu-
lar junctions that are permeable to nucleotides.
BHK cells form these junctions and L cells do not.
This has been confirmed by subsequent work (Gil-
ula et al., 1972) which also showed the absence of
electrical coupling and gap junctions between L
cells but not between other fibroblasts which, like
BHK cells, show metabolic cooperation (thus pro-
viding a correlation between permeable junctions
and gap junctions).

Many different cell types in culture will form
junctions that can be detected by metabolic coop-
eration and other methods (see below). Of more
than 30 cell types tested, only 3 have been found
not to form junctions. Of these, the L cells is the
most thoroughly studied.

L cells do not form junctions with BHK cells
(i.e., inability to form junctions is dominant in
mixed cultures; Pitts, 1972), but BHK-L cell hy-
brids do form junctions (McCargow and Pitts,
1971; Pitts, 1972). These observations suggest
that L cells lack an active gene product necessary
for junction formation, but the nature of this prod-
uct, and whether it is the result of a defect devel-
oped during the many years in culture or whether
the cells were originally derived from some non-
junction-forming tissue cell is not known.

A more direct demonstration of intercellular
nucleotide transfer can be obtained with a differ-
ent approach (Pitts, 1976; Pitts and Simms,
1977). After animal cells in culture have been
labeled with [*H]uridine, the cells contain labeled
uridine, labeled uridine nucleotides, and labeled
RNA. Washing such labeled cells with unlabeled
medium removes all the [*H]uridine but leaves the
labeled nucleotides and labeled RNA inside the
cells. If such prelabeled and washed BHK cells are
cocultured with unlabeled BHK cells, subsequent
autoradiography shows that labeled material rap-
idly spreads from the labeled donor cells to the
recipient cells in contact, but not to unlabeled cells
not in contact (Fig. 2a). As in the interpretation
of metabolic cooperation, the transfer could rep-
resent either intercellular nucleotide movement or
intercellular RNA movement.

In this system, nucleotide transfer and RNA
transfer can be distinguished experimentally. If
the labeled donor cells are cultured in unlabeled
medium, the labeled nucleotide pools are chased
into RNA, and after 24 h are almost completely
depleted. When such chased donor cells are cocul-
tured with unlabeled cells, there is very little trans-
fer of labeled material to recipient cells in contact



FiGure 2 Junctional communication between cells in culture. (a) Transfer of uridine nucleotides
between BHK cells; () no transfer of RNA between BHK cells; (c) no transfer of uridine nucleotides
from L cells to BHK cells; (d) transfer of uridine nucleotides from Xenopus cells to BHK cells. The donor
cells (black cells) in a, ¢, and d were prepared by labeling with [*H]uridine for 3 h and then washing with
unlabeled medium. Such donor cells contain labeled uridine nucleotides and labeled RNA (in about equal
amounts). Unlabeled cells were added to the washed donor cells and the mixtures cultured for 3 h. The
cultures were then fixed, acid washed, and processed for autoradiography. In a and d labeled nucleotides
were transferred by intercellular junctions to recipient cells in contact (lightly labeled cells) but not to cells
not in contact (unlabeled cells). In ¢, because L cells do not form junctions, nucleotide transfer did not
occur. The “chased” donor cells in b were prepared by culturing the prelabled donor cells in unlabeled
medium for 24 h before adding the unlabeled cells. Such “chased” donor cells contain labeled RNA but
almost no labeled nucleotides. The labeled RNA is not transferred to the added cells. For further details

see text and Pitts and Simms (1977).

(Fig. 2b). The remaining amount of transfer to
primary recipient cells (i.e., recipient cells in di-
rect contact with donor cells) can be quantitated
by grain counting. Such analyses show that the
amount of transfer is always directly proportional
to the activity in the donor nucleotide pools and is
quite unrelated to the activity of the donor RNA.
This and other approaches (Pitts and Simms,
1977) show clearly that uridine nucleotides but
not RNA are transferred between coupled cells. If
L cells are used either as donors or recipients,
uridine nucleotide transfer does not occur (Pitts
and Simms, 1977, and Fig. 2¢).

This method of examining junctional permeabil-
ity is more versatile than metabolic cooperation.

Mutant cells are not required and precursors other
than [*H]uridine can be used. A number of la-
beled precursors (tritiated hypoxanthine, thymi-
dine, glucose, fucose, glucosamine, 2-deoxyglu-
cose, choline, and amino acids) have been used to
show that other nucleotides, sugar phosphates,
and choline phosphate or CDP-choline are all
transferred between junction-forming cells in con-
tact (but not between L cells) and that the macro-
molecular products (RNA, DNA, protein, macro-
molecular carbohydrate) derived from these inter-
mediate metabolites are not transferred (Pitts and
Finbow, 1977; Finbow and Pitts, manuscript in
preparation). Nor is phospholipid transferred, but
this may be on account of its special position in the
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cell rather than its molecular size (Finbow and
Pitts, manuscript in preparation). The absence of
phospholipid exchange between cells, even those
joined by junctions, suggests that the membranes
of cells in contact do not form any kind of con-
tinuum, and the mixing of membrane components
of different cells requires some form of cell fusion.

Other methods, designed for specific purposes
and not of general application, have been used to
show the transfer of proline and the vitamin-de-
rived cofactor tetrahydrofolate between coupled
cells (Finbow and Pitts, manuscript in prepara-
tion). Interestingly, the active form of tetrahydro-
folate, the tetraglutamate derivative, appears not
to be transferred, whereas the forms containing
fewer glutamate residues are transferred. This
suggests that the junctions (which have already
been shown to be permeable to small metabolites
but not to macromolecules) have a permeability
size limit of about 960 mol wt for substituted
peptides such as these. This cutoff point is similar
to that suggested by Rose and Loewenstein for
fluorescent-labeled synthetic peptides (see Loew-
enstein, this volume).

Intercellular junctions are permeable to all the
small molecular weight celtular molecules so far
examined. If inorganic ions and the small molecu-
lar weight synthetic tracers shown to pass through
junctions by electrophysiological and microinjec-
tion techniques are added to the list, it seems
reasonable to conclude that transfer mechanism is
nonselective (except against large molecules). A
transfer mechanism that is selective only in terms
of molecular size is consistent with the concept
that the 20 A diameter aqueous channels pene-
trating gap junctional subunits are the pathways of
intercellular communication (see Gilula, this vol-
ume).

Specificity of Junction Formation

Some other properties of intercellular junctions
have been characterized in the course of this work.
Junctions form rapidly (within minutes) between
most cell types that grow in tissue culture. There
appears to be no species specificity —cells from
Xenopus, chick, and man will all form junctions
with each other as efficiently as with themselves
(Fig. 2d). Similarly, there are examples of cells
from different tissues that will form junctions, but
there are some instances of specificity. The most
fully characterized of these examples is a system
(Pitts and Biirk, 1976) using liver epithelial cells
and fibroblasts (BHK cells). The epithelial cells
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form junctions rapidly and extensively among
themselves and the fibroblasts do likewise. In
mixed cultures, however, junction formation be-
tween an epithelial cell and a fibroblast is rare,
although once junctions have been established be-
tween a heterologous cell pair, the rate of uridine
nucleotide transfer appears to be similar to that"
through junctions between homologous cells.
These two cell types tend to sort out in culture,
and it has been suggested (Pitts and Biirk, 1976)
that the specificity of interaction is not the result of
different types of junctional proteins but is a func-
tion of the frequency with which the cytoplasmic
membranes of two cells come close enough to-
gether to allow the necessary interaction and for-
mation of the junctional channels.

The absence of specificity between most cells in
culture may not be representative of specificity in
vivo. Many of the cells that survive and grow in
culture are fibroblasts or fibroblastlike, and many
differentiated cells fail to grow in culture. It may
therefore be dangerous to generalize about speci-
ficity (or lack of it) until patterns of communica-
tion have been mapped in vivo.

The Rate and Extent of
Junctional Transfer

An estimate of the rate of movement of mole-
cules through intercellular junctions can be ob-
tained from a simple model system in culture.
Aminopterin blocks the de novo synthesis of IMP
and thymidine monophosphate (dTMP; see Fig.
1) but wild-type cells can grow in the presence of
the drug if the medium is supplemented with hy-
poxanthine and thymidine (HAT medium). Mu-
tant cells lacking either HGPRT or TK cannot
grow in HAT medium because they are unable to
make IMP and dTMP, respectively. However,
they do grow when cocultured with wild-type cells
if both cell types are able to form permeable
junctions. Such rescue of mutant cells by wild-type
cells has been called the “kiss of life” (Fujimoto et
al., 1971). Furthermore, because each mutant is
wild type with respect to the defect of the other,
mixed cultures of HGPRT and TK-deficient BHK
cells will also grow in HAT medium (Pitts, 1971).
One cell type (TK-deficient) produces all the pu-
rine nucleotides for both cell types and the other
(HGPRT-deficient) produces all the dTMP. The
mixed cultures can grow at the wild-type rate with
a division time of 14 h. Under such conditions,
enough purine nucleotides must enter each
HGPRT-deficient cell in 14 h by junctional trans-



fer to make a full cellular complement of nucleic
acid. This rate of movement is approximately 10%
nucleotides/cell per second and presumably all
other intermediate metabolites are passing be-
tween cells at similar rates. Junctional communi-
cation is not trivial leakage from one cell to the
next, but massive exchange and equilibration of
small ions and molecules between all cells in a
coupled population.

In other mode! systems, [*H]hypoxanthine in-
corporation can be followed at an edge between
two contiguous monolayers, one of wild-type cells
and the other of HGPRT-deficient cells, to show
that nucleotides can be transferred through cell
sheets over distances of more than 30 cell
diameters (about 1 mm) in a few hours (Michalke,
1977, Pitts, unpublished data; and see Pitts,
1976). The concentrations necessary to allow
autoradiographic detection in these systems may
be orders of magnitude greater than those neces-
sary to trigger some biological response by a nu-
cleotide-sized signal molecule. This means that
small signal molecules traveling through inter-
cellular junctions could act over distances of 1 mm
and perhaps considerably more.

Junctions between Cells In Vivo

All the different junction-forming cells examined
in tissue culture make junctions that have similar
permeability properties; several observations sug-
gest that junctions in vivo are the same.

Tumors derived from HGPRT-deficient cells
incorporate [*H]hypoxanthine by metabolic coop-
eration with the surrounding wild-type cells of the
host (Pitts, 1972). Electrophysiological and mi-
croinjection techniques applied to cells in organ
culture and in vivo show that these cells behave
like those in tissue culture. HGPRT deficiency in
man (Lesch-Nyhan syndrome) is an X-linked re-
cessive condition. In heterozygotes, half the cells
are mutant and half are wild type as a result of
random inactivation of the X chromosome, and
such females are phenotypically normal (Migeon
et al., 1968). This would be expected if the bio-
chemical defect in the mutant cells was masked
by metabolic cooperation (although the complete
story is likely to be more complex). In allophenic
mice made from early embryos of two strains with
electrophoretically distinct isozymes of isocitrate
dehydrogenase, the hybrid enzyme is found in
muscle (where the different cell types fuse) but
not in liver and other organs (Mintz and Baker,

1967). This shows that junctions are impermeable -

to the enzyme monomers because they do not mix
in tissues (like liver) where gap junctions abound.

Finally, the morphology of gap junctions char-
acterized by electron microscopy is the same in
tissues in vivo and in culture.

Coordinate Control in Coupled
Cell Populations

Different cell types in coupled populations will
have different macromolecules but they will share
common metabolite pools. In this way every cell
benefits from, or is affected by, the metabolic
activities of the other cells, and a population will
have properties that cannot be specifically associ-
ated with individual cells but will be characteristic
of the particular mixture of cells (whether the
mixture is an artificial one in culture or is a tissue
Or an organism).

The sharing of intermediate metabolites can
lead directly to the intercellular control of enzyme
activity and cell proliferation, and such coordinate
control has been studied in model systems in cul-
ture.

Wild-type cells respond to increased concentra-
tions of exogenous hypoxanthine by an increased
activity of the HGPRT pathway and a decreased
rate of de novo IMP synthesis (see Fig. 1). Mutant
cells lacking HGPRT are unaffected by exogenous
hypoxanthine but in mixed culture (if both wild-
type and mutant cells form intercellular junc-
tions), the metabolism of both cell types changes.
The HGPRT activity in the wild-type cells is sev-
eral times higher than that in the wild-type cells
cultured alone, and the de novo pathway is in-
hibited in both cell types (Sheridan et al., 1975,
1977). The possible explanations of these changes
are somewhat complex and have been discussed
elsewhere (Sheridan, 1977), but whatever the
mechanisms, it is clear that all the enzymic path-
ways for making IMP in both cell types are sub-
ject to coordinate control.

This is not a surprising result because if the
activities of metabolic pathways are controlled by
the cellular concentrations of small molecules, it
seems inevitable that these pathways will be
jointly controlled in all the cells in a coupled
population, both in culture and in vivo.

In experiments described earlier, two mutant
BHK cell strains (one lacking HGPRT and the
other TK) were shown to grow in HAT medium
by mutual nucleotide exchange. A further prop-
erty inherent in this system is revealed if unequal
proportions (1:20 or 20:1) of the two cell types
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are cultured in HAT medium. Initially, there is
cell death but this is followed by growth until the
culture is confluent again. Examination of the final
mixtures shows that there are approximately equal
proportions of the two cell types. Because the cells
are interdependent, the cultures tend to stabilize
ata 1:1 mixture. Such metabolic interdependence,
resulting in the coordinate control of cell prolifera-
tion, is a very simple way of regulating the propor-
tions of different cells in a population. As yet there
is no evidence to show whether or not such sys-
tems operate in vivo, but the difficulties experi-
enced when attempting to grow differentiated cells
in culture and their frequent requirement for other
cells or feeder layers (which can form junctions)
could mean that some cells are deficient in essen-
tial metabolic pathways and depend for mainte-
nance and proliferation on metabolic cooperation
with other cell types.

The Role of Junctional Communication

in Development

Intercellular junctions are widespread in embry-
onic tissues in all but the earliest stages of develop-
ment (de Laat et al., 1976; Sheridan, 1977). They
could provide pathways for developmental signal-
ing, but as yet there is little evidence to show that
they do.

Junctions could provide an extra mechanism for
cell-cell recognition which has previously been
thought to involve only surface-surface interac-
tions. Junction formation would allow cells to
sample each other’s contents before commitment
to some developmentally significant interaction. It
is not known if such sampling is important or
significant but, if junctions are there, it must occur
and it should be kept in mind as a possible addi-
tion to the repertoire of processes which might be
involved in the spatial organization of cells in
embryos.

Developmental signaling between adjacent cell
populations is required for embryonic induction
(Saxen, 1975), and there is some evidence that
gap junctions may be formed between the inter-
acting cells. In one induction system, mesoderm
was prelabeled with [*H]uridine, and labeled mate-
rial (either uridine nucleotides or RNA) was
shown to be transferred to added ectoderm (Kel-
ley, 1968). Later studies, with different tech-
niques, were unable to detect RNA transfer
(Grainger and Wessells, 1974). The system is
therefore very analogous to the studies described
earlier in this paper showing junction formation
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and nucleotide transfer between cells in culture.
However, even if cell-cell contact is required and
intercellular junctions are formed, junctional com-
munication need not be the route of inductive
signaling. There may be a number of different
mechanisms operating either at the same time or
in different systems (see Hay, this volume) but in
some systems at least, junctions offer a possible
explanation.

In some organisms, development appears to
proceed by a process of sequential subcompart-
mentation (Garcia-Bellido, 1975). All cells in the
same compartment remain associated and form a
specific region of the embryo and, eventually, the
adult. Differences between differentiated cells
within a compartment may be specified by posi-
tional information in the form of concentration
gradients of diffusible morphogens (Wolpert,
1969, and this volume). There is evidence for
gradient discontinuities and abrupt changes of
concentration at compartment boundaries (Law-
rence et al., 1972), so if morphogens are small
molecules which pass through the cells in a com-
partment by junctional transfer, it might be ex-
pected that junctions would not be formed be-
tween cells on opposite sides of a compartment
boundary. This expectation has been shown to be
incorrect, as electrical coupling (Caveney, 1974),
and morphologically identifiable gap junctions
(Lawrence and Green, 1975) are found between
cells from different compartments. Some other
property must define the boundaries.

Intercellular junctions provide a communication
system during development and in adult tissues
which could carry signals fast enough and far
enough to account for many developmental proc-
esses (see Wolpert, this volume). However, the
system appears to be rather nonspecific, and the
signals it carries are not informational (in the sense
that nucleic acids are informational) but only trig-
ger molecules for the activation and inhibition of
preexisting responses.
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CELL-MATRIX INTERACTION IN EMBRYONIC INDUCTION

ELIZABETH D. HAY

Perhaps the classic example of so-called cell-cell
interaction in the embryo is the phenomenon
termed embryonic induction. The concept of em-
bryonic induction originated in the early part of
this century, largely as a result of the work of
Spemann (1938) and his collaborators. They
showed that the dorsal lip of the amphibian blasto-
pore induced a neural tube to form when trans-
planted to a competent embryo. By the end of the
1940s, investigators had discovered that even
killed calves’ liver could mimic the effect of the
dorsal lip or choramesoderm in causing a compe-
tent ectoderm to form neural folds. Primary induc-
tion, that is, the interaction between chordame-
soderm and presumptive neural ectoderm, scemed
completely nonspecific, at least as far as the evoca-
tor was concerned (Needham, 1942).

It remained for the tissue-culture approach, in-
troduced by Grobstein in 1953, to reawaken wide-
spread interest in embryonic induction, or tissue
interaction, as it is now commonly called (Grob-
stein, 1955). As we shall see, this approach has
served to focus attention on the role of cell-matrix
interaction in second-order inductions (tissue in-
teractions subsequent to primary induction). In
retrospect, it was inevitable that this should be so,
because in the Grobstein approach one removes
the matrix between two tissues, such as a gland
epithelium and its mesenchyme, and then recom-
bines the tissues in culture across a filter (Fig. 1)
through which, it turns out, new matrix secreted
by the mesenchyme can pass over to the epithe-
lium (Grobstein, 1955; 1967). The idea that ex-
tracellular matrix (ECM) is an informative and
vital component of the embryo captivated many
earlier workers (see Baitsell, 1925, and Weiss,
1933), but the possibility that the phenomenon
called embryonic induction is a matrix-mediated
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Medical School, Boston, Massachusetts

50 CELL-TO-CELL INTERACTIONS

one in some cases, emerged directly from the
Grobstein approach.

Grobstein published his matrix interaction the-
ory of embryonic induction (Fig. 2) only a few
years after he first began the work, but he had in
mind the probability “that there is no single in-
ductive mechanism” (Grobstein, 1955, p. 235).
The possible morphogenetic effects of cells on
each other and of hormones and metabolites on
development were acknowledged (Fig. 2), but
these do not appear to be involved in the kind of
transfilter in vitro induction usually measured by
the Grobstein approach. Rather, the evidence
that has accumulated supports the idea that ECM
is the missing component which mesenchymal cells
furnish enzyme-isolated epithelial tissues in vitro.

"We will review briefly the evidence that ECM is
involved in second-order induction of this kind,
and then we will discuss the relevance of our
recent in vitro studies of the cornea to the subject
of the role of ECM in tissue interaction. In a
longer review on embryonic induction (Hay and
Meier, 1977), the question of the initial state of
differentiation of the “‘responding” tissue is dis-
cussed in detail, and we conclude that the starting
tissue is already partially differentiated before the
so-called second-order induction measured by the
Grobstein approach. Grobstein (1955, p. 234)
stated his working definition quite clearly:

For present purposes, I would define embryonic induc-
tion as developmentally significant interaction between
closely associated but dissimilarly derived tissue masses.
“Developmentally significant” is used to imply a change
in one or both masses, which is progressive in terms of
the life cycle of the organism, and which is sufficiently
stable to persist in some degree if the two masses are
separated. Under this general definition, which deliber-
ately avoids any reference to cellular determination or
differentiation, we leave our minds quite open as to
mechanism, and we are free to pick cases for analysis in
terms of their experimental advantages.

What advantages would we like to have? First, an
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Ficure 1 Diagrams of the types of organ cultures used

in the Grobstein approach to the study of embryonic
induction. In A, the tissue is placed at the interface
between the bottom of the glass dish and a clot of
chicken plasma. The culture medium consists of chick
embryo extract, horse serum, and glucose in a balanced
salt solution (after Grobstein, 1955). In B, one tissue is
placed on a previously formed clot; then the Millipore
filter is put on, and the second tissue positioned in a new
clot layered over the first (after Grobstein, 1955). In C,
one tissue is placed on the filter; then the filter is turned
over and supported on the surface of the medium by lens
paper. The second tissue is placed on the free surface of
the filter, either directly above the first tissue as in B, or
to one side of it as shown in C (after Lash et al., 1957).

unambiguous response, simple, yet clearly recognizable
and characterizable. Second, a standardizable response.
... Third, a response accessible to interruption of the
reaction at any time. . . . Fourth, an isolable response
occurring under controlled conditions, free of complicat-
ing variables including interactions with the rest of the
organism. Fifth, a response which can be directly ob-
served throughout the inductive course. Sixth, a re-
sponse, if the nature of the mechanisms involved does
not exclude it, occurring across an intervening space or
interzone within which the effective agents can be visual-
ized, and possibly analyzed, independently of the cellular
masses.

To specify these advantages is to point strongly in the
direction of an in vitro approach.

Studies of Second-Order Induction
In Vitro

The salivary gland epithelium, when isolated by
trypsin treatment and grown in a clot by itself,
does not differentiate, but when recombined with
its mesenchyme directly or across a filter (Fig.
1B), it branches to become a gland. Grobstein,
Parker, and Holtzer have shown that neural tube
induces somite mesenchyme to become cartilage
under similar in vitro conditions (Grobstein,
1955). Two interacting tissues can be separated
across a Millipore (cellulose acetate) filter in the
manner shown at the far right in Fig. 1 (Lash et
al., 1957). If they are not directly across from
each other, no induction occurs. Thus, a freely
diffusible factor is probably not involved. Indeed,
attempts to isolate a low molecular weight “in-

ducer” (Lash et al., 1962) have not been repeata-
ble. Nor does cell-to-cell contact seem to be re-
quired. Cell processes probably do not usually
traverse these thick Millipore filters in the 10- to
40-h period (Grobstein, 1967; Lash et al., 1957)
during which induction is believed to occur.
Rather, the inducer seems to secrete a substance
into the filter that brings about the induction. By
staining the filter, Grobstein (1955) obtained evi-
dence that the stuff in the filter had the character-
istics of ECM; from this evidence he derived his
ECM hypothesis (Fig. 2).

A whole new line of thinking was introduced in
the mid-1960s by the work of Konigsberg and
Hauschka (1965). Heretofore, it was supposed
that high molecular weight substances of some
specificity might be the active matrix ingredients.
Konigsberg and Hauschka showed that the “in-
ductive” action of mesenchyme on muscle differ-
entiation could be mimicked, at least in part, by
collagen alone. A number of studies immediately
followed in various laboratories to rule in (or out)
an inductive effect of so mundane a structural
molecule as collagen; these studies were largely
indirect, employing enzymes to digest collagen
and other structural components of the ECM (see
Grobstein, 1967; Bernfield et al., 1972). Kallman
and Grobstein (1965) published autoradiographic
evidence that mesenchyme secretes collagenlike
proteins that polymerize in the Millipore filter and
under the transfilter epithelium. Dodson (1963)
discovered that frozen-killed dermis is as effective
an inducer of epidermal differentiation as living
mesenchyme, but attempts to influence gland dif-
ferentiation directly by collagen were unsuccessful
(Wessells and Cohen, 1966), possibly because po-
lymerization of collagen into a substratum is im-
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FIGURE 2 Possible mechanisms of interaction between
embryonic tissues (from Grobstein, 1955).
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portant if it is to affect epithelial differentiation
(Meier and Hay, 1974a).

At first, it seemed that even if collagen were a
nonspecific “mesenchyme common factor” stimu-
lating epithelial differentiation, ‘‘mesenchyme
specific factors” must also be present (Grobstein,
1967). Salivary gland epithelium seemed to de-
mand its own mesenchyme, whereas pancreas did
not. Recent evidence indicates that the salivary
gland requirements may not be that specific
(Cunha, 1972). Rather, the idea now emerging is
that gland branching is under a rather subtle con-
trol by ECM, especially its glycosaminoglycan
(GAG) component (Bernfield et al., 1972),
whereas cytodifferentiation may be regulated by
completely separate mechanisms (Spooner,
1974). A noncollagenous growth factor has also
been implicated in gland cytodifferentiation (Lev-
ine et al., 1973).

The inductive interaction studied most exten-
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sively in recent years is the effect of neural tube
and notochord on somite differentiation. As in the
corneal system which we will discuss shortly, the
end product of differentiation usually measured is
the production of ECM by the tissue; the level of
synthesis of cartilage matrix by somite mesen-
chyme is usually monitored by radioactive sulfate
incorporation (Lash, 1968; Lash and Vasan,
1977). The effect of neural tube on the somite,
however, may begin while the tissues are still in
epithelial configuration (Fig. 3, class 1b) before
the sclerotome disperses (Fig. 3, class 2) to give
rise to the chondroblasts that form the axial skele-
ton. It is easy to believe that mesenchymal cells
are producing collagen and GAG (Fig. 3, class 3),
but the first conclusive evidence that an epithelium
such as neural tube might be producing such prod-
ucts was not published until 1971 (Cohen and
Hay, 1971); subsequently notochord was also
shown to be a source of GAG and collagen (for

Class 3. Mesenchymal —Epithelial

1
Tissue separation upooZ

Figure 3 Diagram summarizing the main classes of tissue interactions in the developing embryo.
Primary induction is an interaction between two epithelial tissues, the chordamesoderm and ectoderm, in
which the neural tube is induced to form in the ectoderm (a). Second-order interactions between epithelia
are shown at b and c¢. Neural tube interacts with somite mesoderm while it is still in the form of an
epithelium (b) and also later on after the somite partly disperses as mesenchyme (class 2). Mesenchyme
can also act as inducer, as for example in the differentiation of salivary gland (class 3). The minimal tissue
separation is shown for each system depicted; the extracellular space between the tissues may be even

greater (from Hay, 1973).
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review see Hay and Meier, 1974; Lash and Vasan,
1977). Further impetus to the idea that GAG as
well as collagen might stimulate chondrogenesis
was published by Nevo and Dorfman in 1972;
they were the first investigators to show that puri-
fied chondroitin sulfate and chondromucoprotein
stimulate GAG synthesis by cells, in this case,
chondrocytes isolated from long bones of 13-day-
old chicks.

In 1972, O’Hare reported that collagenase and
hyaluronidase collectively destroy the ability of
irradiated spinal cord to induce somite chondroge-
nesis. Shortly thereafter, Kosher et al. (1973)
published evidence that chondromucoprotein ex-
tracted from sternal and vertebral cartilage pro-
motes [*S]sulfate accumulation and visible carti-
lage formation in somites after 2 day in culture.
Kosher and Church (1975) reported a mild but
definite stimulatory effect of collagen and procol-
lagen on collagen synthesis by somite mesen-
chyme, an effect which seems to be cyclic AMP-
sensitive (Kosher, 1976). The stimulatory effect of
various collagens on chondrogenesis in vitro has
been confirmed by Lash, Vasan, and Kosher (see
Lash and Vasan, 1977, for further review).

Cell Surface-Matrix Interaction
in Corneal Morphogenesis

In the mid-1960s, Jean Paul Revel and I be-
come interested in the development of the cornea
of the chick embryo because its morphology indi-
cated that it would be ideal for the study of what
was then a heresy, the production of true collagen
by epithelium. The corneal epithelium seemed to
produce the primary corneal stroma under the
influence of the adjacent lens (Fig. 3, class 1c)
long before any mesenchymal cells entered the
area (Hay and Revel, 1969). Dodson and Hay
(1971, 1974) demonstrated that isolated corneal
epithelium grown on killed lens capsule (a type IV
collagen containing GAG) produces a collagenous
stroma in vitro reminiscent of that formed in vivo.
Subsequently, Meier and Hay (1974a) reported
that any type of collagenous substratum tested
(even one of pure type II collagen) supports the
efforts of the corneal epithelium to produce a
stroma (Fig. 4). On glass, plastic, and substrates of
noncollagenous proteins, however, the corneal
epithelium fails to produce a stroma.

Stroma production can be monitored morpho-
logically by the appearance of orthogonal layers of
collagen fibrils in vitro (there are 25 such layers in
vivo) or it can be measured by incorporation of

[{*H]proline into collagen (hot TCA-extractable
protein) and [®S]O, into GAG (Meier and Hay,
1974a). Collagens enhance the ability of the epi-
thelium to produce both collagen and GAG. On
the other hand, GAG (chondroitin and heparan
sulfates) stimulates only GAG synthesis (Meier
and Hay, 1974b). In preliminary experiments,
Pamela Hartzband in our laboratory has found
that hemocyanin and periodate do not block the
ability of lens capsule collagen to stimulate corneal
epithelial productions of ECM. It thus seems un-
likely that the sugar component of collagen is
involved in its stimulatory effect. Moreover, colla-
gen fragments in solution have no measurable
effect on the epithelium.

The question on which we have concentrated
recently is one of interest to us as cell biologists:
Where does the collagen-cell interaction take
place? There are many reasons for suspecting that
direct cell contact with the collagenous substratum
is needed. Collagen in the form of a lens capsule
or collagen gel (Fig. 4) is known not to be soluble
under physiological conditions. If the corneal epi-
thelium is blocked from contact with the underly-
ing ECM by a Millipore filter, it fails to produce
stroma (Fig. 5, left). Cell processes do not cross

new stroma

isoloted Jisolated
epithelium epithelium
collogenous subslr_qtun}, collagenous su_b_sfrutug’lj
N I R
medium medium
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Fiure 4 Diagrams of the culture method. Corneal
epithelium isolated by trypsin-collagenase is grown on a
collagenous substratum (such as lens capsule or collagen
gels). Within 24 h, the epithelium has secreted a facsim-
ile of the removed corneal stroma.

Millipore filter

Nucleopore filter

epithelium epithelium

\gollagenous substratum

L 24 Hours | L 24 Hours J

FiGure 5 Diagrams of cultures employing filters to
separate corneal epithelium from the collagenous sub-
stratum. Cell processes do not traverse Millipore filter
(left) in this experiment, but they readily cross Nucleo-
pore filter (right).
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the filter under these circumstances (Fig. 6, left).
On the other hand, a Nucleopore (polycarbonate)
filter of a pore size (0.8 wm) that readily admits
cell processes (see Saxen et al., 1976, for review)
permits “‘induction” to take place across it (Fig. 5,
right). Transmission electron microscopy (Fig. 7)
and scanning electron microscopy (Fig. 6, right)
reveal that cell processes completely cross Nucleo-
pore filters to contact the substratum (Meier and
Hay, 1975; Hay and Meier, 1976).

By using Nucleopore filters of differing pore
size (0.1 wm-0.8 um), it can be shown that the
stimulatory effect of the collagenous substratum
on the epithelium is related to the number of cell
processes that traverse the filter (Meier and Hay,
1975). The level of the stimulatory effect is di-
rectly proportional to the total contact area calcu-
lated from scanning electron micrographs (Fig. 8).
By using autoradiography and biochemical tech-
niques, Hay and Meier (1976) showed that no
detectable radioactivity passes from [{*H]proline-
labeled lens capsule to the epithelium. Thus, the
interaction between collagen and the epithelium is
very likely to be at the cell surface rather than
within the cytoplasm.

Relevance to Embryonic Induction

In many ways, the corneal epithelial system we

have just described serves admirably as a model
for understanding the kind of embryonic induction
measured by the Grobstein approach. The work
clearly calls attention to an interaction of the cell
with the ECM that it contacts. No cell 1o cell
contact exists between the epithelium and the “in-
ducer,” for the “inducer” is free of cells. The lens
ECM (capsule) has the same effect as living lens in
enhancing the ability of the corneal epithelium to
produce a stroma in vitro (Hay, 1973; Dodson
and Hay, 1974). Saxen and his co-workers (see
Saxen et al., 1976, for review) have shown that
spinal cord and metanephric mesenchyme can
contact each other by cell processes across Nucleo-
pore filters during induction of metanephros by
spinal cord in vitro, but they did not examine the
possibility that ECM was also transferred across
the filters. They have shown that in some cases cell
processes can, in time, even cross Millipore filters.
Cell to cell contact was envisioned by Grobstein
(Fig. 2) as playing a role in morphogenesis. What
our experiments suggest, however, is that the em-
phasis Grobstein (1955; 1967) placed on the role
of ECM in transfilter induction was in fact justi-
fied. In the model we have presented (Figs. 4 and
5), the only interaction that can take place is
between cells and ECM. No living inducer is pres-
ent.

FIGURE 6 Scanning electron micrographs of the undersurface of a Millipore filter (a) and Nucleopore
filter (b), each of which had corneal epithelium growing on the upper surface for 24 h. Cell processes
traverse the Nucleopore but not the Millipore filter (from Meier and Hay, 1975). x 8,800.
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FiGure 7 Transmission electron micrograph showing
an epithelial cell process which traversed a Nucleopore
filter to contact an underlying collagenous substratum
(lens capsule) (from Hay and Meier, 1976). X 30,000.
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Ficure 8 A plot on a log scale of epithelial surface
area exposed under each Nucleopore filter compared
with collagen synthesized per epithelium in 24 h. The
0.1-um pore size allowed only a few cell processes to
contact the underlying substratum, whereas the 0.8-um
pore size permitted a large surface area to be exposed to
the substratum under the filter (from Meier and Hay,
1975).

How does an interaction between cells and
ECM take place? Konigsberg and Hauschka
(1965) suggested that the matrix may trap factors

needed by cells for their continued differentiation.
We found, however, that serum factors are not
required for the interaction between corneal epi-
thelium and lens capsule and that lens capsule
does not bind factors of epithelial origin that con-
dition its subsequent activity (Hay and Meier,
1976). In vivo, the function of the lens capsule
may be supplanted in large part by the basal lam-
ina of the epithelium itself. It is tempting to think
that the collagen of the lamina is attached to
receptors on the plasmalemma and that this at-
tachment somehow stabilizes the underlying epi-
thelial cytoplasm, but we do not know that this is
so (see Hay and Meier, 1976; Kosher, 1976; Lash
and Vasan, 1977, for further speculation).

What we do know is that enzymatic removal of
the underlying ECM disrupts the morphogenesis
of the epithelium. Likewise, in the somite-neural
tube system we discussed, matrix is removed by
enzyme treatment when the tissues are isolated for
culture. The somite mesenchyme secretes collagen
and GAG and, interestingly, is capable of some
self-differentiation in confined quarters (Ellison
and Lash, 1971). Does the epithelium also re-
spond to the ECM it manufactures? Yes, its ECM
seems to be autocatalytic. After 48 h of culture
transfilter to lens capsule (Fig. 5, right), the epi-
thelium and the stroma it deposited on the Nu-
cleopore filter can be moved together to a noncol-
lagenous substratum; the epithelium continues to
synthesize collagen at about the same level as
before (Hay and Meier, 1976).

Some years ago, Grobstein showed that the
mesenchyme transfilter to salivary gland epithe-
lium can be removed after 40 h in vitro without
disrupting epithelial morphogenesis (see Grob-
stein, 1967). Lash et al. (1957) removed the
transfilter neural tube after 10 h in vitro and found
that somite chondrogenesis continued. The impli-
cation was that the gland epithelium and somites
were now ‘“‘determined” to follow a given course
of differentiation. A genetic change was implied.
The idea that we would like the reader to consider,
however, is that the cell surface of these enzyme-
isolated tissues was stabilized by the ECM se-
creted by the transfilter tissue and by ECM they
may have produced themselves. The living “‘in-
ducer” can be removed after 10-40 h by scraping

- the cells off the undersurface of the filter, but the

transfilter ECM remains and probably continues
to interact with the responding tissue.

This is a new way of looking at induction be-
cause it says that the so-called inducer must be
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more stable after isolation than the so-called re-
sponding tissue and a better producer of ECM.
There is evidence for both these points—neural
tube, notochord, and lens are able to grow and
secrete ECM independently of other tissues in
culture (Hay and Meier, 1974), and fibroblasts
are notorious for their ability to produce collagen
after isolation in vitro (Konigsberg and Hauschka,
1965).

If what we are measuring in our in vitro systems
is the relative dependence of a particular cell func-
tion, such as cell elongation or collagen synthesis,
on cell surface-ECM, then is it fair to continue to
call these phenomena embryonic induction? We
may well abandon the concept in the future.
Nevertheless, I think it is fair to say that the
systems discussed here do meet the Grobstein
definition we quoted earlier: celFECM interaction
is progressive, is stable, does occur across an inter-
zone, and is accessible to interruption by the ex-
perimenter. However, it is not a single event in
time. I think Grobstein sensed this point, for in
the conclusion of his 1955 symposium talk he
raised the possibility that “‘embryonic induction is
not simply an enigmatic event peculiar to early de-
velopment, but the beginning of a process which
establishes and stabilizes relations among groups
of cells and their matrices-relations which become
increasingly fixed in what we recognize as struc-
ture, persist into the adult and are important in
the maintenance of its tissue architecture” (p.
254).

It is to this wider concept, the role of the ECM
as well as cells in structuring the developing orga-
nism, that I think we now want to direct our
renewed attention.
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GAP JUNCTIONS AND CELL COMMUNICATION

NORTON B. GILULA

Over the past 20 years cell-to-cell communication
has been established as a common property in
both excitable and nonexcitable tissues. The de-
vice responsible for communication is referred to
physiologically as an electrical synapse, an electro-
tonic synapse, or a low-resistance synapse. For
communication to exist, the interacting cells must:
(1) be in direct physical contact; (2) be joined by a
low-resistance pathway that permits the passage of
current (in the form of inorganic ions) with little
voltage attenuation; and (3) have some selectivity
or restriction on the nature of the molecules that
are transferred. The latter characteristic may be
important in distinguishing between communicat-
ing cells and fusing cells. In most systems that have
been examined, a specific cell contact, the gap
junction or nexus, appears to serve as the pathway
for cell-to-cell transmission of small metabolites
and inorganic ions.

In this brief review, I will attempt to synthesize
the current available information on the properties
of gap junctions, the biological role of gap junc-
tions, and some of the future problems in this area
of cell biology.

Gap Junctions and Cell Communication

Gap junctions are a class of cell contacts that,
like cell-to-cell communication, have a wide distri-
bution throughout the animal kingdom. These
structures have been referred to as quintuple-lay-
ered, synaptic disks, the nexus, gap junctions,
and, most recently, communicating junctions
(Robertson, 1963; Dewey and Barr, 1962; Revel
and Karnovsky, 1967; Simionescu et al., 1975).
From studies on the most extensively character-
ized systems, it is clear that the gap junction can
serve as the pathway for cell-to-cell communica-
tion (Dreifuss et al., 1966; Johnson and Sheridan,
1971; Gilula et al., 1972; Bennett, 1973).

NORTON B. GILULA The Rockefeller University, New
York, New York

Experimentally, it is possible to define commu-
nication as the intercellular transfer of ions, the
transfer of metabolites, or both. Thus, communi-
cating cells may be referred to as ionically coupled
or metabolically coupled.

Ionically coupled cells were first described be-
tween invertebrate neurons by Furshpan and Pot-
ter (1959). Since then, ionic coupling has been
detected in a variety of nonexcitable and excitable
tissues both in vivo and in culture with microelec-
trode impalements (Lowenstein, 1966; Furshpan
and Potter, 1968; Bennett, 1973). The current
transferred between coupled cells is presumably in
the form of small ions, primarily K*, Na*, CI~. On
the basis of the physiological observations, the
pathway for ionic transfer should have polar or
hydrophilic properties. Based on the hydrated ion
size for molecules such as K*, Na*, Cl-, the ionic
coupling pathway should contain low-resistance
channels that are at least 1-1.5 nm in diameter. In
addition to small inorganic ions, the ionic coupling
channels may also be permeable to a variety of
iontophoretically injected dyes (Loewenstein,
1966; Furshpan and Potter, 1968; Bennett,
1973). In general, dyes below 1,000 daltons can
permeate the low-resistance channels, whereas
larger molecules are not successfully transferred
from cell to cell. In certain developing embryos,
ions can be transferred but dyes can not (for re-
view, see Bennett, 1973).

Metabolically coupled cells were first described
by Subak-Sharpe et al. (1969). In their initial
studies, they described a metabolic exchange be-
tween cells and termed this phenomenon “meta-
bolic cooperation between cells.”” Recent studies
by John Pitts (this volume) and others (Rieske et
al., 1975) indicate that a variety of small, meta-
bolically significant molecules such as amino acids,
sugars, phosphorylated sugars, and nucleotides,
may be transferred between cells that are in direct
physical contact. Thus far, macromolecular com-
ponents, such as proteins, nucleic acids, etc., have
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not been demonstrated to take part in this meta-
bolic exchange phenomenon.

In two different studies (Gilula et al., 1972;
Azarnia et al., 1972), it has been demonstrated
that metabolically coupled cells are also ionically
coupled. This was further strengthened by the
observation in those studies that communication-
incompetent cells lack both ionic and metabolic
coupling. Thus, the present evidence indicates that
a communication-competent phenotype possesses
the ability to transfer both ions and metabolites.
Therefore, the communication pathway is proba-
bly the same for both metabolic and ionic cou-
pling, with some qualitative restrictions. In one of
these studies (Gilula et al., 1972), the gap junc-
tion was characterized as the structural pathway
for the cell-to-cell communication. The communi-
cation-incompetent cells in this study did not ex-
press the gap junctional phenotype.

Gap Junctional Structure

A large number of pleiomorphic forms of gap
junctions have been described (for reviews, see
McNutt and Weinstein, 1973; Gilula, 1974a;
Staehelin, 1974). With the exception of gap junc-
tions in arthropods (Gilula, 1974a), the gap junc-
tions in most organisms share basic structural fea-
tures.

The gap junction, in its present form, was first
described by Revel and Karnovsky in 1967. In
thin-section electron microscopy, the gap junction
appears as a complex of two adjacent plasma
membranes separated by a small space or gap
(Fig. 1). The gap is about 2-4 nm and the entire
width of the junction is 15-19 nm. Electron-dense
materials, such as lanthanum and ruthenium red,
can penetrate the gap region of the junction to
reveal the presence of a polygonal lattice of 8- to
9-nm subunits (Revel and Karnovsky, 1967). Gap
junctions exist as plaquelike contacts between
cells, and the size and number of junctions can
vary considerably between different cells. The
gap-junctional membranes can also be character-
ized with freeze-fracture electron microscopy (Fig.
2). Two complementary fracture faces are ex-
posed at the junctional specialization. Most of the
gap junctions, with the exception of those found in
arthropods, contain these fracture face compo-
nents. The arthropod gap junction is characterized
by a variable arrangement of 10- to 30-nm parti-
cles on the outer membrane half (E fracture face),
and a complementary arrangement of pits or de-
pressions on the inner membrane half (P fracture
face; Flower, 1972; Johnson et al., 1973; Perac-
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chia, 1973; Gilula, 1974a). In the arthropod
structure, the particles are not normally homoge-
neous in size, and they are associated with the
opposite fracture face.

Gap junctions are normally present on the sur-
face of cells that are in contact. However, in cer-
tain tissues, particularly those under hormonal in-
fluence, gap junctions are frequently present as
intracellular vacuoles. These structures have been
referred to as annular gap junctions or annular
nexuses (Merk et al., 1973; Albertini and Ander-
son, 1974; Albertini et al., 1975). The intracellu-
lar gap junctions appear virtually identical in struc-
tural detail to those on the cell surface, and the
annular structures often enclose cytoplasmic com-
ponents and organelles. In some instances, deteri-
orating gap junctions are present in these vacuoles
(Fig. 3). Thus, the internalization of gap junctions
from the cell surface into the cytoplasm may rep-
resent a viable turnover mechanism for gap junc-
tions in vivo. To date, no lysosomal activities have
been demonstrated in these vacuoles.

Gap junctions also provide an important struc-
tural element in cell adhesion. The junctional
complexes are extremely resistant to a variety of
such treatments as proteolysis, removal of divalent
cations, and mechanical or physical disruption. In
fact, when cells are separated with these treat-
ments, the gap junctions are retained as an intact
complex by one of the dissociated cells (Fig. 4;
Berry and Friend, 1969). At present, only one
reported procedure, treatment with hypertonic su-
crose, will effectively split or unzip the gap junc-
tional complex (Barr et al., 1965; Dreifuss et al.,
1966; Goodenough and Gilula, 1974), and this
procedure may only be effective on intact tissues.

The formation of gap junctions between cells in
vivo and in culture has recently been the focus of a
number of studies (Revel et al., 1973; Johnson et
al., 1974; Decker and Friend, 1974; Benedetti et
al., 1974; Albertini and Anderson, 1974; Decker,
1976). In general, the formation process as exam-
ined by the freeze-fracture technique consists of
the following stages: (1) the appearance of forma-
tion plaques; (2) the appearance of large “precur-
sor” particles with a reduction of the intercellular
space; (3) the appearance of smaller “junctional”
particles in polygonal arrangements; and (4) the
enlargement of junctions (Fig. 5).

Isolation and Biochemical

Characterization of Gap Junctions

Gap junctions have been isolated as enriched
subcellular fractions, primarily from rat and



Figure 1 Thin-section appearance of a gap junction between rat hepatocytes. The surface membranes
are separated by a 2- to 4-nm extracellular space at the site of the gap junction. This preparation hs been
treated with procion brown to “penetrate” the extracellular space at the gap junction. x 220,000.

FiGURe 2 Freeze-fracture image of a gap-junctional plaque between mouse hepatocytes. The mem-
branes have been split to expose the internal specializations at the site of the gap junction. The inner
membrane half (P fracture face) contains a polygonal lattice of homogeneous 8- to 9-nm particles, whereas
the outer membrane half (E fracture face) contains a complementary arrangement of pits or depressions
(Chalcroft and Bullivant, 1970; McNutt and Weinstein, 1970). x 108,000.
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FiGure 3 A vacuole inside a rat ovarian granulosa cell. The vacuole contains both intact and disintegrat-
ing regions of gap junctions that were previously located on the cell surface. X 72,100.

FiGure 4 The remnants of a gap-junctional contact between rat ovarian granulosa cells after mechanical
dissociation. The gap junction is retained as an intact complex on the surface of the dissociated cell. Note
the nonjunctional plasma membrane and the trapped endoplasmic reticulum that are attached to the
junction as a “bleb.” x 100,000.



FIGURE 5 Freeze-fracture image of gap junction “formation” between rat ovarian granulosa cells. Large
10-nm particles are frequently detectable on the fracture faces before the appearance of polygonal
aggregates of smaller 8- to 9-nm particles. This image reflects an intermediate stage in the formation
process where the large particles are loosely arranged in close proximity to the polygonal aggregates of
smaller gap-junctional particles. X 65,610.

mouse liver (Benedetti and Emmelot, 1968; nous activity has been detected in these fractions,
Goodenough and Stoeckenius, 1972; Evans and so the only criterion for purity is ultrastructural
Gurd, 1972; Gilula, 1974b; Dunia et al., 1974; analysis.

Duguid and Revel, 1975). At present, no endoge- Negative stain studies on isolated gap junctions
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have revealed a polygonal lattice of 8 to 9-nm  or freeze-fracturing. In certain preparations, a
particles (Fig. 6) that is similar to the lattices small 1.5- to 2-nm electron-dense dot occupies the
revealed by lanthanum treatment in thin sections  central region of the 8- to 8.5-nm particles. This

Figure 6 Negative stain (uranyl formate) treatment of gap junctions isolated from rat liver. The isolated
junctions are plaques of a polygonal arrangement of 8- to 9-nm particles. The particles contain a central
1.5- to 2-nm electron-dense region that is the probable location of the polar channel for cell-to-cell
communication. X 179,550.
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1.5- to 2-nm region has been interpreted in thin
sections and freeze-fracturing to represent the hy-
drophilic channel for cell-to-cell communication
(Payton et al., 1969; McNutt and Weinstein,
1970).

In the isolated gap junction fractions, both pro-
tein and lipid are present, but no carbohydrate has
been reported. In all of the isolated gap junction
fractions from liver that have been reported, the
junctional polypeptides have been affected by a
proteolytic treatment that is used to reduce the
collagen contamination. Nonetheless, it appears
that a 25,000-dalton polypeptide can be detected,
together with other polypeptides, as a prominent
component in both mouse and rat liver prepara-
tions. Dunia et al. (1974) have isolated a fraction
of junctions from bovine lens fibers, and they
report the presence of a prominent 34,000-dalton
polypeptide in this fraction.

Gap Junctions and Differentiation

Inasmuch as gap-junctional communication ex-
ists in a variety of developing tissues, it has been
attractive to consider the potential regulatory role
of this type of cellular interaction during differen-
tiation. Unfortunately, it has been very difficult to
demonstrate that gap-junctional communication is
indeed directly or indirectly involved in any differ-
entiation process. Recently, there have been sev-
eral encouraging studies that may provide us with
an excellent opportunity to explore the role of gap
junctions in differentiation. I have subjectively
selected two of these reports to illustrate this prog-
ress.

Blackshaw and Warner (1976) have found that,
during somite formation in the amphibian em-
bryos Bombina and Xenopus, the myotome cells
in the segmented regions are coupled (communi-
cating), the cells in the segmenting somite are
poorly coupled to the cells in the segmented re-
gion, and the mesodermal cells in the unseg-
mented region are completely uncoupled from the
cells in the segmented region. Thus, they have
suggested that this coupling pattern potentially
reflects the number of cells that have completed
their morphogenetic movements. In these em-
bryos, coupling is reestablished between cells of
adjacent somites after segmentation is completed.
Therefore, during this differentiation process,
communication is initially present, lost, and then
reestablished after the morphogenetic movements
have ceased.

We have recently found that cell-to-cell commu-

nication is intimately associated with the follicular
differentiation. process in the mammalian ovary
(Epstein et al., 1976). Gap-junctional communi-
cation, including fluorescent dry transfer, is pres-
ent between the oocyte and cumulus oophorus
(granulosa) cells in immature follicles. This obser-
vation is compatible with the morphological obser-
vations from other studies (Amsterdam et al.,
1976; Anderson and Albertini, 1976). During fol-
licular development, the communication gradually
decreases as the time of ovulation approaches.
After ovulation, the communication is not detect-
able between the cumulus cells and oocytes ob-
tained from the oviduct. Hence, this pattern of
communication between the cumulus and oocyte
is perhaps closely related to the pattern of oocyte
maturation that occurs during the same stages of
development.

In the future, a clear definition of the relation-
ship of cell communication to differentiation will
depend on: (1) selecting a differentiation system
that has a well-defined pattern of communication;
and (2) developing procedures that will facilitate
the experimental manipulation of communication
either before it has been established or to disrupt
communication that has been previously estab-
lished.

Problems for the Future

In conclusion, I would like to list a few of the
obvious problems that must be resolved in the
near future in order to significantly amplify our
understanding of the exciting sociology that exists
between cells.

(1) Are gap junctions the only pathway for cell-
to-cell communication? What about other junc-
tional elements (tight junction, septate junction)
and nonjunctional mechanisms?

(2) Are other (nonjunctional) mechanisms
available for generating short, transient communi-
cation interactions?

(3) What is the relationship of gap-junctional
size and frequency to gap-junctional permeability
or coupling efficiency?

(4) How can we best study the biogenesis of
cell communication and relate this to the biogene-
sis (synthesis and assembly) of gap junctions?

(5) What is the biological relevance of cell-to-
cell communication in nonexcitable cell systems?
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PERMEABILITY OF THE JUNCTIONAL

MEMBRANE CHANNEL

WERNER R. LOEWENSTEIN

It has become clear over the past 12 years that
most celis in organized tissues are interconnected
by membrane channels built into the cell junction
(Loewenstein, 1966, 1975; Furshpan and Potter,
1968). Many molecules can pass freely from one
cell to another through these junctional channels;
at variance with classic cell theory, the connected
cell ensemble, rather than the single cell, is the
unit in many functional respects. I shall deal here
with the permeability of the channels and its regu-
lation. In my talk at the Congress, I touched also
on the formation and genetics of the channels.
These aspects I have already reviewed elsewhere
(Loewenstein, 1975; 1977).

The Permeability and Size of
the Channel

The concept of the junctional channel unit was
originally formulated on the basis of electrical
measurements of high spatial resolution and of
studies of diffusion of fluorescent and colorant
tracers injected into large epithelial cells (Loewen-
stein, 1966). The junctional unit was thus defined
as consisting of three elements: a pair of mem-
brane elements of high permeability, the junc-
tional membrane channels, matched on either side
of the joined membranes; and an element of insu-
lation that makes the channel pair leakproof at its
junction (Fig. 1, top). The present-day general
concept of a membrane channel is that of a protein
spanning the lipid bilayer with the hydrophilic
amino acid residues lining a continuous water
channel (Singer, 1974). Thus, the junctional unit
may now be envisioned as consisting of a pair of
such protein channels on either membrane, tightly
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joined, where the insulation would be provided by
the hydrophobic amino acid residue portions and
their junction (Fig. 1, bottom; Loewenstein,
1974). The prevailing notion is that the channels
are contained in the intramembranous particles
seen in freeze-fracture electron microscopy aligned
on the two sides of the membrane junction, form-
ing closely packed aggregates (gap junction). The
morphology of these particles and their aggregates
is dealt with by N. B. Gilula in the preceding
article.

An estimate of the electrical conductance of the
junctional membrane channel may be obtained
from limits of the junctional conductance and of
the number of channels per unit junctional mem-
brane area. A recent measurement across a min-
ute junctional area (newt embryo cells) gave a
lower limit of junctional conductance of unit mem-
brane area of 102 mho/cm? (Ito et al., 1974b). The
number of channels of unit membrane area may
be estimated from electron micrographs of freeze-
fractured junction on the assumption that the in-
tramembranous particles of “gap” junction con-
tain the channels. For particles with a spacing of
~100 A, approximately hexagonally arrayed as
found in gap junction of many cell types (e.g.,
Goodenough and Revel, 1970), this amounts to
10" channels/cm?. Hence, from the aforegoing
limit of membrane conductance, we obtain a lower
limit of conductance for the single junctional chan-
nel, of 1071 mho. For a 200-A long cylindrical
channel (two-membranes thick) with a cytoplas-
mic resistivity of 50 ) cm (including the resistive
component resulting from electrostatic channel in-
teraction), this corresponds to a channel with a
bore of the order of 10 A (Loewenstein, 1975).

A closer estimate of the bore of the channel can
be obtained with the aid of molecular probes.
Here one may take advantage of the fact that the
junctional channels are permeated also by mole-



FiGure 1 (Top) The junctional unit as inferred from
electrical measurements and intracellular tracer diffu-
sion. O, nonjunctional cell membrane; C, junctional
membrane channels, matched on the two sites of the
membrane junction; S, junctional insulation. The unit is
represented entirely in terms of permeability properties
(from Loewenstein, 1966). (Bottom) The unit now en-
dowed with somewhat more specific structural attributes:
two aligned protein channels where the junctional in-
sulation, §, is given by the bonding between the hydro-
phobic outer portions of the proteins (reprinted with
permission from Loewenstein, 1974). For further mor-
phological specifications, see McNutt and Weinstein,
1973; Goodenough, 1975; Peracchia and Férnandez-
Jaimovich, 1975; Gilula and Epstein, 1977.

cules larger than the inorganic ions, the carriers of
electrical current. This was originally found in a
salivary cell junction, using the strongly fluorescent
fluorescein (300 daltons) as a tracer (Loewenstein
and Kanno, 1964) and subsequently confirmed for
a variety of cells (Pappas and Bennett, 1966;
Furshpan and Potter, 1968; Rose, 1971; Sheri-
dan, 1971; Azarnia and Loewenstein, 1971;
Azarnia et al., 1974; Pollack, 1976). A number of

tracer molecules that do not significantly permeate
nonjunctional membrane have since been shown
to pass through junction: several colorant mole-
cules ranging from 300 to 990 daltons (Kanno and
Loewenstein, 1966; Potter et al., 1966), the 550-
dalton fluorescent Procion Yellow (Payton et al.,
1969; Rose, 1971; Johnson and Sheridan, 1971),
the fluorescent 370-dalton dansyl-pL-aspartate,
and the 380-dalton dansyl-L-glutamate (Johnson
and Sheridan, 1971). (See also Rieske et al.,
1975, and Pitts, 1977, for demonstrations of cell-
to-cell passage of molecules by autoradiographic
techniques.) Ian Simpson, Birgit Rose, and I have
recently constructed a series of fluorescent tracers,
synthetic and natural peptide molecules, with the
aim of determining the size of the junctional chan-
nels.

We set out to make fluorescent conjugates
which incorporate some of the desirable features
of the tracer fluorescein, such as water solubility,
nontoxicity, low cytoplasmic binding, high fluores-
cent yield. To obtain conjugates of well-defined
structure, we sought, for the nonfluorescent back-
bone, not only a molecule of known structure but
one with few reactive sites, preferably only one.
Thus, the primary amine group of the peptides
listed in Tabie I was coupled with the fluorescent
dyes fluorescein isothiocyanate (FITC), dansyl-
chloride (DANS), or lissamine rhodamine B
(LRB). These peptides make good, selective junc-
tional membrane probes; none of them permeates
nonjunctional cell membrane. They are also useful
for simultaneous permeability probing with mole-
cules of different size; their fluorescent color la-
bels are easily distinguishable inside the cells
(FITC and DANS fluoresce in the yellow-green;
LRB, in the red). The probes were microinjected
into Chironomus salivary cells, and the spread of
the fluorescence inside the cells was observed in a
microscope dark field; or for determination of
diffusion velocities, the spread was scanned with
an image intensifier-television system (Simpson et
al., 1977).

The results obtained with these probes are sum-
marized in Table I. The amino acids and peptides
with sizes =1,158 daltons pass through the chan-
nels. These molecules move through the junction
with velocities inversely related to their size. The
peptides =1,926 daltons do not pass. The latter
reflects an actual exclusion of the molecules from
the channels, and not simply a channel alteration
caused by these peptides: the smaller molecules
injected together (or in succession) with the non-
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permeants continue to pass through. Thus, in the
example of Fig. 2, the 1,158-dalton LRB (Leu);
(Glu), OH (the largest permeant of the series)
traverses the junction, whereas the 1,926-dalton
FITC fibrinopeptide ‘A’ does not.

The results give a cutoff limit for permeation by
peptides of about 1,200-1,900 daltons. An earlier
estimate of a limit based on the junctional passage

of FITC serum albumin (Kanno and Loewenstein,
1966) is thus shown to be wrong. The protein was
probably enzymatically degraded in the cells, and
an FITC-labeled fragment (with the antigenicity of
the original molecule) went through the junction.
The possibility of such a degradation of the probes
in Table I is reasonably excluded by tests in which
the permeant molecules are incubated for 2-12 h

TaABLE I*

Cell-to-Cell Passage of Fluorescent Probes

Cell-cell spread

Cell-cell spread

Molecule casest Molecule casest Control molecule§
mol wt mol wt

DANS(SO,H) 251 2 (2 FITC fibrinopeptide ‘A’ 1,926 0 (6) LRB(Glu)OH
DANS(Glu)OH 380 12 (12) LRB(Leu);(Glu),OH
LRB(SO,H) 559 35 (35) FITC microperoxidase 2,268 o) LRB(Glu)OH
DANS(Gly);OH 593 7 (7 FITC insulin ‘A’ chain 2,921 0(10) LRB(Glu)OH
DANS(Glu);OH 640 12 (12) DANS insulin ‘A’ chain 3,232 0(3)
LRB(Glu)OH 688 13 (13) FITC insulin ‘B’ chain 3,897 0(7) LRB(Glu);OH
FITC(Gly)OH 749 2 (2 LRB insulin ‘A’ chain 4,158 0(7) Fluorescein (330 mol wt)
FITC(Glu);OH 794 45 (45)
DANS(Leu)y(Glu),OH 849 12 (14)
LRB(Gly)OH 901 13 (13)
LRB(Glu);OH 950 13 (15)
LRB(Glu-Tyr-Glu)OH 982 2 (2
FITC(Leu);(Glu),OH 1,004 2 (2314
LRB(Leu);(Glu),OH 1,158 50 (56)

(Glu)OH = glutamic acid; (Gly)OH = glycine; (Leu)OH = leucine; (Tyr)OH = tyrosine.
* From Simpson et al., 1977.

1 The number of trials are in parentheses.

§ Small molecule (spreading) used as control for same junction.

|| Not tested with control molecule, but junction was coupled electrically.
1 In seven cases of no spread of this tracer, LRB(Glu)OH or LRB(Leu);(Glu),OH was used as control molecule and found to spread through the same
junction.

LRB(Leu) (GIU)EOH 1158 MWRIFITC Fibrinopeptide ‘A’ 1926 MW

FIGURe 2 Probing junctional membrane channels with two molecules close to the size limit of permea-
tion. The red fluorescent tracer LRB(Leu);(Glu),OH of 1,158 daltons, the largest permeant molecule of
the present series, is injected into the cells marked with an arrow, together with the yellow-green
fluorescent tracer FITC-fibrinopeptide ‘A’ of 1,926 daltons. b shows the distribution of the red tracer
(1,158 daltons) photographed (dark field) in black and white; and c, that of the yellow-green tracer (1,926
daltons). (The two fluorescences are set apart by the use of different excitation wavelengths and barrier
filters.) The red tracer spread from the injected cells to several neighbors; the yellow-green tracer stayed
within the injected cells. a, tracing of the cells from a bright-field photograph. Calibration, 100 pm.
(Reprinted with permission from Simpson et al., 1977.)
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with the cytoplasm of mashed cells, yielding single
fluorescent spots with the mobility of the original
labeled peptide.

We may now estimate from the molecular
weight limit of junctional permeation the approxi-
mate bore size of the channel. The permeant
probes are all short, simple peptide chains. Thus,
we can bracket the channel bore between the sizes
of two limiting shapes of the largest permeant: a
sphere, providing the largest channel cross sec-
tion; and a prolate spheroid with a minor diameter
providing the smallest cross section and a major
diameter representing the upper limit of molecular
extension. The largest cross section (2 r) may then
be approximated from

_ (3 mol wt \7) -
- 47N ’

where N is Avogadro’s number and ¥ the specific
volume assumed to be 0.7. The major diameter
for the most extended molecular shape, as deter-
mined from molecular models, is 30 A. Thus we
obtain a diameter of the junctional membrane
channel lying approximately between 14 and 10
A, in satisfying agreement with the above order
estimate based on electrical measurements. The
actual channel bore probably lies closer to the
upper value; for the molecules labeled with LRB
and FITC, the small diameter of a realistic
axiosymmetric equivalent is set at about this value
by the size of the labels themselves.

Regulation of Channel Permeability
by Ca®*

CHANNEL CLOSURE: The channel permea-
bility depends on Ca2*. It is high in the low Ca?*
concentrations normally prevailing in cytoplasm
(=107 M). It falls when the cytoplasmic Ca®*
rises or when the junctional insulation is broken
and the channels are exposed to the high Ca?*
concentrations of the cell exterior. That the
permeability depends on the cytoplasmic Ca?*
concentration is shown most simply by experi-
ments in which a hole is made in the cell mem-
brane and the cell interior is equilibrated with
known concentrations of Ca2* in the exterior. The
conductance of junctional membrane and its
permeability for molecules of the size of fluores-
cein fall drastically at Ca®** concentrations above
5-8 X 107> M; the junctional channels then vir-
tually close off (Oliveira-Castro and Loewenstein,
1971).

A more direct and analytically more powerful
way of demoristrating the effect of Ca®* is to inject
the ion into the cell while monitoring the intracel-
lular free Ca?* concentration ([Ca?"};). This was
done by the use of the luminescent protein
aequorin as a [Ca?*], indicator (Rose and Loewen-
stein, 19754, 1976). The aequorin is injected into
a pair of cells, and its light emission, approxi-
mately proportional to [Ca*'J* (Shimomura and
Johnson, 1969), is scanned with an image intensi-
fier-television system (Fig. 3). This allows us to
see where inside the cell the [Ca?*] is changing
and by how much. The method has a spatial
resolution of 1 wm and a sensitivity for 5 X
10" M [Ca’*]; over the average volume of
Chironomus salivary cells. In the experiment illus-
trated in Fig. 4, buffered Ca?* is microinjected
into a cell. A brief puff of Ca** (5 X 107 free
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Ficure 3 Image intensifier coupled to a television
camera scans the aequorin luminescence in the cells
through a microscope (dark field); luminescence is also
measured by photomultiplier. Electrical coupling is
measured by pulsing current (i) between interior and
exterior of cell I and the resulting steady-state changes
(V) in membrane potential (E) are measured in Cells [
and II. Photomultiplier current P and the coupling
parameters i, E;, E;, V,, V, are displayed on a chart
recorder and a storage oscilloscope onto which a second
television camera is focused. The two camera outputs are
displayed simultaneously on a monitor and videotaped.
(Reprinted with permission from Rose and Loewenstein,
1975a).
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Ca?*) is seen as an aequorin glow that is confined
to the immediate vicinity of the injection micro-
pipette (Fig. 4 A, ii). The confinement is mainly
the result of fast energized Ca®* sequestering by
intracellular Ca?* sinks (Rose and Loewenstein,
1975b). Such a local Ca?* elevation, some 50 um

® & & & e

|
I
I
]

ca?*

away from junction, does not affect the channels.
However, when the injection saturates the Ca?*
sinks, and the [Ca®*]; elevation reaches the junc-
tion, the channels close promptly (Fig. 4 A iv,
and B). They open up again after the cell rids itself
of the excess Ca** (Fig. 4 B).

1min

. Ve

nA

Figure 4 Channel closure by Ca?*. Ca?* is microinjected into cell /, while monitoring electrical coupling
between cells / and I1. (A) Dark-field television pictures (ii-iv) of aequorin luminescence produced by
three puffs of 5 X 107> M free Ca ** (buffered with EGTA) of increasing magnitude delivered to about the
center of the basal region of a Chironomus salivary gland cell. The pictures were each taken at the time of
maximum luminescence spread. Cell diameter ca 100 pm. Puffs in i and iif do not reach the junction of the
cell and do not affect coupling. The puff in iv reaches one junction causing transient uncoupling, as shown
by the electrical measurements in B: chart records of P, E;, Ey, V|, V4 (i = 4 X 107® A) and plot of
coupling coefficient V,,/V,. Note the rapid recoupling upon restoration of normal Ca** activity. (i) Bright-
field television picture of the cells. (A, bottom) Cell diagram showing location of microelectrodes and of Ca
injection pipette (hydraulic); dotted cell preinjected with aequorin. (Reprinted with permission from Rose

and Loewenstein, 19754.)
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A further informative demonstration of the ac-
tion of Ca?* is provided by experiments in which
the cells are poisoned with cyanide or dinitrophe-
nol. This leads to [Ca?*); elevation detectable as
an aequorin glow that eventually extends to all
junctions of the cell. When the [Ca?*); elevation
reaches a junction, the channels invariably close

(Fig. 5). Similar results and an equally good corre-
lation between rising [Ca?*]; and channel closure
are obtained when the cells are treated with the Ca
ionophores A23187 or X537A (Rose and Loew-
enstein, 1976).

In the above conditions, the [Ca?*]; elevation
generally produces depolarization of nonjunc-
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Fiure 5 Channel closure by Ca®*. Cyanide poisoning. Cells are exposed to 5 mM Na cyanide for the
period indicated by the bar. They are in Ca-free medium throughout the experiment. [Ca®*], rises at first
locally (television picture b), and then diffusely associated with uncoupling (c-€). [Ca?*]; falls upon
washout of cyanide and recoupling ensues. i = 4 X 107® A. (Reprinted with permission from Rose and

Loewenstein, 1976.)
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tional cell membrane. However, depolarization is
neither sufficient nor necessary for junctional
channel closure. When Ca?* is injected into volt-
age-clamped cells, or it is injected deeply into the
cells close to junction, avoiding the effects of Ca®*
on nonjunctional membrane, the channels close in
the absence of significant depolarization. Con-
versely, when the cells are exposed to high [K],
they depolarize completely within 2-5 min, but
they stay coupled much longer, often for several
hours; eventually, and rather abruptly, the chan-
nels close, and this is invariably associated with an
abrupt [Ca®']; elevation (Rose and Loewenstein,
1976).

The channel reacts rapidly to Ca**. The channel
closure appears to be so fast that it critically limits
the flow of this ion through the channel. This is
suggested by the results of experiments in which
we tested for transjunctional flow by Ca®* injec-
tions close to a junction while monitoring [Ca®*];
on both sides of it. Ca?* was not detectable trans-
junctionally although the chemical gradients
across junction were steep; on the injected side of
the junction, [Ca®*); was three orders of magni-
tude above detection threshold (Fig. 6). By con-
trast, fluorescein, although larger, traversed the
junction in fractions of a second.

GRADED PERMEABILITY CHANGES: The
preceding section dealt with [Ca?*]; elevations to
above 5 X 1073 M, and at this level we have seen
that the channels are effectively closed off for all
molecular species down to the smallest inorganic
ions. Junctional permeability can also undergo less
radical changes. In the range of 1077-107% M, it
changes selectively in respect to the size of the
permeant molecules. The first suggestions to this
effect came from work in which the junctional
passage of fluorescein was found to be blocked at
low [Ca?*']; elevations where the cells still re-
mained electrically coupled (Déléze and Loewen-
stein, 1976). Because measurements of electrical
coupling are relatively insensitive to changes in
junctional conductance at high levels of coupling,
this result admitted two interpretations: (1) the
channel permeability falls for the fluorescein mol-
ecule (blocking its passage) and not, or much less,
for the smaller inorganic molecules carrying the
current; or (2) a fraction of the channels close
unselectively (i.e., completely).

The development of the junctional permeability
probes (Table I) permitted us to distinguish be-
tween these possibilities. We probed the junction
simultaneously with two molecules of different
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size and fluorescent color while raising [Ca?*]; to
different levels in the range of 1077 —107> M. It
turned out that the permeability change is, indeed,
selective in respect to molecular size: the size Limit
of channel permeation diminishes gradually with
rising [Ca’*]; (B. Rose, I. Simpson, and W. R.
Loewenstein, to be published). Figure 7 illus-
trates an example of an experiment in which, in
separate trials, three different tracer pairs are in-
jected with Ca buffered to yield three different
levels of free Ca®*. The transit through junction by
the molecules is blocked or slowed in order of
their size, as the [Ca®*] in the injected solution
rises. In general, measurements of junctional
transit velocities in experiments of this kind with
10 molecular pairs (Table II) showed that junc-
tional transit is retarded more for the larger mole-
cule in each pair than it is for the smaller one
and in some cases (as in Fig. 7, I1, III, IV) is even
sensibly blocked while the small molecule is pass-
ing. With the available repertoire of 10 probe
pairs, we can distinguish at least two gradations in
the size limit of permeation, one between 901 and
642 daltons (or between 794 and 559) and another
between 559 and 330 daltons. If we extrapolate
now to the earlier result showing a dissociation
between the junctional passage of the 330-dalton
fluorescein and electrical coupling (Déléze and
Loewenstein, 1976), two further steps seem
likely, one between 330 daltons and the size of the
smallest inorganic ion, and a fourth where the
latter is barred from passage, as the [Ca?*]; rises
above about 5 X 1073 M. The actual grading may,
of course, be finer.

Viewed in terms of the idea that the permeable
membrane junction is made of junctional channel
units (Loewenstein, 1966), the gradual decrease of
the molecular size limit may simply be attributed
to a gradual decrease of the effective channel size
with rising [Ca?*];. The junction would behave
like a sieve in which the unit mesh is controlled by
Ca’*. Alternatively, the junction might contain
channels of different size and Ca sensitivity; the
result would be accounted for by an all-or-none
closure of channels with Ca sensitivity directly
related to channel size.

ON THE MECHANISM OF CA ACTION: Wedo
not know the mechanism by which the calcium
ion changes the channel permeability. A plausible
mechanism is that the ion binds to junctional
membrane (Loewenstein, 1967), causing a
change in the channel’s fixed charge or mo-
lecular conformation that reduces its effective size.
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FIGUuRe 6 Ca?* does not detectably flow through the junctional channel. Cells I and II are preinjected
with aequorin. Ca?* injection (iontophoresis) into cell [ produces elevation of [Ca®*]; along the entire
length of junction 1:2 on the injected cell side but not on the other side (television picture a; calibration
100 um). The junctional boundary here is seen as a sharply defined border of the glow sphere. The [Ca®*];
elevation reaches also junction 1:3. Both junctions uncouple, with marked rise in V;.i = 4 X 1078 A.
(Reprinted with permission from Rose and Loewenstein, 1976.)

I favor this simple notion because the permeability  reopening of the channels typically lags behind the
change is readily reversed when the normal [Ca%*}; decline in [Ca?*]; (see Fig. 4 B) suggests a slow
is restored in cells with normal Ca sequestering release of junction-bound Ca?*. This would of
and Ca pumping. In this light, the fact that the course in any event be expected if the membrane
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794 MW

20 min

Ca/EGTA-1.5
[Ca™]»10 mm

gc citrate = 1.0
[CG"J =6 mM

Ca /citrate - 0.8
[Ca*] -0.35 mM

Ca citrate = 0
:Co“] =0mM

FiGure 7 Graded changes in channel permeability by Ca®*. Permeability of junctional membrane
channels is probed with pairs of fluorescent-labeled tracers. The fluorescence of one tracer in each pair is
yellow-green and the other is red. The pairs are microinjected into a cell (arrow) together with Ca**
buffered with citrate or mixed with EGTA, and the tracer fluorescence is viewed and photographed
through barrier filters. Shown are the permeability tests with four different tracer molecules at different
Ca®* concentrations. Each column (I-IV) corresponds to one test. In I, the cytoplasmic Ca?* concentration
is normal; the injected solution contains zero Ca. In II-IV, the solution contains free Ca?* concentrations
increasing from II to IV. On top of each column are the bright-field photomicrographs of the cell systems,
and in the center and bottom, the dark-field photomicrographs of the color fluorescences of the paired
tracers, taken in black-and-white through the respective barrier filters. The corresponding tracer molecule
and the time the photographs were taken are indicated in each case, and the Ca/citrate or Ca/EGTA ratios
and the free Ca?* of the injected solution are given on the bottom of each column. In I, both tracer
molecules of the pair pass from cell-to-cell; in II, III, and IV, the larger molecule in each pair is blocked.
Calibration, 100 xm. (From B. Rose, I. Simpson, and W. R. Loewenstein, unpublished data.)

affinity for Ca** is high, but the lag could be
magnified if the binding sites were in a narrow
cleft or the release involved cooperativity (see, for
instance, the binding and release of divalent cat-
ions by actin or phosphatidic acid; Loscalzo et al.,
1975; Haynes, 1977).

As to the mode of channel closure by Ca?*, two
general mechanisms are readily envisaged: (1) the
effective bore of the membrane channel is reduced
(and here I include possible mechanical as well as
electrostatic stricture); or (2) the channels in the
two joined membranes are misaligned (without
loss of junctional insulation). Structural altera-
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tions of this sort could conceivably be brought
about by Ca binding to the channels themselves
or, somewhat less directly, by Ca binding to other
constituents of the junctional membrane whose
change in conformation is transmitted to the chan-
nels. In this connection it is important to note the
electron microscope findings of Peracchia and
Dulhunty (1976) in uncoupled crayfish electrical
synapses: the gap-junctional membrane particles
become smaller and more closely packed after
uncoupling by dinitrophenol or other agents pro-
ducing elevation of [Ca?'];.

ON THE PHYSIOLOGICAL ROLE OF CAZ*.IN



TaBLE IT*

Tracer Pairs

mol wt mol wt
LRB(Leu);(Glu)OH 1,158 - DANS(Glu)OH 380
LRB(Leu)(Glu);OH 1,158 - DANS(Glu);OH 640
LRB(Leu)(Glu)OH 1,158 - FITC(Glu);OH 794
LRB(Leu);(Glu)OH 1,158 - DANS(Leu);(Glu),OH 849
LRB(Gly),OH 901 - DANS(Glu)OH 380
LRB(Gly),OH 901 - DANS(Glu),OH 640
DANS(Leu),(Glu)OH 849 - LRB SO;H 559
FITC(Glu);OH 794 - LRB SO,H 559
LRB SO,H 559 - Fluorescein 330
LRB = lissamine rhodamine B; DANS = dansyl (dimethylamino-

naphthalene sulfonyl); FITC = fluorescein isothiocyanate; Glu OH =
glutamate; Leu OH = leucine; Gly OH = glycine.
* From Rose, Simpson, and Loewenstein, unpublished data.

THE REGULATION OF INTERCELLULAR
COMMUNICATION: Among the possible func-
tional adaptations of the channel closure by high
[Ca?*];, the most obvious one is the capacity of the
connected cell ensemble to seal itself off from an
unhealthy member. All elements of such a sealing
reaction are built into the cell system and are
criticially poised: the steep chemical and electrical
gradients tend to drive Ca?* inward, and the junc-
tional channels are capable of closing rapidly in
the presence of high [Ca®*];. All that is required to
set the reaction into motion is a discontinuity in
the cell membrane or a depression of cellular
energy metabolism on which intracellular seques-
tering and outward pumping of Ca depends. It is
thus easy to see here two possible functional roles
of Ca?*: (1) that of uncoupling a cell community
from a cell member with defective Ca pumping or
sequestering mechanisms, and (2) that of uncou-
pling it from a cell member with a damaged mem-
brane. The first is likely to apply to cells reaching
the end of their life span; and the second, in fact,
is known to apply to tissue injury (Loewenstein
and Penn, 1967). Were it not for this fast mecha-
nism of channel closure, tissues, such as skin, with
widely interconnected cells, would not survive cell
injury; or a liver, in which most cells are intercon-
nected (Penn, 1966), would not survive the death
of even a single cell.

As to the graded control of junctional permea-
bility in the lower range of [Ca?*];, this offers, in
principle, a powerful mechanism for physiological
regulation of intercellular communication. It pro-
vides a means for selective transmission of inter-
cellular molecular signals if [Ca?']; changed in
different physiological states. An interesting possi-
bility is that such a selective signal transmission
plays a role in embryonic development, namely, in
the determination and fixation of cellular differen-

tiations. I have discussed this in detail elsewhere
(Loewenstein, ‘19684, b). Here I shall add only
that molecular sieving by junction, which then
seemed remote, emerges now in the light of the
finding of permeability gradation as a serious pos-
sibility. Also pointing in this direction is the dis-
covery by Slack and Palmer (1969) that in the
early embryo, where there is extensive electrical
coupling between cells (cf. Furshpan and Potter,
1968; Loewenstein, 1968b; Warner, 1973), fluo-
rescein may not pass between electrically coupled
cells. It is not clear, because of the aforemen-
tioned limitations of the electrical method,
whether this phenomenon reflects a molecular
sieving or simply a nonselective reduction in the
number of channels. If the former turns out to be
the case, it will be interesting to see whether
[Ca?}; is elevated at the early embryo stage.

INTERCELLULAR COMMUNICATION DUR-
ING PHYSIOLOGICAL ELEVATIONS OF [Ca®*];:
In many types of coupled cells, such as heart mus-
cle, smooth muscle, nerve, visual-receptor, and
gland cells, Ca?* serves as an intracellular mes-
senger, and [Ca®!]; rises during physiological
activity. This, however, does not necessarily mean
that the cells become transiently uncoupled. As
shown by the above experiments, what matters
here is the [Ca?*]; in the junctional region, not the
overall [Ca?*];. The Ca ion is quite unique in that
it is rapidly sequestered by energized cellular or-
ganelles of high capacity (cf. Lehninger et al.,
1967; Moore et al., 1975), limiting severely its
domain of free diffusion in the cytosol (Baker and
Crawford, 1972; Rose and Loewenstein, 1975b).
Hence, it is entirely possible, in cells with a suffi-
ciently dense Ca?* sequestering machinery, for the
junctional channels not to be affected by [Ca*);
elevations occurring away from junction. (For in-
stance, in the case illustrated in Fig. 4, i, the
[Ca?*); in the junctional region stays below 5 X
107" M in the face of a more than 1,000-fold
elevation in a central cell region, about 50 um
away.)

ON THE GENERALITY OF THE CA MECHA-
NisM: Our analysis of the Ca mechanism (Nakas
et al., 1966; Loewenstein et al., 1967; Politoff et
al., 1969; Oliveira-Castro and Loewenstein,
1971; Rose and Loewenstein, 1971, 1975a,
1976) was carried out on Chironomus salivary
cells which, because of their giant size and trans-
parency, offer many experimental advantages.
The mechanism has since been reported to oper-
ate in sheep and dog heart cells (Déleze, 1970,
1975; De Mello, 1975), in mammalian lympho-
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cytes (Oliveira-Castro and Barcinsky, 1974), in
newt embryo cells (Ito et al., 1974 4a), in crayfish
electrical synapse (Peracchia and Dulhunty, 1976),
and in insect TN cells in culture (Gilula and
Epstein, 1977). Efforts to demonstrate the mech-
anism in mammalian cells in culture by means of
treatments with metabolic inhibitors or ionophores
have been inconclusive: the electrical coupling
between 3T3 cells treated with cyanide, dinitro-
phenol (D. Garrison and W. R. Loewenstein,
unpublished data), or ionophore A23187 (Gilula
and Epstein, 1977; Garrison and Loewenstein,
unpublished data) was affected only when the
cells showed obvious signs of deterioration, and
the effects were generally irreversible; and the
electrical coupling between cultured mouse heart
cells treated with the ionophore was largely un-
affected (these cells also showed no morphological
signs of ionophore effect; Gilula and Epstein,
1977). This, of course, does not necessarily imply
a basic difference in the junctional mechanism of
these cells. It may, for example, reflect differences
in rates of intracellular Ca release, in junctional
proximity to intracellular Ca depots, or in local
intracellular Ca®* sequestering power; in the case
of the cultured heart cell, even insensitivity to
the ionophore treatment is not excluded. Experi-
ments of injection have not been done with any of
the cultured cells.

SUMMARY AND CONCLUSIONS

Most cells of organized tissues have channels built
into their membrane junctions that communicate
the cell interiors with each other. These mem-
brane channels have a high electrical conductance
and a high permeability to hydrophilic molecules
of a broad range of size. The estimated conduct-
ance of the single channel is 107° mho (lower
limit). The molecular weight limit for channel
permeation, as determined with short planar fluo-
rescent peptide probes injected into Chironomus
salivary gland cells, is 1,200-1,900 daltons. From
the limiting geometries of the largest permeant
probe, the channel bore is estimated at about
14 A. The permeability of the channel is con-
trolled by Ca**. This is shown by experiments in
which Ca®* is injected into a cell or the cytoplasmic
Ca®* concentration is elevated by treatments with
metabolic inhibitors or Ca?*-transporting iono-
phores, while the cytoplasmic free Ca?* concen-
tration in the junctional region is monitored with
the luminescent protein aequorin as an indicator.
As the cytoplasmic Ca®* concentration is elevated
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in the range of 107 — 1075 M, the molecular
weight limit for channel permeation decreases
gradually; at concentrations above about 5 X
1075 M, the channel closure is virtually com-
plete. The control of the junctional membrane
channels by Ca?* provides a powerful means for
regulation of intracellular communication; some
physiological implications are discussed.
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ELECTRICAL AND CHEMICAL COMMUNICATION
IN THE CENTRAL NERVOUS SYSTEM

CONSTANTINO SOTELO

Fast- and short-term interactions between neurons
occur at specific junctional complexes, synapses.
The burning question in neurobiology two decades
ago was whether this kind of neuronal communi-
cation was chemically or electrically mediated. To-
day it is well established that both ways of synaptic
transmission exist (Bennett, 1972). In addition,
nonsynaptic neuronal interactions have also been
described that can similarly be of a chemical or of
an electrical nature. In the former, they are mainly
related to the active bidirectional transneuronal
molecular transport, as it has been suggested to
occur for specific molecules between dendrites
(see references in Schmitt et al., 1976). There is
also electrophysiological evidence in favor of some
electrical neuronal interactions in the absence of
specific junctions, as a result of variations in the
extracellular electric field, as is the case, for in-
stance, in electrical inhibition (Furukawa and
Furshpan, 1963).

This paper will first summarize the most impor-
tant morphological features which underlie the
electrical and chemical synaptic transmission, and
will then discuss some problems correlated with
the formation and the permanence of chemical
synapses under abnormal conditions.

Electrical Synapses

Electrical synapses are characterized by the di-
rect spread of depolarizing current, which can
occur bidirectionally between the coupled neu-
rons. This kind of transmission therefore takes
place without synaptic delay, a property which is
specific to chemical synapses. These two proper-
ties, fast transmission and reciprocity, underlie the
functional significance of excitatory electrotonic
transmission (Bennett, 1972). Direct electrophysi-
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ological evidence of the presence of electrotonic
coupling between neurons has been obtained in
invertebrates, as well as in some lower vertebrates
(see references in Bennett, 1972). The fact that,
in most of these instances, electrical transmission
was found to take place by way of morphologically
distinct junctions, which correspond to the gap
junctions described between nonexcitable cells by
Revel and Karnovsky (1967), has been considered
as an indirect proof to correlate the gap junctions
with low resistance pathways. A more direct proof
to support this correlation has been provided by
Pappas et al. (1971) in the septal synapses of the
lateral giant axons of the crayfish, in which func-
tional uncoupling of these synapses, obtained by
different experimental manipulations, was accom-
panied by a morphological disruption of the gap
junctions.

Our knowledge of the structural organization of
gap junctions between nonexcitable cells has been
extended in recent years to the molecular level
(Gilula, this volume). Although similar studies on
neuronal gap junctions are still lacking, it is rea-
sonable to consider all gap junctions as belonging
to a similar entity because they share the same
permeability properties and the same morphologi-
cal features.

MORPHOLOGY OF NEURO-NEURONAL GAP
JUNCTIONS: One sees in the CNS of verte-
brates, after uranyl acetate staining, regions of
variable distance in which the membranes of the
coupled cells come together, narrowing the extra-
cellular space to a minor gap of about 2 nm in
thickness (Fig. 1). Therefore, with these prepara-
tory conditions, and when the plane of the section
is perpendicular to the cell surfaces, the gap junc-
tion shows a heptalaminar configuration. A
unique feature, almost invariably present in all
observed electrical synapses, is the presence of a
cytoplasmic semidense material which undercoats
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the whole length of the inner surfaces of the junc-
tional plasma membranes (Fig. 1). This cytoplas-
mic differentiation is generally absent in gap junc-
tions between nonexcitable cells, even those be-
tween glial cells.

A closer examination at high magnification dis-
closes, in favorable sections, that the narrow cen-
tral gap is not uniform because there are spot-
contacts bridging the gap between the outer leaf-
lets of the plasma membranes. These bridges have
a periodicity of about 9 nm. In some of the glial
gap junctions we have succeeded in infiltrating the
extracellular space with lanthanum (Revel and
Karnovsky, 1967), and observe a complementary
image of the gap. In these instances, the filled
extracellular space exhibits a beaded appearance,
in which neighboring opaque knobs are separated
by narrow light spots (Fig. 2), which correspond to
intermembranous bridges. “En face” views of gap
junctions, in which the extracellular space is filled
with lanthanum, reproduce the picture described
by Robertson (1963) of the club endings on the
Mauthner cells prepared by primary KMnO, fixa-
tion. The gap exhibits a honeycomb pattern com-
posed of a system of lines disposed in a hexagonal
network, in which the center of each hexagon is
occupied by an electron-opaque spot.

The best analysis of the membrane organization
at the level of gap junctions has been obtained by
freeze-fracturing. By use of this technique, several
examples of electrical synapses have been de-
scribed in the CNS of vertebrates (Landis et al.,
1974; Raviola and Gilula, 1975). In all of them,
as in the one we studied, the electrical synapses of
the chicken cerebellar glomeruli (Cantino and So-
telo, unpublished observations), the gap junctions
appear as polygonal lattices of particles protruding
on the protoplasmic face (P face) of the junctional
membrane and complementary lattices of pits on
the extracellular face (E face; Fig. 3). The intra-
membrane particles measure about 8 nm in diam-
eter and, with the fixation technique that we used,
they are arranged in a hexagonal array with a
center-to-center spacing of about 9 nm. There-
fore, these electrical synapses exhibit the same
intramembrane organization as do the gap junc-
tions between nonexcitable cells (Gilula, this vol-
ume). The composition of both junctional mem-
branes is symmetrical, in such a way that the
particles in one P face are in register with the
particles of the other P face. These particles repre-
sent proteins that traverse the lipid bilayer com-
pletely. Each of the opposing particles, protruding
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into the extracellular space, spans the 2-nm gap
which separates the two junctional membranes.
Since the centers of these proteins are considered
to be hydrophilic pores, the structural disposition
described above confers on each couple of oppos-
ing particles the role of a permeability channel,
which allows a direct cytoplasmic communication
between the two junctional cells. A corollary of
this symmetrical arrangement is that the current
can flow in both directions. However, there are
three examples of electrical synapses (Furshpan
and Potter, 1959; see other references in Bennett,
1972) in which the current flow only in one direc-
tion. The fine morphology of these rectifying syn-
apses has not been done.

ELECTROTONIC COUPLING BY WAY OF
GAP JUNCTIONS IN THE MAMMALIAN
BRAIN: Because electrotonic neurotransmis-

sion has been for years considered to be almost
exclusively present in primitive forms of phylog-
eny, this review, by contrast, will be concerned
only with the electrically transmitting synapses ob-
served in the mammalian brain. If the anatomical
demonstration of neuro-neuronal gap junctions is
a sufficient criterion for electrotonic coupling,
then the number of such synapses is considerable,
including those described in primates (see refer-
ences in Sotelo, 1975a). However, there are still
few examples in which anatomical and correlative
electrophysiological work have demonstrated the
reality of electrotonic coupling in mammals. These
are the rat mesencephalic trigeminal nucleus, the
rat lateral vestibular nucleus, and the cat inferior
olive (see references in Llinas, 1975, and in So-
telo, 1975a).

In the mesencephalic trigeminal nucleus, the
neurons are coupled by direct somato-somatic gap
junctions. However, in the lateral vestibular nu-
cleus, the gap junctions occur between axon termi-
nals and the perikarya of the giant cells of Deiters.
The actual coupling can occur only through the
presynaptic fibers. Several other examples of elec-
trotonic coupling by way of presynaptic fibers are
known to occur in the vertebrate brain (see refer-
ences in Sotelo et al., 1975). In the inferior olive,
the gap junctions have been mainly observed be-
tween dendritic appendages in a glomerular for-
mation. This strategic location, in which the den-
dritic profiles involved in the neuronal coupling
are surrounded by numerous axon terminals (Fig.
4), has been tentatively considered to be a func-
tional device to modulate the electrotonic interac-
tions by the shunting effects of the chemical syn-



apses, in this way providing a variable electrotonic
coupling (Llinds et al., 1974). A similar modula-
tory mechanism has been suggested by Spira and
Bennett (1972) in the CNS of the mollusk Na-
vanax. Gap junctions are rare between mesen-
cephalic trigeminal neurons; they are more fre-
quent in the lateral vestibular nucleus and in the
inferior olive. This frequency correlates well with
that found by electrophysiological measure-
ments — the number of coupled neurons was low in
the first case and was greater in the other two
cases —emphasizing again that gap junctions are
the sites for electrotonic coupling between neu-
rons.

Chemical Synapses

The membranes involved in chemical transmis-
sion are separated by a high-resistance extracellu-
lar space, the synaptic cleft. In the presynaptic
element, electrical events generate the release of
transmitter, which diffuses into the synaptic cleft
to affect the postsynaptic receptive membrane, the
whole process taking place in a limited time.

SYNAPTIC MEMBRANES AND SPECIAL-
IZATIONS: Several reviews dealing with the
ultrastructure of chemical synaptic junctions have
been published recently (Gray and Guillery,
1966; Peters et al., 1970; Sotelo, 1971; Pappas
and Waxman, 1972). Therefore, I shall be con-
cerned only with some recent findings mainly on
synaptic membranes, which allow a close correla-
tion between structure and function.

Differences in the permeability properties of
various regions of neural membranes have been
known for many years (see references in Katz,
1966). However, this heterogeneity was not corre-
lated with specific ultrastructural features. A ho-
mogeneous unit-membrane structure character-
izes neuronal membranes, even at the synaptic
junctions. The presence of cytoplasmic differentia-
tions that undercoat short segments of neural
membranes at specific regions has been, until re-
cently, the only indirect way to correlate func-
tional heterogeneity with morphology. At the syn-
aptic junctions, the cytoplasmic differentiations
are asymmetrical (Fig. 5). The presynaptic mem-
brane is covered by the vesicular grid (see refer-
ences in Akert et al., 1972), whereas the postsyn-
aptic one is marked by a continuous density. This
asymmetry illustrates the unidirectional action of
the chemical synapses. The signals can only cross
from the side concerned with the secretory proc-

ess, the presynaptic, to the membrane specialized
for the reception, the postsynaptic.

With the application of the freeze-fracture tech-
nique to the study of synaptic junctions (Akert et
al., 1972), it has been possible to disclose a con-
spicuous specialization in the internal organization
of the synaptic membranes. The presynaptic mem-
brane, in all studied synapses, contains large intra-
membrane particles and a varying number of small
protuberances in its E face. The complementary
picture in the P face of these protuberances ap-
pears as small depressions, which are in direct
contact with the synaptic vesicles (Pfenninger et
al., 1972). They are considered as transitory mod-
ulations of the presynaptic membrane taking
place during the process of exocytosis (Heuser et
al., 1974). The study of postsynaptic membranes
in well-identified synapses in the cerebellar cortex
and in the olfactory bulb, whose excitatory or
inhibitory function are known electrophysiologi-
cally, has revealed that, at excitatory contacts,
postsynaptic membranes contain an aggregate of
homogeneous particles associated with their E
face (Fig. 6). However, at inhibitory contacts, the
particles in the P and E faces do not exhibit a
specific organization, resembling those at nonsyn-
aptic membranes (Landis and Reese, 1974; Lan-
dis et al., 1974).

All these results corroborate the old concept
that there are specialized patches of the mem-
branes at the synaptic interfaces which are the sites
at which the chemical transmission takes place.
These patches, or “synaptic complexes” (Palay,
1956), identified in thin sections by their cytoplas-
mic differentiation, correspond to the membrane
zones that show the remarkable internal organiza-
tion described above. Because of the fibrillary
composition of the postsynaptic densities, it has
been suggested that they play an important role in
the anchorage of receptor proteins and other mac-
romolecules at the postjunctional patches of the
membrane. The presence of presynaptic vesicular
grids and of postsynaptic densities will be the crite-
ria used in the following sections to identify pre-
and postsynaptic membranes.

FORMATION OF POSTSYNAPTIC DENSI-
TIES IN THE ABSENCE OF PRESYNAPTIC
ELEMENTS: If postsynaptic densities can be
used as markers for identified receptor surfaces,
it will be interesting to study such densities in
neurons that have been almost completely devoid
of synaptic inputs from their origin. Because of
the relative simplicity of the corticocerebellar con-
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nections, and the fact that the pivotal element in
this neuronal network, the Purkinje cells, receives
over 95% of their inputs from one single origin,
the granule cells, the cerebellum offers favorable
material to analyze this question. Furthermore,
two nonallelic mouse mutations, the weaver (wv)
and the reeler (1), provide Purkinje cells which
have grown and differentiated in the absence of
granule cells (Sidman, 1968). The postsynaptic
densities are similar for Purkinje cells in wv/wv
and for heterotopic Purkinje cells in ri/rl. All
these cells develop innumerable dendritic spines
with their corresponding postsynaptic densities
(Fig. 7), similar to those in normal cerebellum.
The important difference is that in the mutants
the spines are free of innervation (Fig. 7), since
the parallel fibers, the axons of granule cells, have
not developed. Moreover, postsynapticlike densi-
ties are also present, in a lesser amount, at the
dendritic smooth surfaces, where, in normal con-
ditions, parallel fibers never contact these den-
drites. The densities display a morphology similar
to those characterizing postsynaptic membrane in
Gray type 1 synapses (Fig. 8). They have a varia-
ble size, but often they are much larger than post-
synaptic densities in any normal neuron (Fig. 8).
Such dendritic segments can face glial processes,
naked spines, and/or axonal terminals of the in-
hibitory interneurons. In the latter case, the termi-
nals do not develop presynaptic vesicular grids
(see references in Sotelo, 1975b).

These results point out that Purkinje cells are
able to develop postsynaptic densities by an intrin-

sic mechanism, completely independent from in-
teractions with parallel fibers. The majority of the
large number of the autonomously developed
densities exhibit the same morphology and locali-
zation as those of their normal counterparts. This
is the case for dendritic spines. A recent freeze-
fracturing study of these noninnervated spines in
wv/wv (Hanna et al., 1976) has shown that the
membrane corresponding to the segment bearing
the postsynaptic density contains in its E face the
same aggregate of homogeneous particles as do
the innervated spines in normal cerebellum. This
corroborates that, even in abnormal conditions,
cytoplasmic differentiations underlie specific seg-
ments of neuronal membrane organization.

The presence of abnormal postsynaptic densi-
ties, gigantic in size and unusually located, has
been tentatively explained as a reflection of the
absence of a hypothetical feed-back mechanism,
which would accompany the establishment of nor-
mal synaptic transmission, and would function to
regulate the autonomous synthesis of the specific
receptor protein in the postsynaptic neuron ac-
cording to the firing of the presynaptic fiber (So-
telo, 1975b).

A completely different hypothesis to explain the
presence of these noninnervated postsynaptic sites
has been proposed by Hadmori (1973). This author
postulates that axon terminals of the climbing fi-
bers, which synapse on Purkinje cells with a higher
density in the agranular than in the normal cere-
bellum, are responsible for the indirect induction
of the dendritic spines. By this interpretation, the

FIGURE 1

Gap junction between a mossy fiber (MF) and a granule cell dendrite (GD) in the cerebellum

of the viper (Vipera aspis). Note the heptalaminar configuration of the gap junction and the cytoplasmic
differentiations (arrows) undercoating the junctional membranes. The gap junction is surrounded by

attachment plates (AP). X 184,000.

FiGURE 2 Interglial gap junction in which the extracellular space is filled with lanthanum. The arrow
points to a zone in which the beaded appearance of this extracellular space may be seen. x 300,000.

FiGURE 3 Freeze-fractured membrane of a mossy fiber in the chicken cerebellum. Two gap junctions are
present. In the one at the top only the P face is visible, whereas in the one at the bottom, both the P and the

E faces may be seen. X 72,000.

FiGURe 4 Inferior olivary glomerulus of the cat. The central dendritic core is covered by axon terminals
which establish chemical synapses (arrow heads) on them. Two of the central dendritic appendages (DA,
and DA,) are linked together by way of a gap junction (GJ). Note the strategic position of one axon
terminal (AT') containing a pleomorphic population of synaptic vesicles, indicative of its possible inhibitory
nature, and simultaneously synapsing on both dendrites coupled by the gap junction. The firing of this
terminal may hypothetically uncouple the inferior olivary appendages as a result of synaptic conductance

(from Sotelo et al., 1974). X 66,000.
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postsynaptic densities are not the result of an au-
tonomous process, but to a heterotopic induc-
tion. In our recent work (Sotelo and Arsenio-
Nunes, 1976), in which Purkinje cells develop in
the absence of climbing fibers, we have failed to
sustain the hypothesis of indirect induction. Under
these conditions, Purkinje cells are able to develop
spines; moreover, the number of these spines
seems to be higher than in the presence of climb-
ing fibers.

DEVELOPMENT AND STABILIZATION OF
PRESYNAPTIC VESICULAR GRIDS: By using
other neurological mutations affecting the cerebel-
lum of the mouse, the question of the intrinsic
development of presynaptic organelles can also be
analyzed. In fact, there are two mutants, staggerer
(sg) and nervous (nv), in which Purkinje cells
seem to be directly affected. In the first mutant,
Purkinje cells are unable to develop, at the appro-
priate time, the dendritic spines which are the
receptive surfaces of parallel fibers (Sidman,
1968). Therefore, the parallel fibers must grow
and evolve in the absence of postsynaptic sites. In
the nervous mice, after a synaptogenic period in
which parallel fibers establish normal chemical
synapses with Purkinje cell spines, the Purkinje
cells degenerate (Landis, 1973). Thus, parallel
fibers lose their postsynaptic partners after the
establishment of functional connections.

During the synaptogenic period of the staggerer
cerebellum, numerous parallel fibers surround the
abnormally smooth dendrites of the Purkinje cells.
Under these conditions, parallel fibers form small

varicosities filled with synaptic vesicles and, on
some rare occasions, bearing vesicular grids, fac-
ing thin glial processes (Fig. 9). These axon termi-
nals do not survive for a long time and they degen-
erate, producing a retrograde reaction in their
perikarya of origin, which results in an extensive
granule cell death (Sotelo and Changeux, 1974).
This study shows that parallel fibers are capable of
an intrinsic process of differentiation, which pro-
duces transient “boutons en passant” with normal
presynaptic organelles. Thus, there is the possibil-
ity of an autonomous development of both post-
synaptic densities and of presynaptic vesicular
grids. The main difference, at least in cerebellum,
is that the postsynaptic densities can remain during
the whole life of the animal, whereas the presyn-
aptic elements have only transient life.

Staggerer mutants, and especially nervous mu-
tants, offer the possibility of studying the fate of
presynaptic vesicular grids in axons devoid of their
postsynaptic partners after the establishment of
functional connections. In sg/sg, as a consequence
of the progressive degeneration of granule cells,
the mossy fibers slowly become denuded of their
postsynaptic targets and are surrounded by astro-
cytic processes (Fig. 10). At this stage, normal
vesicular grids can persist facing the glial cyto-
plasm. The number of these denuded mossy fibers
increases with age. Some of these mossy fibers
also degenerate (Sotelo and Changeux, 1974);
however, the rate of this transsynaptic degenera-
tive process occurs at a much slower rate than does
the parallel fiber degeneration.

FiGURE 5 Synaptic complex, characterizing chemical transmission between a parallel fiber and a Pur-
kinje cell spine in the cerebellar cortex of the cat. Note the high resistance extracellular space or synaptic
cleft (sc) separating both neurons. In the parallel fiber, the presynaptic dense projections (asterisks) and
their associate synaptic vesicles (sv) constitute the presynaptic vesicular grid. In the postsynaptic side, and
facing the presynaptic vesicular grid, the membrane is undercoated by the postsynaptic density (psd).

X 176,000.

FIGURE 6 Freeze-fractured parallel fiber-Purkinje spine synapse in the cerebellum of the rat. The
axoplasm of the parallel fiber contains synaptic vesicles (asterisks). An aggregate of particles (arrow) is
found on the E face of the postsynaptic membrane in the spine. X 120,000.

Figure 7 Cerebellar cortex of a 29-day weaver mouse. Numerous Purkinje cell dendritic spines (S) are
free of innervation. Some of them exhibit a normal postsynaptic density (small arrows). The large arrow
points to a postsynaptic density, on the perikaryon of a stellate cell, facing an axon terminal. Note the

absence of vesicular grid at this terminal. X 39,000.

Ficure 8 Cerebellar cortex of a 7-mo reeler mouse. Dendritic profile of a heterotopic Purkinje cell
(PCD). The arrows mark the length of a gigantic postsynaptic density, undercoating a large segment of the

dendritic smooth surface. x 80,000.
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In nervous mutants, 90% of the Purkinje cells
follow a selective degenerative process between
postnatal days 23 and 50 (Landis, 1973). I have
studied this cerebellum in 6-mo to 1-yr old mice
(Sotelo, unpublished observations) to investigate
the fate of parallel fibers at long intervals after
Purkinje cells have degenerated. In these old ani-
mals, clusters of parallel fibers keep their normal
synaptic relationships with dark debris from Pur-
kinje cell dendrites. Astroglial processes, filled
with gliofilaments, invade the degenerative debris
to transform it into discontinuous bands of sinuous
contours, to which most of the parallel fibers re-
main attached (Fig. 11). During this progressive
removal of the necrotic material, the glial proc-
esses take the place previously occupied by the
Purkinje dendrite. The parallel fibers remain di-
rectly opposed to these glial profiles, retaining
their presynaptic differentiation (Fig. 12). How-
ever, since in this cerebellum there is also a proc-
ess of granule-cell death, although much slower
and less complete than that in the staggerer mu-
tant, it can be assumed that the parallel fibers are
capable of a long survival period after they have
lost their postsynaptic targets.

The most likely interpretation of all these re-
sults is that presynaptic fibers in the cerebellum
are capable of an intrinsic growth and develop-
ment, but they are incapable of independent sur-
vival, undergoing a rapid degenerative process
when they fail to establish synaptic connection.
However, once these fibers have been stabilized
by function, they are able to survive for long
periods even if they lose their postsynaptic part-
ners. A retrograde signal, probably concomitant
with functional activity, therefore becomes neces-
sary for the permanent stabilization of presynaptic

differentiation. This interpretation fits well with
the mechanism postulated by Changeux et al.
(1973) in their hypothesis of “‘selective stabiliza-
tion of synapses.”
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EXCITATORY AND INHIBITORY SYNAPTIC RESPONSES
MEDIATED BY A DECREASE OF THE
POSTJUNCTIONAL MEMBRANE PERMEABILITY

H. M GERSCHENFELD

In the last two decades, the ultrastructural and
microphysiological studies on chemical synapses
have revealed the subtlety and rich variety of the
mechanisms operating at these intercellular junc-
tions. In spite of the apparent simplicity of the
message that chemical synapses transmit, either
excitation or inhibition, the mechanisms operating
to insure the specificity of the communication are
amazingly complex. These include: (1) a variety of
known (and probably many still unknown) trans-
mitter molecules; (2) the possibility that a trans-
mitter molecule can act on more than one specific
receptor; and (3) the operation of different post-
synaptic mechanisms. In this paper, we will discuss
recent evidence regarding some ‘‘unusual” or
“atypical” postsynaptic mechanisms.

“Classic” and “Atypical” Actions of
Chemical Transmitters

The classic theory of synaptic transmission as
advanced by Fatt and Katz (1951, 1953) postu-
lates that synaptic transmitters cause excitation or
inhibition of the postsynaptic cells by increasing
the ionic permeability of their membranes, i.¢., by
“turning on” ionic pathways (channels) for either
anions or cations in the membrane. Such a classic
explanation has been shown to account for the
function of the great majority of synapses studied
to date (see review of Ginsborg, 1973; Gerschen-
feld, 1973).

It is useful here to review briefly the behavior of
excitatory and inhibitory classic synaptic responses
when the membrane potential of the postsynaptic
neuron is altered by passing current across it. In

H. M. GERSCHENFELD Laboratoire de Neurobiologie,
Ecole Normale Supérieure, Paris, France

the case of the excitatory responses, known to be
the result either of an increase in Na* permeability
or of an increase in both Na* and K* permeabili-
tites, the amplitude of the excitatory postsynaptic
potentials (EPSP) increases gradually when the
cell is hyperpolarized and decreases when the cell
is depolarized, i.e., the EPSP grows in amplitude
when the driving force for Na* ions is increased
and diminishes when the Na* driving force is re-
duced. Depolarization of the postsynaptic mem-
brane may cause a reversal of the polarity of the
EPSP in cases where the transmitter increases
both Na® and K* permeabilities, reversal being
observed at —15/—20 mV. In the case of inhibi-
tory synaptic responses, which are the result of an
increase in either Cl- or K* permeability, the
inhibitory postsynaptic potential (IPSP) grows in
amplitude when the cell is depolarized, i.e., when
the driving force for either ClI- or K* ions is
increased. In contrast, when the cell is hyperpolar-
ized, the amplitude of the classic IPSP decreases
gradually until it reaches a null value. If the hyper-
polarization of the neuron is pursued beyond this
level, the inhibitory responses reverse their polar-
ity. It has been demonstrated that, in many cases,
the reversal potential of the IPSP corresponds to
the equilibrium potential for either Cl~ ions (E;)
or K* ions (Eg).

An increasing number of synaptic responses
that do not follow this behavior vis a vis the
membrane potential have been reported recently.
Fig. 1 shows an example of one of such unusual or
atypical response. In this case, the ionophoretic
application of 5-hydroxytryptamine (5-HT), a syn-
aptic transmitter in the molluscan central nervous
system (Gerschenfeld and Paupardin-Tritsch,
1974 b), depolarizes a snail central neuron. When
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the cell is artificially hyperpolarized by passing
inward current across its membrane, instead of
showing, as do the classic depolarizing synaptic
responses, a gradual increase of amplitude, the 5-
HT depolarization decreases in amplitude and be-
comes null at —78 mV (Fig. 1f). Further hyperpo-
larization of the cell causes a reversal of the re-
sponse (Fig. 1g).

It is evident that no mechanism involving an
increase in the ionic permeability of the postsyn-
aptic membrane can explain such behavior. On
the contrary, such atypical behavior of the 5-HT
response is well accounted for in a model first
proposed by Weight and Votava (1970) to explain
a similar behavior of the slow EPSP evoked by
preganglionic stimulation in sympathetic ganglion
neurons of frog. We interpreted these responses as
the result of a decrease in the ionic permeability of
the postsynaptic membrane. The experiment of
Fig. 1 demonstrates that such is the case for the 5-
HT atypical depolarization: (1) the input resist-
ance of the neurons showing these responses in-
creases when 5-HT is present in the extracellular
medium (Fig. 1a—); (2) an increase in the extra-
cellular K* concentration causes a shift of the
reversal potential of the 5-HT depolarization,
which coincides well with the displacement of Eg
predicted by the Nernst relation (Fig. 14-k).

Synaptic transmitters also can evoke atypical
inhibitory responses. Fig. 2 gives an example of
such a response also evoked by 5-HT on another
group of molluscan neurons. In this case, the ion-
ophoretic application of 5-HT hyperpolarizes and
inhibits the neurons’ firing (Fig. 2a). When the
cell is artificially hyperpolarized by injecting in-
ward current, thus first decreasing and later re-
versing the driving force for Cl~ or K* ions, the
atypical hyperpolarization, instead of decreasing
and reversing as does the classic one, shows a
gradual increase of its amplitude (Fig. 2 a-e).
Furthermore, when the neuron is depolarized by
passing outward current across its membrane, the
atypical hyperpolarization decreases in amplitude
and sometimes an inversion of the response can be
obtained. The value of the reversal potential of
these responses, measured directly or calculated
by extrapolation (Fig. 2, graph), ranges between
—20/—30 mV. Changes in the extracellular CI~
concentration do not affect these 5-HT hyperpo-
larizations, whereas changes in either Na* and/or
K* external concentrations cause a shift in their
reversal potential (Fig. 2 f~j and graph).
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Ficure 1 “Atypical” depolarizing response of a mol-
luscan neuron to 5-hydroxytryptamine (5-HT). (a—c)
Effects of 5-HT on the membrane resistance. In a the
neuron is hyperpolarized by inward current to —50 mV,
and square pulses are passed across the membrane to
measure the input-resistance. In b, the bath application
of a 5 x 1078 M solution of 5-HT causes an evident
increase in the input resistance. In c, the effects of 5-HT
are reversed by removal of the amine. (d-g) Ionophor-
etic applications of 5-HT on the membrane of the same
neuron results in an atypical depolarizing response which
in a normal medium reverses at —78 mV (f). (h-k)
When the external K* concentration is increased twice,
the reversal potential of the response shifts to —60 mV
(i). (Gerschenfeld and Paupardin-Tritsch, 1974a.)

These briefly described examples illustrate well
the behavior of the atypical responses of neurons
to chemical transmitters. From the analysis of
these and other examples reported in recent years,
it has been possible to conclude that the atypical
synaptic depolarizations are associated with a de-
crease in the K* permeability of neuronal mem-
branes (Weight and Votava, 1970; Paupardin-
Tritsch and Gerschenfeld, 1973; Gerschenfeld
and Paupardin-Tritsch, 1974a, b; Kehoe, 1975;
Carew and Kandel, 1976) and that atypical hyper-
polarizations are the result of a decrease in both
Na* and K* permeabilities (Paupardin-Tritsch and
Gerschenfeld, 1973; Weight and Padjen,
1973a,b; Gerschenfeld and Paupardin-Tritsch,
1974 a, b; Delaleu, 1976).
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FiIGURE 2 Molluscan neuron responding to 5-HT by
an atypical hyperpolarizing response. (a) Ionophoretic
application of 5-HT causes a hyperpolarization and an
inhibition of the spontaneous spike firing. (b-¢) Gradual
hyperpolarization to —-60, —70, —80, and —90 mV
causes a gradual increase in the amplitude of the hyper-
polarizing 5-HT response. In f~j, half of the NaCl con-
tent of the external environment is replaced by Tris Cl,
causing a shift of the inversion potential of the atypical 5-
HT response, which becomes directly observable at —40
mV (f). The graph at the bottom relates the amplitude
of the atypical responses with the membrane potential
values at which they were recorded. The open circles
correspond to the experiment in normal medium and the
closed circles, to the values recorded in the low Na*
medium. Notice that the reversal potential shifts from
the calculated value of —23 mV to the observed value of
—40 mV. (Gerschenfeld and Paupardin-Tritsch,
19744a.)

Nature of the Ionic Permeability Decrease
in Atypical Synaptic Responses

Figure 3 compares the simplified equivalent cir-
cuits of the cell membranes involved in classic (a)
and atypical (b) responses to synaptic transmit-
ters. In Fig. 34, the closing of either switch A and/

or switch A’ after the activation of specific recep-
tors by the transmitter will introduce a shunt,
Agna, in the membrane circuit and thus cause an
increase of the permeability to Na* ions. In an
analogous manner, the closing of switch B or
switch C by the activation of other different trans-
mitter receptors will cause an increase in either K*
or CI- permeability. In b, where the equivalent
circuit of the membrane involved in an atypical
response is represented, the cell membrane per-
meabilities to both Na* and K* are represented by
two conductances in parallel (gy, and Agy,, gx and
Agk). The transmitter produces an atypical depo-
larization, such as in Fig. 1, by opening the switch
a, thus removing Agg from the circuit. The atypi-
cal hyperpolarization of Fig. 2 implies a displace-
ment of the lever 8, thus opening, at the same
time, both switches, and therefore removing Agy,
and Agg from the circuit (Fig. 3b).

The nature of the ionic pathways represented in
the equivalent circuit diagram by Agy, and Agg
raises some important questions: are these chan-
nels located on restricted spots of the neuronal
membrane or are they present on the whole sur-
face? Are they related to the ionic channels in-
volved in the generation of the action potential?

Experiments on the already described atypical
responses of molluscan neurons to 5-HT give
some answers to those questions. Very few neu-
rons in the molluscan CNS show such responses,
and the atypical responses are only observed when
the transmitter is applied to a precise and very
restricted area of the sensitive neurons (Gerschen-
feld and Paupardin-Tritsch, 1974 a; see Gerschen-
feld, 1976). Other experiments show that tetrodo-
toxin, which blocks selectively the Na* channels
involved in the action potential, does not affect the
atypical hyperpolarizing response to 5-HT (Pau-
pardin-Tritsch and Gerschenfeld, unpublished
data). Tetrodotoxin also has been shown previ-
ously to be totally ineffective on the Na* channels
involved in the classic synaptic responses.

Some light is thrown on the nature of the
turned-off channels by the experiments of Kehoe
(1975), who observed that the firing of some cho-
linergic and noncholinergic interneurons in the
pleural ganglion of Aplysia evokes in some other
neurons a composite synaptic potential, whose
late phase, a slow EPSP, shows an atypical behav-
ior similar to that of the response in Fig. 1. In this
case, the slow EPSP reverses at —80 mV and is
also the result of a decrease in K* permeability.
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Figure 3 Simplified membrane circuits representing the conductance changes induced by the activation
of different 5-HT receptors in molluscan neurons. (a) 5-HT responses involving an increase in membrane
conductance. The closing of the A and/or the A’ switch will introduce the shunt Agy, in the circuit,
increasing the Na* conductance. In the same way, closing either the B switch or the C switch will increase,
respectively, the membrane conductances to K* or Cl~ ions. (b) 5-HT responses caused by a decrease in
membrane conductances. The resting conductances to Na* and K* are represented by two conductances in
parallel. 5-HT produces an atypical response by opening the switch a which removes the Agg con-
ductance from the circuit, whereas the hyperpolarizing response is brought out by opening of the
coupled switch (marked B) which results in the removal of both Agy, and Agg from the circuit.

(Gerschenfeld and Paupardin-Tritsch, 1974a.)

That the K* channels inactivated during this re-
sponse are somewhat “specific” is suggested by
the observation of Kehoe (1975) that the ampli-
tude of this slow EPSP is augmented by arecoline,
an agonist of acetylcholine (ACh), known to act in
Aplysia CNS only on a cholinergic receptor asso-
ciated with the activation of K* channels (see
Kehoe, 1972). Moreover, ACh antagonists
known to block this receptor, such as methylxylo-
choline, depress the atypical slow EPSP. These
observations suggest that the channels turned off
during these atypical slow EPSPs likely are associ-
ated in some way with ACh receptors.

This result also raises an important question:
have the channels inactivated in the atypical re-
sponses been previously turned on by the action of
another transmitter, or do they exist in an “open”
conformation in the membrane, closing randomly,
but showing a predominance of turned-on states?
Even if it is not yet possible to give an answer to
this question, it is tempting to accept the first
mechanism, as it would explain the atypical synap-
tic responses simply as a special case of a classic
mechanism, in which the observed permeability
decrease results from the closing of ionic channels
previously turned on by a synaptic transmitter.

Recent microphysiological studies on the verte-
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brate retina show that this mechanism actually
operates in some synapses. However, it does not
appear to explain all the observed synaptic actions
on retinal cells involving a permeability decrease.

The Evidence from Retinal Synapses

It must be remembered first that the responses
of cones of lower vertebrates to light consist in a
hyperpolarization that results from a decrease in
permeability, probably mainly to Na* ions (Tom-
ita, 1965; Kaneko and Hashimoto, 1967; Toyoda
et al., 1969; Baylor and Fuortes, 1970; Lasansky
and Marchiafava, 1974). The equivalent circuit of
the vertebrate cone membrane would not differ
much from the picture of Fig. 35, the action of
light simply removing Agy, from the circuit. Agy,
would represent in the cone membrane the ionic
channels kept turned-on in the dark. The “mem-
brane noise” recently observed by Simon et al.
(1975) in turtle cones in the dark has been inter-
preted as the result of the random turning-off of
ionic channels in the membrane; the illumination
of retina causing a marked reduction of such a
“dark noise.”

At the level of the outer plexiform layer, we
find an example of a synaptic membrane, the ionic
channels of which are kept activated by the per-



sistent action of a tonically released synaptic trans-
mitter; here, the phasic suppression of such
release causes a decrease of the postsynaptic mem-
brane permeability. On the basis of experiments
analyzing the effects of transretinal extrinsic cur-
rents, Trifonov (1968) proposed that the synaptic
transmitter released by photoreceptors is liberated
continuously and that light stimulation causes the
suppression of transmitter release. The horizontal
cells, which receive direct input from the photore-
ceptors, are hyperpolarized by light stimulation
(Tomita, 1965; Werblin and Dowling, 1969; Ka-
neko, 1970; Nelson, 1973) and this hyperpolari-
zation involves a decrease in membrane permea-
bility (Toyoda et al., 1969). Recent experiments
show that, by adding to the extracellular medium
either an excess of Mg** ions or Co** ions, the
blockade of synaptic transmission in the retina
hyperpolarizes the horizontal cells and depresses
their responses to light without affecting the light
responses of the photoreceptors (Dowling and
Ripps, 1973; Cervetto and Piccolino, 1974; Tri-
fonov et al., 1974; Kaneko and Shimazaki, 1975,
1976; Dacheux and Miller, 1976). Therefore, the
hyperpolarization of the horizontal cells by light is
a good example of how a physiological interrup-
tion of a continuous transmitter release results in a
permeability decrease at the postjunctional mem-
brane.

However, as pointed out before, other observa-
tions on the synapses made by the photoreceptors
with second-order cells suggest the possibility that
some retinal postsynaptic membranes may be en-
dowed with “spontaneously” turned-on channels,
which would become inactivated by the action of
the photoreceptor transmitter.

Bipolar cells of lower-vertebrate retinas gener-
ally show an organization of their receptor fields
characterized by a center-surround antagonism
(Werblin and Dowling, 1969; Kaneko, 1970;
Schwartz, 1974). Two types of bipolar cells have
been described: the first, “‘depolarizing” bipolars,
becomes depolarized when stimulated in the cen-
ter of its receptive field by a light spot and be-
comes hyperpolarized when it is stimulated by an
illuminated annulus, which activates the periphery
of the receptive field. The second type, “hyperpo-
larizing” bipolars, responds to light and shows an
opposite pattern, i.e., it is hyperpolarized by a
central spot and depolarized by a peripheral light
annulus. In the carp, Kaneko (1970) demon-
strated that both types of bipolar cells receive
direct input from photoreceptors when they are

stimulated by a central light spot and from inter-
neurons, probably horizontal cells, when they are
stimulated by a peripheral light annulus (see also
Richter and Simon, 1975). This would signify, at
least, that the same photoreceptor synaptic trans-
mitter exerts different and opposite actions on the
depolarizing bipolar cells and on the horizontal
cells. At variance with what happens in horizontal
cells, the continuously released photoreceptor
transmitter keeps the depolarizing bipolar cells
hyperpolarized, and when the transmitter’s release
is depressed by .illumination, the depolarizing bi-
polars become depolarized. This was recently con-
firmed by Kaneko and Shimazaki (1976) in th:
carp and by Dacheux and Miller (1976) in the
mudpuppy. These authors observed that the per-
fusion of the retina with a medium containing
Co** ions, which blocks all transmitter release,
depolarizes the depolarizing bipolars. Because
previous results of Toyoda (1973) and Nelson
(1973) suggest that light stimulation causes an
increase in the membrane permeability of the de-
polarizing bipolars, it is likely that the membrane
permeability of the depolarizing bipolar is de-
creased in the dark under the continuous action of
the photoreceptor transmitter.

On the contrary, the effects of the continuously
released photoreceptor transmitter in the dark and
of its suppression, on the hyperpolarizing bipolar
cells, do not appear to differ from those observed
in the horizontal cells (Kaneko and Shimazaki,
1976; Dacheux and Miller, 1976). This is also
supported by the recent observation by Simon et
al. (1975) that, in the dark, the hyperpolarizing
bipolar cells of the turtle retina are “‘noisy” and
that spot central illumination suppresses their
membrane noise.

It is still difficult to interpret the chain of synap-
tic events leading to the responses of both types of
bipolar cells to the stimulation of the periphery of
their receptive fields, except that they probably
are mediated by horizontal cells (Richter and Si-
mon, 1975; Kaneko and Shimazaki, 1976). Nev-
ertheless, it can be supposed that the horizontal-
cell synapses operate in a similar way to those of
the photoreceptor synapses; they probably contin-
uously release their synaptic transmitter, and this
release is suppressed by light stimulation. If such is
the case, since the stimulation of the periphery of
the receptor field also has an opposite effect on
the depolarizing and the hyperpolarizing bipolar
cells, the primary effect of the transmitter released
by the horizontal cells must also have opposite
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effects on both bipolar cell types.

Figure 4 attempts to summarize our present
knowledge of the operation of the synapses be-
tween the photoreceptor and the second-order
neurons. On the left, the direct connection be-
tween cones and both horizontal and hyperpolar-
izing bipolars has been schematized. In the dark,
the continuous release of transmitter keeps the
synaptic switch closed and the conductance (i.e.,
the permeability) 1/R, shunts the membrane con-
ductance 1/R,,. When the cone is hyperpolarized
by light, the synaptic-transmitter release stops or
diminishes, the synaptic switch is open, and the
postsynaptic cell-membrane permeability de-
creases because the synaptic shunt is removed
from the circuit.

On the right, the case of the depolarizing bipo-
lars is represented. The continuously released
photoreceptor transmitter keeps the synaptic
switch open in the dark, thus turning off the chan-
nels represented by the conductance 1/R;. When
the cone hyperpolarization by light suppresses the
transmitter release, the synaptic switch closes and
the channels represented by 1/R; are turned on
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|
Transmitter : No
released | [ransmitter
]
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. L -
Horizontal A Rn R, Ry
el g E E E
Hyperpolarizing ST_{_T m i ol
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and the membrane permeability increases. The
nature of Eg and 1/R; in the diagram has not yet
been clarified, but it is likely that they could be
equal to Ey, and gy,.

Concluding Remarks

The atypical or unusual actions of chemical
transmitters involve a decrease in the membrane
permeability of the postsynaptic cells to specific
ions. In some cases, these responses result from
the turning off of ionic channels previously acti-
vated by the continuous action of a tonically re-
leased transmitter (horizontal and hyperpolarizing
bipolar cells of the lower vertebrate retina, atypi-
cal slow EPSP in Aplysia pleural neurons). In
other cases (slow EPSP and IPSP of sympathetic
ganglion neurons, atypical serotoninergic IPSP in
Aplysia buccal neurons, atypical slow EPSP of the
inking reflex motor neurons of Aplysia, depolariz-
ing bipolar cells of the retina), such a mechanism
involving a continuous action of a transmitter in
activating the channels which become inactivated
during the atypical synaptic action remains to be
proved. The possibility exists that, in some cases,
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FiIGURE 4 Schematic diagram summarizing the synaptic relationships between cones and horizontal cells,
on the left, and between cones and “depolarizing bipolars,” on the right. In the simplified membrane
circuits represented in the lower part of the figure, R,, and E,,, respectively, represent the membrane
resistance and the membrane potential of the cells, R, represents the resistance of the synaptic membrane,
and the battery E, is equal to the equilibrium potential of the ions involved in the synaptic response. In the
case of the horizontal cells, the cone continuously releases synaptic transmitter in the dark, keeping the
switch closed and causing a sustained increase in the horizontal cell membrane conductance. When
illumination hyperpolarizes the cones, the release of transmitter is suppressed, the switch is thus open, and
the total membrane conductance of the horizontal cell is decreased. (This could be also the case for the
“off-center” bipolars.) On the right, in the dark, the continuous release of transmitter from the cone would
maintain the switch open, removing the conductance 1/R from the “on-center” bipolar membrane circuit,
the membrane conductance of the bipolar cell would thus be kept low in the dark. The opening of the
switch induced by the suppression of the cone transmitter release by light stimulation would cause an
increase of the bipolar membrane conductance. If the case is already well substantiated for the cone-
horizontal cell synapses, it is not fully proved for the synapses relating cones to ‘“‘on-center” bipolars

(modified from Kaneko and Shimazaki, 1975).
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the postjunctional membrane could be endowed
with spontaneously turned-on channels, as they
actually exist in the membrane of vertebrate reti-
nal cones.

Whatever may be their intrinsic ionic mecha-
nism, the atypical synaptic actions probably play a
role in insuring the specificity of connections in a
complex circuitry. It has already been shown that
they can intervene, modulating the electrical cou-
pling between neurons (Carew and Kandel,
1976).
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B-LYMPHOCYTE RECEPTORS AND

LYMPHOCYTE ACTIVATION

G. J. V. NOSSAL

There are a number of reasons why the lympho-
cyte is of special interest to cell biologists, and it
presents both operational and theoretical advan-
tages for many diverse studies. For example, lym-
phocytes are easy to obtain in single cell suspen-
sions of high viability, and as such they permit
ready study of the plasma membrane and its re-
ceptors by techniques such as immunofluores-
cence, immunoelectron microscopy, or cell sur-
face macromolecule radioiodination. They repre-
sent, in the main, cells in the G, state of differen-
tiation, but can be thrown into mitotic cycle and
clonal proliferation with fair efficiency in vitro
using a variety of stimuli. Though relatively uni-
form in morphology, lymphocytes fall into subsets
with different properties and functions, thus pre-
senting challenges for biophysical separation tech-
nology. Finally, B lymphocytes, when appropri-
ately activated, secrete a highly characteristic
product, antibody, which can be identified and
measured with very sensitive techniques. For
these reasons, lymphocytes have become a fash-
ionable tool for studies that transcend the confines
of immunology.

In this symposium, it will be our aim to present
an up-to-date review of the two main categories of
lymphocytes, known as T, or thymus-derived, and
B, or bone marrow-derived lymphocytes, with
particular reference to the nature and functions of
the cell surface receptors on them, and to the
mechanisms whereby antigens or artificial mito-
gens (which mimic antigen action) trigger the com-
plex events leading not only to division but also to
functional activation of the cells. Qur plan is to
begin with the B lymphocyte, the nature of which
is better understood; then to consider the T lym-
phocyte; and then to explore possible molecular
models of activation, using mitogens as probes. In
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so doing, we hope both to expose some of the
issues lying at the moving edge of immunology,
and to transmit enough information about the
lymphocyte and its receptors to encourage cell
biologists to explore its mysteries further.

Key Questions in Cellular Immunology

GENERATION AND EXPRESSION OF IM-
MUNOLOGICAL DIVERSITY: A central fea-
ture of the immune response is its specificity for
the antigen used to evoke it, and as the number of
antigens that can be recognized and discriminated
is very large, the repertoire of molecular recogni-
tion units able to be generated by an animal must
also be very large. It is now generally agreed
(Jerne, 1977) that the immunological specificity of
both B and T lymphocytes rests in receptors pos-
sessing the variable domains of immunoglobulin
(Ig) polypeptide chains. A recent estimate (Klin-
man et al., 1977) places the number of different
antibodies able to be made by an adult mouse at
107. In the present paper, I shall describe in detail
experiments that show that antibody formation
works by a process of clonal selection (Burnet,
1957); that is, by the stimulation of that subset of
cells that possesses preformed cell surface recep-
tors capable of recognizing the antigen. Different
unstimulated lymphocytes possess different recep-
tor variable (V) regions, and the origin of this
diversity amongst lymphocytes is the subject of
much experimentation and speculation. Many
hold the view that the number of different V genes
in the germ line of an animal is relatively small,
perhaps 30-100 for heavy and light chains, allow-
ing (by random pairing of light and heavy chain V
regions) 103-10* antibody types to reflect germ
line genes. Thus, some process of somatic diversi-
fication (mutation, partial enzymic degradation
and incorrect repair of DNA, or episomal inser-
tion) may enlarge the available repertoire.
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LYMPHOCYTE SUBSETS AND THEIR FUNC-
TioNs: Circulating antibody molecules are se-
creted by the differentiated progeny of antigeni-
cally activated B lymphocytes (Nossal et al.,
1968). Several behavioral and biophysical charac-
teristics distinguish “virgin” B lymphocytes, i.e.,
cells that have not yet encountered antigen, from
“memory” B cells, i.e., cells that are the progeny
of antigenically stimulated cells, and which are
responsible for the heightened response capacity
of preimmunized animals. While the same is true
of T lymphocytes, the complete and unequivocal
separation of virgin and memory cells from each
other has not yet been achieved.

T lymphocytes are derived from the thymus and
perform a variety of functions. They possess the
capacity to initiate an inflammatory response
around antigen depots, which reaches its maxi-
mum 24-48 h after injection of the test antigen,
and is thus called delayed hypersensitivity. They
can exert a direct cytotoxic action (which is not
dependent on the classic complement pathway) on
antigenic cells including grafts and tumors. They
are also involved in complex but profoundly im-
portant interactions with B lymphocytes, which
can either “help” the B cell (T cell help being
essential for the generation of high affinity IgG
antibodies) or suppress B-cell function. These dif-
ferent effector functions are mediated by different
subsets of T cells, which can be distinguished from
one another by the possession of different surface
macromolecules. The present state of knowledge
about T-cell receptors and lymphocyte interac-
tions will be reviewed by Dr. D. H. Katz in the
next paper of this symposium.

A very important subset of lymphocytes, con-
sidered later in this paper, are cells possessing the
morphologic characteristics of lymphocytes but
not yet displaying the surface receptors conferring
the power of antigen recognition. These cells rep-
resent the penultimate result of the lymphopoietic
process occurring in primary lymphoid organs,
requiring only a nonmitotic maturation phase to
complete this differentiation (Osmond and Nos-
sal, 1974).

CELLULAR AND MOLECULAR MECHANISMS
OF LYMPHOCYTE ACTIVATION: This key area
of research will be the chief topic of all three
papers, the present one focusing on the B cell. As
an overall introductory comment, it may be fair to
point out that the cellular phenomena are being
more rapidly clarified than is the intracellular bio-
chemistry, perhaps because the process of clonal
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lymphocyte differentiation is a complex and pro-
tracted one requiring not just a single signal, but a
continuing exposure to antigen or mitogen (Pike
and Nossal, 1976).

REGULATORY MECHANISMS IN THE IM-
MUNE RESPONSE, INCLUDING TOLERANCE,
NEGATIVE FEEDBACK, ACTIVE SUPPRESSION,
IMMUNE NETWORKS, AND GENETIC REGU-
LATION: Two requirements of the immune
response have imposed particularly tricky tasks
on evolution. The first is the need for “self-not
self” discrimination, to allow the formation of
antibodies against molecules pulsed in unex-
pectedly from the outside world but not against
the myriad potentially antigenic molecules of the
body itself. The second is the need to maintain
control over the cascade of clonal expansion that
follows exposure to antigen, and to insure limits to
the proliferation even if the antigen is not elimi-
nated and chronic infection results. To these ends,
an elaborate range of regulatory mechanisms has
emerged, which we will not consider in depth in
this symposium, but which must be mentioned in
view of their great current importance.

Produced antibody exerts a negative feedback
role, both by aiding the elimination of antigen and
thus reducing the driving force for continued
clonal expansion, and because antigen-antibody
complexes can act as powerful blockaders of lym-
phocyte receptors, causing a failure of lymphocyte
responsiveness (Stocker, 1976).

Active suppression, a recently discovered phe-
nomenon, involves the genesis, through antigenic
stimulation, of a population of T lymphocytes that
produce soluble factors capable of reducing anti-
body formation. Controversy surrounds the ques-
tion of whether the target for such suppressor
factors is the B cell or the “helper” T cell needed
to allow B cells to multiply optimally.

Immune network function is a concept gener-
ated by Jerne (1974), centered on the idea that
antibody V regions can themselves act as antigens.
An immune response generates an antibody, and
if this antibody acts antigenically in the body, an
anti-antibody (or a corresponding activated anti-
antibody T lymphocyte) may be formed. This
could act on lymphocytes bearing the original anti-
body as a surface receptor. Cytotoxic T lympho-
cytes could cause suppression (negative feedback
loop), and, under certain circumstances, the anti-
antibody, through its similarity to antigen, could
cause stimulation (positive feedback loop).

A further area of complexity is that the immune



responses to many antigenic determinants are un-
der genetic control, not only because Ig germ line
genes influence the available recognition reper-
toire, but also, and perhaps more importantly,
because specific inmune response genes are in-
volved in T cell-B cell interactions. This major
facet of regulation is discussed in Dr. Katz’s paper.

Nature of B-Cell Receptors

ONTOGENY OF Ig RECEPTORS: With this
broad introduction as background, we can now
consider the B lymphocyte in more detail.

In the mouse, B lymphocytes are generated in a
multifocal fashion, first in the fetal liver in embry-
onic life and then in the bone marrow and spleen.
Lymphoneogenesis persists in these organs
throughout adult life. The process of B-lympho-
cyte formation is, in principle, no different from
that involved in the formation of other blood cells.
A pool of multipotential stem cells exists. Through
a series of unclassified differentiation steps, large,
rapidly cycling lymphocytes are generated which
give rise to medium and small lymphocytes by a
series of divisions. In the B-lymphocyte series,
some Ig synthesis takes place in the large precur-
sor cells and can be detected by staining the cyto-
plasm by immunofluorescent techniques. The dis-
play of these Ig molecules on the cell membrane as
receptors comes as a later event in differentiation
(Raff et al., 1976). In fact, the small lymphocyte
(or pre-B cell) that is the end result of the process
initially lacks surface receptors, at least by immu-
nofluorescent or immunoautoradiographic tech-
niques. These surface Ig molecules are inserted
into the membrane in progressively larger num-
bers over the 48 h after the last division.

In the mouse embryo, the first cells with intracy-
toplasmic Ig appear in the fetal liver around day
12 of gestation, but the first mature B cells with
surface Ig only around day 16.5 (Raff et al.,
1976).

CLASS OF B-CELL Ig RECEPTOR: It has re-
cently become apparent (Rowe et al., 1973; Vi-
tetta and Uhr, 1975; Abney et al., 1976, Goding
and Layton, 1976) that many B lymphocytes pos-
sess not one but two different classes of Ig as
surface receptors, namely, IgM and IgD. This
striking finding was not made sooner because (IgD
being only a very minor constituent of serum) anti-
& sera have not been available. The recognition of
a genetic polymorphism (allotype) in murine IgD,
and the demonstration of antibodies to this mole-
cule in many mouse antisera made against lymph-
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oid cells of unrelated strains (Goding et al., 1976)
will provide a powerful new tool for the study of
B-cell differentiation.

The earliest-formed B lymphocytes, e.g., those
in newborn mouse spleen, possess only IgM on
their surface. In contrast to secreted, serum IgM,
which has 10 heavy and 10 light chains and a
sedimentation coefficient of 19S, the cell surface
receptor is 7-8S and consists of two heavy and two
light chains, therein resembling secreted IgG. In
the adult mouse, newly formed B cells as found in
the bone marrow also display only IgM. However,
by about 1 wk of age, cells bearing IgM and IgD
are apparent, particularly in lymph nodes. In adult
tissues the picture is complex, cells positive for
both IgM and IgD being the most frequent type of
B cell, but both IgM positive, IgD negative and
IgD positive, IgM negative cells constituting sig-
nificant percentages (Goding and Layton, 1976).

It is tempting to speculate on the implications of
these observations (Vitetta and Uhr, 1975). One
possibility is that the B cell bearing only IgM is still
immature, and acquires its capacity to be triggered
by antigen only when it acquires surface IgD. This
would involve IgD in a special way in immune
triggering. A second possibility is that IgM* IgD*
cells represent a distinct subset, for example,
memory cells. In opposition to this, evidence ex-
ists to show that memory cells exhibit on their
surfaces the class of antibody that they will synthe-
size after restimulation (e.g., IgA, IgG,, etc.;
Okumura et al., 1976; Mason, 1976). Evidence is
currently being gathered (Goding and Layton,
personal communication) that IgM* IgD* cells
selectively lose surface IgD after antigenic stimula-
tion. Despite all these hints for the importance of
IgD in immune triggering, it is clear that anti-p
sera act as very powerful inhibitors of antigenic
stimulation in vitro, whereas anti-§ sera appear to
lack this capacity, at least as far as in vitro IgM
responses are concerned. A further puzzle is why
IgD, so prominent as a cell receptor, is not detect-
able in mouse serum (being secreted in only very
small amounts if at all). These uncertainties are
currently under active investigation in several lab-
oratories. .

SPECIFICITY OF B-CELL SURFACE RECEP-
TORS: The clonal selection theory (Burnet,
1957) predicts that a given B cell will display
receptor molecules of only one antigen-combining
specificity and that antigenic stimulation merely
involves selecting, out of the total lymphocyte
population, those cells with receptors for the anti-
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gen in question. Thus, if it were possible to select
out of a random population of spleen cells from an
unimmunized mouse that small fraction possessing
receptors for a given antigen, then, in principle,
each cell in the selected population should be able
to be stimulated to produce an antibody-forming
clone.

It is almost 20 yr since the enunciation of the
rule that one cell can form only one antibody
(Nossal and Lederberg, 1958), yet the above con-
ceptually simple experiment has proven frustrat-
ingly difficult to perform. The chief practical hur-
dles have included difficulties in coping with the
small numbers of B lymphocytes in vitro, nonspe-
cific adhesion of lymphocytes to antigen-contain-
ing affinity chromatography columns, and poor
cloning efficiency of the fractionated cells in vitro.
It is pleasing to report that all of these have re-
cently been overcome, and that it is now possible
to produce a formal proof of clonal selection (Nos-
sal et al., 1977).

In normal adult mouse spleen, about one cell in
2 x 10% can be triggered to form antibody to a
typical haptenic antigen such as 4-hydroxy-3-iodo-
5-nitrophenylacetic acid (NIP). One convenient
method involves placing small numbers of spleen
cells in microcultures in the presence of nonanti-
body-producing thymus lymphocytes acting as a
“feeder” layer (Nossal and Pike, 1976), and stim-
ulating them with the hapten conjugated onto a
polymeric carrier antigen such as polymerized Sal-
monella flagellin. This provides a powerful in vitro
stimulus, encouraging the formation of clones of
anti-NIP antibody forming cells.

A major step forward came with the develop-
ment of the hapten-gelatin fractionation technique
of Haas and Layton (1975). This ingenious, sim-
ple method depends on the melting properties of
gelatin. Instead of an antigen affinity column as
tried by others, a thin layer of haptenated gelatin
on the bottom of a Petri dish acted as the specific
immunoabsorbant. At 4°C, 10® normal spleen
cells were added to each dish and gently rocked.
After 15 min, about 1 cell in 2,000 was firmly
adherent to the haptenated monolayer and the
rest were removed by extensive washing. Then the
adherent cells were collected by the addition of
tissue culture medium at 37°C (instantly melting
the thin gel layer) and centrifugation. Next, the
NIP-gelatin adherent to the receptors of NIP-spe-
cific cells was removed by brief treatment with
collagenase. It was found that about 30% of these
cells were indeed specific in that they fluoresced
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when stained with a haptenated, fluorescent anti-
gen (Nossal and Layton, 1976). Of these, some
10% (i.e., 3% of the fractionated population)
could form a clone of antibody-producing cells in
the microculture system (Nossal and Pike, 1976).

Even though it might be unrealistic to expect
100% cloning efficiency in cultured B cells, some
in vitro death being inevitable, it appeared that the
fractionation procedure might be selecting cells
with receptors of too low a median affinity for the
hapten. Accordingly, we tried- a more rigorous
fractionation technique in the hope of selecting
only those cells with the best-fitting receptors. The
first cycle of NIP-gelatin fractionation was fol-
lowed by a second, identical cycle, which resulted
in a doubling of the proportion of cells staining
with fluorescent antigen. Finally, the twice-frac-
tionated cells were mixed with sheep erythrocytes
to which NIP had been coupled. A proportion
formed rosettes, i.e., attracted clusters of hapten-
ated red cells to their surface. These could then be
separated from the unrosetted cells by gradient
centrifugation. The resulting population of roset-
ted cells was treated with hypotonic shock and
trypsin to remove adherent red cells and debris.

This somewhat heroic series of treatments in-
volves serious yield losses, and fewer than 1 cell in
10° from the original starting population is re-
covered. However, the population is indeed active
in antibody formation. In three successive experi-
ments, the mean proportion of cells capable of
yielding an anti-NIP antibody-forming clone in
vitro was 1 in 3.5. Two reasons suggest that this
remarkably high figure may nevertheless be an
underestimate. First, it was found that the initia-
tion of clonal proliferation amongst B cells was
asynchronous, newly arising clones still being
noted on day 3 of culture. As this was the routine
day of harvesting, the possibility could not be
excluded that clonal precursors commencing divi-
sion later than that were missed. Second, the three
fractionation cycles involved a large amount of
mechanical handling and centrifugation of the
cells, and some impairment of cloning efficiency
might be expected as a result.

The profound degree of specific enrichment in
the capacity to form antibody achieved purely on
the basis of affinity of cell surface receptors for the
chosen antigen seems close to the ultimate vindi-
cation of clonal selection. Nevertheless, it remains
to show that all of the receptor Ig on the surface of
those hapten-specific lymphocytes was of uniform
specificity, i.e., that all of it was anti-NIP in char-



acter. This we achieved by immunofluorescent
techniques (Nossal and Layton, 1976). Using sat-
urating concentrations of rhodamine-conjugated
polyvalent antigen, hapten-fractionated cells were
stained at 37°C, so that all the antigen-specific
receptors were swept into a “cap” at one pole of
the B cell. The cells were then fixed with parafor-
maldehyde to prevent further receptor redistribu-
tion and counterstained with a fluoresceinated an-
tiglobulin. In all but a few exceptional cases, it was
found that all the Ig had moved into the cap. In
other words, no linearly distributed green fluores-
cence could be observed, as would have been the
case if a second Ig with a different specificity had
been present on the cell. Furthermore, when
chain-specific anti-u and anti-§ sera were used in
experiments of this sort, it was found that the
antigen had caused capping of both IgM and IgD
(Goding and Layton, 1976). Thus it appears that
one B cell possesses two Ig classes, each with an
identical antigen-combining site, and thus presum-
ably with identical Ig V regions. This leaves us
with the question of how one V gene is simultane-
ously translocated to two different C genes in the
one cell.

NUMBER OF Ig RECEPTORS ON B CELLS: It
is estimated that a typical B cell has 3 X 10%-10°Ig
molecules on its surface, this representing 1-2%
of total cell-surface protein. In contrast, a fully
activated antibody forming cell contains around
107 Ig molecules in its cytoplasm, and secretes this
quantity or more per hour.

NON-Ig RECEPTORS ON B LYMPHOCYTES:
It is established that B lymphocytes have a number
of other macromolecules on their surface that can
function as receptors and may have great immuno-
logical importance. Not all B lymphocytes possess
all the types of receptors, and moreover the physi-
ological purpose of most of these is quite uncer-
tain. In practical terms, the currently most useful
aspect of these other cell surface macromolecules
is that they aid in the definition and separation of
different B-lymphocyte subsets.

Fc RECEPTORS

These are receptors for a site on the Fc or
“handle” portion of the heavy chains of certain Ig
classes, the site being exposed when Ig is aggre-
gated, as in antigen-antibody complexes, or heat-
aggregated globulins. Fc receptors may function as
an aid to antigen transport. There is evidence that
foreign globulins function as particularly strong
immunogens when attached to B cells via the Fc

receptors, and, physiologically, many soluble anti-
gens could be attached to B cells when either
natural or immune antibody is present in the ex-
tracellular fluids.

C3 RECEPTORS

A fraction of B lymphocytes have a receptor for
the third component of complement, and there
has been some speculation that the complement
pathway may be involved in B-lymphocyte activa-
tion.

Ia ANTIGENS

A set of polymorphic genes in the I region of the
major histocompatibility complex controls the
production of glycoproteins which are expressed
preferentially on B lymphocytes (though present
in lower concentration on T cells as well; Goding
etal., 19754, b). It is possible that these molecules
are receptors for regulatory molecules derived
from T lymphocytes, and this area of work is
covered in Dr. Katz’s review.

MITOGEN RECEPTORS

A considerable number of compounds, promi-
nently including polymers such as bacterial lipo-
polysaccharides, polymerized flagellin, polyvinyl
pyrrolidine and dextran, possess the capacity to
act as B-cell mitogens, i.e., to stimulate Ig synthe-
sis and cell division even in lymphocytes not pos-
sessing Ig receptors specific for the mitogen. It is
presumed that these molecules must make contact
with some lymphocyte surface molecule in order
to cause triggering. Some of these substances func-
tion as good specific immunogens in vitro and in
vivo, in concentrations much lower than those
required to produce nonspecific mitogenesis.
Moller (1975) has speculated that this is because
cells possessing Ig receptors specific for the mito-
gen focus large amounts of mitogen onto the cell
even when the molar concentration of mitogen is
low. He proposes that it is really the mitogen
receptor that is the cell’s trigger molecule, not the
Ig receptor.

T lymphocytes can also be stimulated with mito-
gens, though a different set. Some of these, such
as concanavalin A, adhere to practically every
glycoprotein on the lymphocyte surface. The ques-
tion of mitogen receptors and mitogen responsive-
ness is taken up in detail by Dr. M. J. Crumpton in
the third paper in this symposium.

HorMONE AND DRUG RECEPTORS

In common with other cells, lymphocytes pos-
sess receptors for certain hormones and drugs.
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These receptors and the biochemical changes con-
sequent on interaction with the ligand, including
changes in the differentiation state of the lympho-
cyte, are now being investigated in detail.

Mechanisms of B Lymphocyte Activation

In the absence of a consensus about mech-
anisms of B-lymphocyte activation, theories
abound. Three major sets can be identified.

TWO SIGNAL THEORIES: Bretscher and
Cohn (1968) initiated the idea that B-lymphocyte
activation required two separate signals, namely,
signal 1, union of Ig receptor with antigen, plus
signal 2, being some short-range chemical inducer
secreted by a T cell or perhaps a macrophage
stimulated by a T cell. If signal 1 alone operates,
the result would be inactivation or tolerance. Sig-
nal 1 is seen as raising intracellular cyclic AMP,
and signal 2, cyclic GMP. The theory in its sim-
plest form has been criticized for making the role
of the T cell too obligatory. For example, B lym-
phocytes in agar dishes, separated by long dis-
tances from any other cell, can divide and partially
differentiate (though not to full antibody-secreting
status) under the influence of nonspecific mitogens
(Metcalf et al., 1975). Schrader (1973) intro-
duced the variant notion that a B cell mitogen
might itself provide signal 2, achieving its trigger-
ing capacity by mimicking the physiological signal
2 substance derived from T cells. or macrophages.
His view was that signal 2 alone could trigger
memory B cells, but signal 1 plus signal 2 were
obligatory for triggering of virgin B cells. A sub-
stantial body of work is directed at determining
what the stimulatory T-cell factor might be. Evi-
dence that B cells, in the ab<ence of T cells, can be
stimulated by a factor derived from antigenically
activated T cells has been presented (Taussig and
Munro, 1975; Mozes, 1976). This factor is partic-
ularly interesting, in that it binds antigen and ap-
pears to be an I region gene product. In a different
system (Tada et al., 1975), T cell-derived material
with very similar characteristics was found to be
not stimulatory but suppressive of B cell function.
As well as these antigen-specific factors, other T
cell-derived factors have been described which are
not specific with respect to antigen, but act syner-
gistically with antigen to increase the number of
antibody-forming cells produced (Schimpl and
Wecker, 1972; Armerding and Katz, 1974). We
are still a long way from understanding how these
various factors relate to each other, and how they
might act biochemically.

CROSS-LINKING THEORIES: Lymphocyte

108 CELL SURFACE IMMUNORECEPTORS

Ig receptors, on union with appropriate cross-
linking agents such as antiglobulin antibodies or
specific polymeric antigens, move in the plane of
the membrane to form patches and then caps over
one pole of the cell. This observation, together
with the fact that many of the antigens that can
trigger B lymphocytes without T cell help are
multivalent, and thus cause patching and capping
of Ig receptors, has prompted the speculation that
triggering is a consequence of receptor aggrega-
tion and contingent changes in submembrane as-
semblies (Yahara and Edelman, 1972). This the-
ory in its simplest form is not acceptable. Many
substances cause patching and capping of B-cell Ig
receptors, such as NIP-gelatin or NIP-HGG.
When tested on NIP-specific cells, these sub-
stances do not trigger but in fact can blockade B-
cell receptors and prevent triggering by an authen-
tic immunogen. Conversely, model nonspecific
mitogens, such as lipopolysaccharides, do not ag-
gregate the cells’ Ig receptors to a detectable ex-
tent. However, receptor rearrangement is such a
striking phenomenon with such a variety of fasci-
nating features that it would be premature to con-
sider it of no physiological consequence.

ONE NONSPECIFIC SIGNAL THEORY: The
theory of Méller’s group has already been men-
tioned. In its present form it has relatively little
to say about T cell-dependent B-cell activation,
which is clearly of great physiological importance.
Nor does it propose specific biochemical mech-
anisms by which the diverse series of B-cell
mitogens might act. Nevertheless, for the phe-
nomenon of T-independent B-cell triggering,
which is simpler to study than T-dependent
events, it presents many ingenious and internally
consistent arguments, and is therefore well worth
pursuing further.

Needless to say, this listing by no means ex-
hausts the field which, through the efforts of many
workers, is moving ahead rapidly. Investigations
on ion (particularly calcium) flux; allosteric
changes in Ig; intracellular cyclic nucleotides; acti-
vation of complement and other enzymes; macro-
phage-lymphocyte interactions, and many other
aspects of potential relevance are being reported,
and should, together with the major efforts men-
tioned above, graduailly move the field out of its
present, rather unsatisfactory phase.

Clonal Abortion in
Immunological Tolerance

Even a brief review of B-lymphocyte activation



must make some mention of the opposite phe-
nomenon, namely, immunological tolerance or
paralysis. Under appropriate circumstances, anti-
gens can influence lymphocyte populations so as
specifically to reduce or abolish their capacity to
respond to the same antigen presented at a later
time in immunogenic form. It is now clear that this
process of immunological tolerance can be
achieved by a variety of cellular mechanisms,
which have been reviewed elsewhere (Nossal,
1974). Here, I wish only to mention one recently
discovered mechanism which may be particularly
relevant to self-tolerance, i.e., the nonreactivity
each normal individual has to freely circulating
bodily constituents. This is a process termed clonal
abortion (Nossal and Pike, 1975).

One elegant way of insuring self-tolerance
would be to arrange lymphocyte differentiation in
such a manner that each lymphocyte, before ma-
turing to capacity to react with antigen, had to
pass through a phase where any contact with anti-
gen destroyed or permanently paralyzed it. This
would have the effect of “nipping in the bud” any
potentially self-reactive cell. The ever-present self
antigen would always “catch” the maturing cell
during this phase. The unexpectedly pulsed in
foreign antigen might catch a few cells in this
stage, but would encounter many more that had
passed through this stage before the antigen had
entered the body. These cells would form anti-
body, rapidly eliminate the antigen, and thus pre-
vent any clonal abortion in further differentiating
cells.

A necessary postulate of this clonal abortion
theory is that there should be distinct behavioral
peculiarities in B cells that have just acquired their
first Ig receptors. Indeed, such can readily be
found. When such cells are isolated from mouse
bone marrow, fetal liver, or neonatal spleen, and
are treated with anti-Ig reagents, the Ig molecules
on their surfaces patch and cap quite normally,
after which they are pinocytosed.. However, in
contrast to normal mature B cells, which resynthe-
size and redisplay their receptor coat within 6-8 h,
these immature cells remain bereft of receptors for
the duration of the experiment (Raff et al., 1975;
Sidman and Unanue, 1975). In fact, the addition
of small quantities of anti-Ig serum to cultures of
fetal liver taken from the embryo before any B
cells have appeared can prevent completely the
development of B cells which normally occurs in
vitro. This suggests that the immature cells are
extremely sensitive to anything that affects their Ig
receptors.

B-Lymphocyte Receptors and Lymphocyte Activation

We have studied both bone marrow (Nossal and
Pike, 1975) and neonatal spleen (Stocker, 1977)
B cells to determine their reactivity to antigen
rather than to antiglobulin. With either tissue, it is
possible to obtain a substantial rise in immune
competence if the cells are cultured for 3 days in
the absence of antigen. This reflects B-cell matu-
ration. If antigen is added to the cultures, this rise
can be specifically and completely abrogated, and
with antigen concentrations in the low nanogram
per milliliter range. In contrast, the immune po-
tential of mature B cells is in no way affected. The
phenomenon is entirely independent of T cells and

.appears to conform to all the predictions of the
- clonal abortion theory. Thus, the theory may well

explain B-cell tolerance with respect to ‘‘self”” anti-
gens present at 10~° M or higher concentrations.
A number of other ““fail-safe’” regulatory mecha-
nisms may exist as well, and the phenomenon of
suppressor T cells may well be one of the most
important ones.

CONCLUSIONS

Remarkable progress has been made in the tech-
nology applied to the problem of B-lymphocyte
receptors and B-cell activation. Our knowledge of
the B-cell membrane has reached a degree of
detail and insight that would not have been
dreamed of a decade ago, and the glycoproteins
identified serologically and immunogenetically are
beginning to be studied chemically. The tedious
but vital process of categorizing B cells into sub-
sets has begun. A number of ingenious cloning
techniques have opened up possibilities of much
more quantitative approaches to both activation
and tolerance induction. The important regulatory
role of the T cell, discovered ohly a decade ago,
dominates much of current thinking. The avid
search for biologically active T-cell factors is made
more intriguing by the realization that the key to
two deep puzzles, namely, the genetic regulation

. of the immune response and the function of the

highly polymorphic gene cluster of the major his-
tocompatibility complex, may be contained within
them. There is a long way to go before activation,
which is a shorthand for a highly complex series of
proliferative and differentiative events, is reason-
ably well understood. The field thus stands at an
interesting midpoint: well established, but with
major challenges still ahead.
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T-LYMPHOCYTE RECEPTORS AND CELL
INTERACTIONS IN THE IMMUNE SYSTEM

DAVID H. KATZ

The immune system is one of the most intricate of
all bodily systems, paralleling in many respects the
endocrine system in terms of the multiplicity of
functions required of it for maintaining homeosta-
sis and integrity of each individual’s health. Both
systems exert control over discrete functions at
great distances within the body by virtue of circu-
lating components capable of performing their
role(s) at sites quite removed from their point of
origin, and in this sense they display a level of
versatility not found in most other multicellular
organ systems. They differ, however, in one im-
portant respect: the endocrine system encom-
passes several distinct endocrine organs, each en-
dowed with specific, and limited, functional capa-
bilities; each organ is comprised of distinctive cell
types and architecture, and the complexity of the
system itself stems from the intricate communica-
tions network existing among these organs (and
their respective target tissues) mediated in large
part by the hormonal products generally unique to
each of them. In contrast, the immune system
consists of relatively few distinct organs—i.e., thy-
mus, spleen, bone marrow, and lymph nodes—
which are composed of relatively few distinct cell
types. Although it is true that there are numerous
lymph nodes throughout the body, each one is
generally structured in much the same manner as
all the rest and appears to owe its multiplicity
more to the strategic nature of the different loca-
tions than to any differences in general function.
Accordingly, the complexity of the immune sys-
tem has evolved from an intriguing communica-
tions network established between the compo-
nents of the system, designed in such a manner as
to permit a multiplicity of effects to arise from
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relatively few distinct cell types. This has been
accomplished by development of sophisticated
regulatory mechanisms allowing either enormous
amplification or contraction of a given response
depending on the needs of the individual. Under
normal circumstances, the system functions re-
markably well in maintaining effective defenses
against foreign agents and aberrant native cells
which may have undergone neoplastic transforma-
tion either as a consequence of normal random
mutational events or secondary to exogenous on-
cogenic influence. Many other circumstances ex-
ist, however, in which abnormalities in one or
more components of the system result in some
form of breakdown in the network, clinically man-
ifested in various ways and levels of severity.

In the opening paper of this symposium, Dr.
Nossal presented a thorough overview of what is
known about the antigen-specific receptors on B
lymphocytes and triggering signals involved in the
activation and inactivation of that lymphocyte
class. In this paper, the present state of our knowl-
edge about immunoreceptors on thymus-derived
(T) lymphocytes and the functions of subpopula-
tions of this particular lymphocyte class will be
discussed. In addition, I will discuss what we cur-
rently understand about regulatory cell-cell inter-
actions involved in responses developed by the
immune system, with particular emphasis on the
genetic basis and control of such regulatory inter-
actions. At the outset, it is worth noting that
whereas we have been concentrating our efforts
on delineating the basis of cell-cell communication
between cells of the immune system, there are
reasons to believe that what we are learning may
have broader relevance to other biological systems
as well. Moreover, it should be emphasized that
one of the remarkable features of the immune
system is that its cellular and molecular compo-
nents are so enormously complex that the system



has evolved with an incredible degree of flexibil-
ity —rarely, does it seem, has the system created a
single pathway to an end with no alternative ave-
nue to take when a biological detour becomes
advantageous.

Cells of the Immune System

The major cellular components of the immune
system are the macrophages and lymphocytes.
Macrophages are themselves very versatile in the
functions they perform in a variety of immune
responses (reviewed in Unanue, 1972). Although
not themselves specific for any given antigen, they
perform a crucial role in concentrating and pre-
senting antigens to lymphocytes; in particular,
they appear to determine, in some way, whether
and which T lymphocytes will be induced to stimu-
lation and function by various antigens. More-
over, macrophages secrete several biologically ac-
tive mediators capable of regulating the type and
magnitude of lymphocyte responses by either en-
hancing or suppressing cell division and/or differ-
entiation (reviewed in Unanue, 1976).

The lymphocytes represent the specific cellular
component of the system, specificity being con-
ferred upon such cells by virtue of the existence of
antigen-specific receptors on the surface mem-
brane of each immunocompetent cell (Paul,
1970). The nature of receptor specificity is highly
specialized in that each different clone of lympho-
cytes expresses its own unique specificity; the ori-
gin of such specialization—i.e., whether geneti-
cally inherited or induced by somatic mutation — is
not defined as yet, and remains a subject of debate.
Moreover, the nature of antigen receptors on the
two major classes of lymphocytes may differ.
Thus, as Dr. Nossal pointed out, it is well estab-
lished that surface immunoglobulin (Ig) mole-
cules serve as the antigen receptors for B lympho-
cytes (reviewed in Warner, 1974). The molecular
nature of the antigen receptors of T lymphocytes
has been a subject of intense debate for the past 6
yr for reasons that will be discussed in more detail
below.

The two classes of T and B lymphocytes have
very distinct functional capabilities. T lymphocytes
do not themselves produce circulating antibodies,
nor do they give rise to antibody-secreting cells.
They can be subdivided into two major functional
categories, based upon studies in the mouse in
which the most extensive investigations have been
made (reviewed in Katz and Benacerraf, 1972,
and Katz, 19775b). (1) Regulatory T lymphocytes

are those cells functioning either to facilitate or
amplify (“helper” cells) or suppress (“‘suppressor”
cells) the responses of either T lymphocytes or of
B lymphocytes. These functions are mediated by
distinct subpopulations of T cells imasmuch as
helper and suppressor T cells have been found to
differ in their phenotypic expression of certain cell
surface antigenic markers (Cantor and Boyse,
1976). (2) Effector T lymphocytes are those cells
responsible for cell-mediated immune reactions
such as delayed hypersensitivity responses, rejec-
tion of foreign tissue grafts and tumors, and elimi-
nation of virus-infected cells. The latter two re-
sponses involve the participation of cytotoxic T

" lymphocytes (CTL), commonly referred to as

“killer” cells; also involved in responses to foreign
tissues are T cells which undergo rapid prolifera-
tion in mixed lymphocyte reactions (MLR). The
cells responsible for MLR and cytotoxicity, re-
spectively, can be distinguished from one another
by the existence of different surface antigen phe-
notypes; likewise, CTL can be distinguished from
delayed hypersensitivity (DH) cells on the basis of
distinct surface markers (Cantor and Boyse,
1976).

However, DH, MLR, and helper T cells possess
similar surface markers, and it remains to be es-
tablished by other criteria whether or not these are
functions performed by the same or distinct T-cell
subpopulations. The same is true for CTL and
suppressor T cells, which are indistinguishable in
their surface antigen phenotype.

Categorization of functional subpopulations of
B lymphocytes is most readily done on the basis of
different Ig classes synthesized. B lymphocytes
give rise to cells synthesizing and secreting all
classes of circulating Ig—i.e., IgM, IgG, IgA, and
IgE—and the respective B-cell precursors for
these antibody-forming cells are Bu, By, Ba, and
Be. It is important to note that, in most instances,
the successful differentiation from precursor to
antibody-forming cells (AFC) requires the cooper-
ative participation of T cells (see below). Memory
B cells are functionally important for the develop-
ment of rapid secondary antibody responses upon
subsequent antigenic exposure; these cells can be
distinguished from unprimed B lymphocytes by
several features, including tissue distribution, size,
migratory properties, and certain surface antigen
differences (reviewed in Strober, 1975). There is
no hard evidence for the existence of regulatory B
lymphocytes analogous in function to regulatory T
lymphocytes, although the discovery of such cells
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in the future would not be entirely surprising. The
capacity of antibody molecules themselves to spe-
cifically regulate responses by the process of ‘‘anti-
body feedback” is well documented.

Antigen Receptors on T Lymphocytes

Now let us return to the question of the molecu-
lar nature of the receptors for antigens present on
the surface of T lymphocytes, and examine the
basis for the controversy on this point. First of all,
it is relatively simple to find Ig molecules on the
surface membranes of B lymphocytes by conven-
tional techniques of immunohistochemistry, nota-
bly fluorescent antibody or immunoautoradiogra-
phy (see G. J. V. Nossal, this volume). By appro-
priate experimental approaches, it was, moreover,
shown unequivocally that these readily detectable
surface Ig molecules on B lymphocytes are synthe-
sized by these cells, serve as antigen-specific re-
ceptors, and parallel quite closely, in the structural
sense, the ultimate antibody secreted by mature
plasma cells (Warner, 1974).

When similar attempts were made to identify Ig
molecules on the surface of T lymphocytes by the
use of conventional immunohistochemical ap-
proaches, such techniques failed to reveal the
presence of such molecules. It is important to
understand, however, that the anti-Ig antibody
reagents used as the probe in such studies react to
a great extent with antigenic determinants on the
Fc portion of the Ig molecule —hence, it was con-
ceivable that failure to detect surface Ig on T cells
merely reflected an inadequate probe, since it
could well be that the tail of the Ig molecule is
buried within the T-cell surface membrane and is,
therefore, inaccessible to reaction with anti-Ig an-
tibodies (reviewed in Marchalonis, 1975).

However, to complicate matters further, studies
of another type suggested the possibility that T-
cell receptors may be encoded by genes in a sys-
tem completely unrelated and unlinked to immu-
noglobulin genes. These studies were those ini-
tially conducted by McDevitt and Benacerraf
(1972) and their associates in which it was found
that the capacity of inbred mice and guinea pigs to
develop effective immune responses to certain
well-defined antigenic determinants was con-
trolled by genes located in the major histocompat-
ibility gene complex of the species. These genes
are known as immune response or Ir genes, and
the regions of the histocompatibility complex
where such loci exist are called I regions. Such Ir
genes have subsequently been discovered in every
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animal species studied, including man (reviewed
in Benacerraf and Katz, 1975). The relationship
of Ir genes and their products to T-cell receptors
stemmed from the fact that responses governed by
such genes always involved the types of responses
in which T lymphocytes were required (Benacer-
raf and McDevitt, 1972).

Thus, the phenotypic expression of the presence
or absence of an Ir gene controlling the response
to a given antigen is the ability or inability of the
individual to develop both T cell-mediated re-
sponses, such as delayed hypersensitivity and anti-
body responses to the same antigen. It is impor-
tant to reiterate here that the successful differen-
tiation of precursor B cells to secretory antibody-
forming cells in most instances requires the coop-
erative participation of regulatory T lymphocytes
(Katz and Benacerraf, 1972).

As a consequence of (1) the difficulties in de-
tecting surface Ig on T cells, and (2) the strong
relationship of Ir gene function to T-cell re-
sponses, the hypothesis was developed that per-
haps Ir genes coded for the molecular entity serv-
ing as the antigen receptor on T lymphocytes.
This, of course, implied a distinctly different ge-
netic origin of antigen receptors on T and B cells,
respectively. In support of this possibility there
have been experimental results in the last 2 yr
indicating the existence of antigen-specific mole-
cules that appear to be produced by T lympho-
cytes and which are capable of exerting biological
regulatory effects on other lymphocytes very simi-
lar to those performed normally by T cells them-
selves. For example, Taussig et al. (1976) and
Mozes (1976) have found that short-term stimula-
tion of primed T lymphocytes with antigen under
appropriate conditions in vitro results in elabora-
tion of antigen-specific molecules capable of re-
placing the normal requirement for helper T cells
in the development of antibody responses by B
Iymphocytes exposed concomitantly to antigen
plus such molecules. Tada and his colleagues (re-
viewed in Tada and Taniguchi, 1976) have me-
chanically disrupted populations of antigen-
primed T cells and recovered a soluble antigen-
specific factor from such cells capable of replacing
suppressor T cells in inhibiting antibody responses
under appropriate conditions.

Interestingly, in both of the aforementioned sys-
tems the molecules exerting these contrasting bio-
logical effects do not possess antigenic determi-
nants present on conventional Ig molecules, but
do bear antigenic markers corresponding to



known gene products of the histocompatibility
gene complex and, more specifically, of genes
located in the I region of the H-2 complex of the
mouse. These observations are therefore consist-
ent, in principle, with the hypothesis proposing
that histocompatibility-linked Ir genes may code
for antigen-specific molecules serving as T-cell re-
ceptors (Benacerraf and McDevitt, 1972).
However, also during the past 2 yr some very
compelling data have been obtained in two differ-
ent experimental systems which imply that at least
part of the genetic information determining the
specificity of the T-cell receptor is identical to that
determining the specificity of the Ig receptor on B
cells (Binz and Wigzell, 1976; Rajewsky et al.,
1976). Before discussing these studies, it is impor-
tant to understand that the control of Ig synthesis
is genetically unique in that the Ig gene system is
the only one known to involve the participation of
two discrete structural genes in the synthesis of a
single polypeptide chain (reviewed in Gally and
Edelman, 1972). Thus, a structural gene for the
variable or V region —in which is located the spe-
cific antigen-combining site of the molecule —inte-
grates somehow with another structural gene for
the constant or C region to form a single chain
comprised of V and C regions. There are antigenic
determinants associated with each region, and the
ones most pertinent to this discussion are those
determinants unique to the area of the V-region
combining site —such determinants are known as
idiotypes, and antibodies reacting with idiotypic
determinants are known as anti-idiotypic antibod-
ies (reviewed in Nisonoff and Bangasser, 1976).
The experimental systems used by Binz and
Wigzell (1976) and by Rajewsky et al. (1976)
have been quite different in approach, but re-
markably similar in principle. The idea, in es-
sence, has been to utilize anti-idiotypic antibodies
prepared in such a way as to display specific reac-
tivity with idiotypic determinants present on Ig
antibody molecules, and therefore encoded by V-
region genes of conventional Ig, and to use such
anti-idiotypic antibodies as a probe to analyze T-
cell receptors for the presence or absence of iden-
tical idiotypic antigen determinants. A reciprocal
approach has been to prepare antibodies against
presumed idiotypiclike determinants of T-cell re-
ceptors and analyze such antibody preparations
for reactivity with idiotypic determinants on con-
ventional Ig molecules corresponding in their
specificity to that of the T cells used to prepare
such anti-idiotypic antibodies. It is not possible

here to explain in any detail the nature of the two
major systems utilized in such studies as they are
highly complex in design; interested readers
should therefore refer to Binz and Wigzell (1976)
and Rajewsky et al. (1976) for recent reviews on
the subject.

The crucial observations from such studies can
be summarized as follows: anti-idiotypic antibod-
ies directed against V-region determinants of con-
ventional Ig molecules can, under appropriate ex-
perimental conditions, be shown to react with T
lymphocytes whose receptor specificities corre-
spond to the combining site specificities of the Ig
molecules against which the anti-idiotypic antibod-
ies are directed, and vice versa. Furthermore, it
has been possible to specifically isolate molecules,
which display antigen-binding capabilities, from T
lymphocytes by utilizing appropriate anti-idiotypic
antibody preparations. Biochemical and immuno-
chemical analyses of molecules that can be iso-
lated from T cells by use of such anti-idiotypic
antibodies have indicated that T-cell receptors of
this type consist of a single chain possessing an
antigen-combining site; it is possible that this chain
may exist on the cell membrane as a dimer. Al-
though the molecular size of the isolated chain is
similar to that of the heavy chain of conventional
Ig, such T cell-derived chains do not possess any
detectable antigenic determinants known to be
present on conventional Ig. Nevertheless, inherit-
ance of the relevant idiotype is clearly linked to Ig
heavy chain genes. Moreover, such molecules do
not possess antigenic markers of the histocompati-
bility gene complex.

Therefore, at the present time such data
strongly imply that the V region of the T-cell
receptor is encoded by the same genes encoding V
regions of conventional Ig—however, the remain-
der of the polypeptide chain and its genetic origin
remain a mystery. Furthermore, we are now in
somewhat of a dilemma to understand the deriva-
tion and physiologic importance of the other non-
immunoglobulin antigen-specific molecules, dis-
cussed above, that are believed to come from T
cells and which bear antigenic determinants en-
coded by histocompatibility genes.

Genetic Basis of Cell Communication and
Differentiation in the Immune System

Another area to be addressed in this paper con-
cerns the nature of the mechanism(s) by which
different populations and subpopulations of lym-
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phocytes interact with one another as well as with
macrophages. As stated above, it is now well doc-
umented that such cellular interactions underlie
much of the regulatory control over the immune
system (Katz and Benacerraf, 1972). T lympho-
cytes, B lymphocytes, and macrophages are capa-
ble of intercommunicating with one another by
various means. At the moment, it appears that T
lymphocytes exert the most sophisticated regula-
tory effects on the system in general, because it is
now clear that subpopulations within this class
communicate with one another as well as with
macrophages and B lymphocytes (Katz, 1977b).
The precise mechanism of cell-cell communica-
tion, namely whether this involves cell-cell con-
tact, activity of secreted (or released) molecules,
or a combination of cell contact and mediator
release has not yet been ascertained.

However, in recent years it has been established
that products of genes located in the major histo-
compatibility gene complex play a very important
and integral role in regulating the processes of cell-
cell communication as well as differentiation in the
immune system (reviewed in Katz and Benacerraf,
1976; Katz, 1977a). We know this to be the case as
a result of the discovery that in various cell interac-
tion systems, the most efficient interactions tend
to occur between cells derived from individuals
sharing in common certain crucial genetic loci in
the histocompatibility gene complex. For exam-
ple, in development of antibody responses T and
B lymphocytes interact very well when the donors
of the cells are of the same histocompatibility type
and not very well when their- histocompatibility
genotypes are different. Importantly, the critical
genetic locus or loci involved in controlling T- and
B-cell interactions map in the / region of the
histocompatibility complex (Katz et al., 1975)
which, as mentioned above, is precisely where the
Ir genes are located. This may be merely coinci-
dental, or it may be that the genes controlling cell
interactions, which have been termed cell-interac-
tion or CI genes, and those known as Ir genes are
one and the same — this has yet to be sorted out.

Another example of involvement of histocom-
patibility gene products in cell-cell interactions of
an entirely different type concerns the ability of
CTL to effectively lyse virus-infected or chemi-
cally modified target cells. In such circumstances,
it has been found that CTL are most efficient in
lysing target cells derived from a similar histocom-
patibility genotype (reviewed in Zinkernagel and
Doherty, 1976, and Shearer et al., 1976). The
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critical genetic locus or loci involved in controlling
interactions between CTL and target cells map in
the K and D regions of the histocompatibility
complex, and differ from those involved in T- and
B-cell interactions which are located in the I re-
gion.

Although it was initially believed that the mech-
anisms underlying genetic control of T- and B-cell
interactions and interactions between CTL and
target cells may be different, recent thinking has
been toward considering the two phenomena
along similar lines (Katz, 1977a; Zinkernagel,
1976). Hence, it is attractive to consider that cell
interaction structures are present on the surface
membranes of lymphoid cells and macrophages
and it is via some type of molecular interaction at
these sites that the communication takes place.
This, in turn, results either in a signal for induction
of differentiation in the case of helper T-cell inter-
actions with B cells or a signal to initiate cytolysis
in the case of CTL interactions with target cells.
Whether this type of postulated molecular interac-
tion between the respective cells occurs between
homologous or complementary structures has not
been elucidated.

The realization of the role played by the major
histocompatibility gene complex in cell interac-
tions in the immune system allows us to begin to
question whether this family of highly polymorphic
genes, whose products are displayed on the sur-
face membranes of the majority of nucleated cells
in multicellular systems, plays an essential role in
governing cell communication and differentiation
in many, or perhaps all, other organ systems in
addition to the immune system. The question, in
other words, is whether the products of histocom-
patibility genes represent a large family of cell
interaction molecules which serve essentially as
the doorway to effective cell communication in
complex multicellular systems. Some of us believe
this to be the case, but it is equally clear that an
enormous task lies ahead before definitive an-
swers will be obtained.

Complex Cell-Cell Interactions in
the Development and Regulation of
an Immune Response

As pointed out in a previous section, we have
come to realize that the normal development of
most immune responses involves, in addition to
the inducing effects resulting from introduction of
antigen into the system, a complex array of cell



interactions which are necessary both to promote
and to regulate the differentiation of cells partici-
pating in any given response. Although a precise
delineation of the manner in which lymphocytes
are activated and the mechanisms of cell-cell inter-
actions has yet to be made, considerable informa-
tion is now available which permits us to construct
a reasonable picture of certain of the probable
events involved.

One such picture of the various cell interactions
occurring in the development of an antibody re-
sponse is schematically illustrated in Fig. 1. The
antigen depicted here is a hapten-carrier conjugate
in which the carrier portion comprises those deter-
minants recognized most readily by T cells,
whereas the haptenic determinants are those rec-
ognized by the B-cell precursors of antibody-se-
creting cells. On the left, one notes that macro-
phages have bound antigen (nonspecifically) on
their surface membranes and are displaying the
relevant carrier determinants to an unprimed T
cell possessing carrier-specific .surface receptors.
There is a second interaction between these two
cells involving cell surface cell interaction (CI)
molecules which, as stated above, are products of
genes in the major histocompatibility complex.
This depicts, therefore, the role of macrophage-
associated CI molecules, in addition to antigen, in
favoring the induction of carrier-specific helper T
cells.

Once induced, the helper T cell is then capable
of interacting with hapten-specific B cells which,
as shown at the top right of Fig. 1, have interacted
with haptenic determinants via their surface Ig
receptors. This interaction between carrier-spe-
cific helper T cells and hapten-specific B cells also
occurs via surface membrane-associated CI mole-
cules although, as illustrated, it has not been de-
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fined as to whether direct cell-cell contact, soluble
factor activity, or both constitute the primary
means of interaction. Nevertheless, the conse-
quence of such interactions between helper T cell
and B cell is to drive the latter to differentiate into
mature antibody-secreting plasma cells and/or to
memory B cells. Suppressor T cells constitute a
separate subpopulation of regulatory cells which
are similarly specific for carrier determinants but
serve as an opposing force to the effects of helper
T cells. The suppressor T cell has been found to
interfere with the aforementioned events at one or
more of three possible points as indicated by the
dashed arrows in Fig. 1: first, by inhibiting the
activation of helper T cells; second, by interfering
with the actual function of the helper T cell in
terms of its facilitating interactions with B cells; or
third, by directly inhibiting B-cell differentiation
either before or after interaction of the precursors
with helper. Hence, the overall response occurring
at a given time appears to reflect the net sum of
the opposing regulatory forces exerted by helper
and suppressor T cells, respectively.

Concluding Remarks

We are still in the early stages of finding answers
to the many questions concerning the genes, cells,
and molecules of the immune system. It is clear
that the active interest and participation of investi-
gators with expertise in many other areas of cell
biology will be increasingly required before certain
of these questions will be answered. Moreoever,
although most of the work discussed in this paper
has been focused on lymphocytes and macro-
phages, it is not difficult to envisage that what is
learned about cell communication and control of
differentiation among these cells may provide im-
portant insights into comparable events in other
tissues and cell types of multicellular organisms.
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MITOGEN RECEPTORS AND MITOGEN RESPONSIVENESS

MICHAEL J. CRUMPTON, BRIGITTE PERLES, and JUDY AUGER

Lymphocytes are normally quiescent cells which
on contact with specific antigen express new pat-
terns of activity and develop new functions, in-
cluding growth and proliferation, differentiation
and the release of soluble factors, “mediators.”
Although T and B lymphocytes are induced to
respond in a generally similar fashion, the func-
tional consequences of their antigenic stimulation
are profoundly different (Greaves et al., 1973).
The nature and sequence of the biochemical
events responsible for these changes in behavior
are at present very poorly understood. The major
problem concerned with elucidating the molecular
events induced by antigen is the very low fre-
quency of cells, within an unprimed lymphocyte
population, that respond to a particular antigen.
Thus, Nossal (this volume) has suggested that no
more than 0.01% of the lymphocytes are specific
for a given antigenic determinant. The difficulty of
ensuring an adequate number of responding cells
for biochemical studies can be circumvented by
making use of various nonspecific mitogens which
induce the majority of lymphocytes, irrespective
of their specificity for antigen, to respond in a
closely similar, if not analogous, fashion to that
initiated by antigen (Moller, 1972; Ling and Kay,
1975; Wedner and Parker, 1976). This mode of
lymphocyte activation (transformation) has found
considerable favor as a convenient experimental
model not only for investigating the biochemical
mechanism of the immune response but also the
biochemistry of cell growth and gene activation.
This chapter is concerned with the nature of
these nonspecific mitogens, their interaction with
lymphocytes, and the biochemical consequences
of mitogen-lymphocyte interaction. Many of the
concepts have been established by the use of lym-

MICHAEL J. CRUMPTON and Jubpy AUGER National In-
stitute for Medical Research, London, England
BRIGITTE PERLES Centre d’Immunologie, Université
Marseille-Luminy, Marseille, France

phocytes from mouse spleen and/or human pe-
ripheral blood. These concepts are regarded as
being generally applicable even though lympho-
cytes from individual species show marked differ-
ences in their responses to some mitogens. Mouse
lymphocytes possess many advantages, especially
the availability of purified T and B populations.
Lymphocytes from the mesenteric lymph nodes of
young pigs have also proved a particularly useful
source of cells principally because of their re-
sponse to a large and varied collection of mito-
gens.

Mitogens

MOLECULAR NATURE: In contrast to spe-
cific antigens that stimulate only a very small frac-
tion of lymphocytes, mitogens act as polyclonal
activators inducing a large proportion of the cells
to grow (Moller, 1972; Ling and Kay, 1975; Ro-
senthal, 1975; Wedner and Parker, 1976). Be-
cause the responsiveness of individual cells is inde-
pendent of their specificity for antigen, mitogens
are regarded as being nonspecific. Mitogen-in-
duced lymphocyte activation was first reported by
Nowell (1960) who showed that the plant lectin
Phaseolus vulgaris phytohemagglutinin (PHA)
stimulated resting human peripheral blood lym-
phocytes to enlarge into blast cells that subse-
quently underwent mitosis. An example of PHA-
induced lymphocyte transformation is shown in
Fig. 1, which compares the morphology of pig
mesenteric lymph node cells that had been incu-
bated for 40 h in the absence and presénce of the
mitogen. The results demonstrate that PHA stim-
ulated at least the majority of lymphocytes to
approximately double in size and to show other
morphological features characteristic of blast cells,
such as an enlargement of the cytoplasm, an in-
creased number of mitochondria, and a dispersion
of the heterochromatin.

Various studies have revealed that PHA is just
one of a large and varied collection of mitogens.
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Ficure 1 Electron micrograph of lymphocytes from pig mesenteric lymph node (10° cells/ml) that had
been incubated for 40 h with (a) and without (b) PHA (1 ug/ml). The cells had been depleted of B
lymphocytes by treatment with nylon wool and were cultured in Eagle’s medium supplemented with 10%
(vol/vol) fetal calf serum. PHA (leukoagglutinin) was purchased from Pharmacia Fine Chemicals, Piscata-
way, N. J. Magnification of PHA-treated cells (a) is X 7,000 compared with X 11,000 for normal cells
(b). The bars equal 1 um.
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These include macromolecules such as lectins,
bacterial products, especially Enterobacteriaceae
lipopolysaccharides, dextran sulfate, proteolytic
enzymes, galactose oxidase, and antilymphocytic
serum, as well as small molecules such as sodium
periodate, the Ca’*-ionophore A 23187, heavy
metal cations, especially Hg?* and Zn?*, and phor-
bol myristate acetate (Moller, 1972; Novogrod-
sky, 1976; Sharon, 1976; Wedner and Parker,
1976). In spite of their diverse chemical nature, all
of these substances share the properties of induc-
ing DNA synthesis and the expression of effector
functions that are characteristic of the type (T or
B) of lymphocyte stimulated. These properties are
not, however, necessarily expressed in all animal
species. Thus, antibodies against immunoglobulin
stimulate transformation of rabbit and pig lym-
phocytes (Sell and Gell, 1965; Maino et al., 1975)
but not of human and mouse cells, whereas lipo-
polysaccharides activate mouse spleen cells but
have a minimal effect upon human and pig lym-
phocytes. Figure 2 compares the capacities of var-
ious mitogens to induce pig mesenteric lymph
node cells to synthesize DNA. In this experiment,
uptake of a pulse of radioactive thymidine into
DNA after about 42 h of culture was used as a
quantitative measure of the mitogenic response.
The results show that increasing concentrations of
each substance, above a certain critical threshold
value (see also Fig. 9), stimulated increasing DNA
synthesis up to a maximum level. The concentra-
tion causing optimal stimulation is a characteristic
property of the mitogen and, in the case of lectins,
reflects its affinity for the carbohydrate moiety of
the membrane component mediating transforma-
tion (Sharon, 1976). As can be seen from Fig. 2,
phorbol myristate acetate was particularly effec-
tive as a mitogen for pig lymphocytes being as
active, on a molar basis, as PHA, whereas another
small molecule, the Ca?* ionophore A 23187 was
1,000-fold less active.

SELECTIVITY FOR T OR B LYMPHOCYTES:
Many mitogens show a striking selectivity for
either T or B lymphocytes (Greaves and Jan-
ossy, 1972). Thus, the majority of mitogenic lec-
tins, including PHA, concanavalin A, and Lens
culinaris hemagglutinin, but excluding pokeweed
mitogen, selectively activate T lymphocytes,
whereas lipopolysaccharides, dextran sulfate, and
antibodies against immunoglobulin stimulate only
B cells. For instance, in Fig. 2, removal of the
immunoglobulin-bearing B lymphocytes by treat-
ing the cells with nylon wool resulted in the com-
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Figure 2 Capacities of various mitogens to stimulate
pig lymphocyte transformation. Transformation was as-
sessed in terms of the incorporation of [*H]thymidine
into DNA as a function of the concentration of PHA
(O), phorbol myristate acetate (@), A 23187 (A), and
antibodies against pig immunoglobulin (4). Assays were
performed as described by Maino et al. (1975) with 10°
lymphocytes from pig spleen in 1 ml of medium. Cul-
tures were incubated for about 42 h before the addition
of [*H]thymidine (1 «Ci) and for a further 6 h before
recovering the DNA. A 23187 was kindly donated by
Dr. R. Hamill (Eli Lilly Research Laboratories, Indian-
apolis, Ind.).

plete abrogation of the response to antibodies
against immunoglobulin with a negligible effect
upon the degrees of activation by the other mito-
gens. One possible explanation for the failure of
many mitogenic lectins to transform B lympho-
cytes is that they possess a very much lower affin-
ity for the surface glycoprotein mediating transfor-
mation (by implication immunoglobulin) com-
pared with that for the corresponding glycoprotein
of T lymphocytes (see below). This suggestion is
supported by the reports that B lymphocytes were
stimulated by various T lymphocyte-specific mito-
genic lectins (e.g., PHA and concanavalin A)
when the lectins were covalently attached to a
solid support such as Sepharose beads (Greaves
and Janossy, 1972). Under these circumstances,
the attached lectin should possess a much higher
affinity for cell surface carbohydrate as a result of
the increase in multivalency.

Mitogen-Lymphocyte Interaction

NATURE OF THE ‘‘RECEPTOR’’ MEDIATING
LECTIN-INDUCED TRANSFORMATION: All
mitogens probably initiate lymphocyte trans-
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formation by perturbing the cell surface mem-
brane. Indeed, in some cases it is apparent
that the effects of chemically diverse mitogens are
mediated via the perturbation of a common mem-
brane component. Thus, the enzyme galactose
oxidase, the small chemical sodium periodate, and
the lectin soybean agglutinin all appear to initiate
transformation by interacting with the same mem-
brane glycoprotein (Novogrodsky, 1976). Fur-
thermore, various arguments suggest that lectin-
induced transformation is mediated by the interac-
tion of the lectins with a specific membrane glyco-
protein (i.e., a unique glycoprotein) which satis-
fies the criteria of a “receptor” protein (Greaves,
1975). The most compelling evidence in sup-
port of the latter proposal is provided by the
reports that different T lymphocyte-specific mito-
genic lectins initiate transformation by interacting
with the same membrane component, and by the
demonstration that not all lectins that bind to the
lymphocyte surface are mitogenic (Maino et al.,
1975). Figure 3 shows that wheat germ and Axi-
nella polypoides agglutinins failed to stimulate pig
lymphocytes to synthesize DNA, whereas, under
the same conditions, PHA induced considerable
DNA synthesis. It is also apparent (Fig. 3) that
PHA-induced DNA synthesis was not inhibited by
the addition of a 10- to 200-fold molar excess of
wheat germ agglutinin. The results of other studies
indicate that the failure of wheat germ and A.
polypoides agglutinins to stimulate transformation
is not due to lack of binding. Thus, PHA, wheat
germ, and A. polypoides agglutinins had similar
agglutination titres for pig lymphocytes (1:32,
1:16, and 1:128 dilution of 100 ug/ml solution,
respectively), and fluorescein-labeled wheat germ
agglutinin induced similar degrees of staining,
“patching,” and “‘capping” to that elicited by a
mitogenic lectin (Lens culinaris phytohemaggluti-
nin). Also, as judged from the analysis of binding
curves obtained with '?*I-labeled lectins, pig lym-
phocytes possessed similar numbers of binding
sites for the different lectins. The most plausible
explanation for the lack of mitogenicity of wheat
germ and A. polypoides for pig lymphocytes is that
they failed to bind to the specific glycoprotein that
mediates transformation by the mitogenic lectins.

Further evidence in support of the above pro-
posal is provided by the observation that only a
small fraction (about 10%) of the total PHA-
binding sites on the lymphocyte surface (about 6
x 10° sites/cell; Allan and Crumpton, 1973) are
occupied under culture conditions, giving optimal
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Ficure 3 Capacities of wheat germ agglutinin (A) and
of Axinella polypoides agglutinin (O) to stimulate pig
lymphocyte transformation. PHA (O) was included as a
positive control. The effect of a constant amount of
wheat germ agglutinin (20 ug/culture) on the enhanced
incorporation induced by PHA (@) is also shown. Exper-
imental details are given by Maino et al. (1975).

stimulation of DNA synthesis. This fraction ap-
parently binds PHA with a higher affinity than,
and may differ in its molecular nature from, the
remaining sites (Allan and Crumpton, 1973). The
relationship between the amount of PHA bound
and the subsequent degree of transformation in-
duced by various concentrations of PHA is illus-
trated in Fig. 4. The results indicate that maximal
DNA synthesis is stimulated when 10-20% only
of the potential binding sites are occupied by
PHA. A conventional analysis of a Scatchard plot
of the binding data provides evidence for two
classes of binding sites which differ markedly in
their affinities and relative distributions (Fig. 5).
Of these, the small fraction with a much higher
affinity (about 10% of the total sites) appears to
be directly related to the transformation process
(see also Allan and Crumpton, 1973). Although
other interpretations of the binding data are possi-
ble if allowances are made for multivalent binding
and the consequent increase in affinity (M. Flana-
gan, B. Perlés and M. J. Crumpton, unpublished
data), the above interpretation is supported by an
analysis of the molecular nature of the complexes
formed on addition of different amounts of PHA.
Information on the nature of the membrane-lectin
complexes was obtained with radioactively labeled
lectin as a marker and by solubilizing the complex
in a detergent that failed to promote its dissocia-
tion. Suitable solubilizing agents are sodium deox-
ycholate and nonionic detergents such as Nonidet
P-40 which combine extensive solubilization of
cell membranes with a minimal dissociating effect
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FiGure 4 Relationship between the degree of satura-
tion (A) and the degree of transformation (O) of pig
lymphocytes induced by increasing concentrations of
PHA. The cells were separated from pig mesenteric
lymph nodes and were depleted of B lymphocytes by
treatment with nylon wool. Amounts of PHA bound and
the degree of transformation were assessed under identi-
cal culture conditions except that binding was measured
after 30 min incubation at 37°C with *I-labeled PHA
and transformation after incubating with PHA for 42 h.
Binding of '#I-labeled PHA was determined after
washing the cells twice by sedimenting through a cushion
of 5% bovine serum albumin and was corrected for
nonspecific binding estimated in the presence of a 100-
fold molar excess of unlabeled-PHA.
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FiGure 5 A Scatchard plot of PHA binding to pig
lymphocytes. The binding data is shown in Fig. 5. A
conventional analysis of the Scatchard plot reveals 8.7%
of the total sites with Ka, 2.68 x 108 liter/mol, and Kd,
3.73 X 10=° M, and 91.3% of the sites with Ka, 7.09
x 10¢ liter/mol, and Kd, 1.41 x 1077 M (M. Flanagan,
B. Perlés and M. J. Crumpton, unpublished results).

upon specific molecular interactions with dissocia-
tion constants of the order of 107 M or less.
Figure 6 compares the molecular size, assessed by
gel filtration in detergent, of the complex formed

by PHA under optimal stimulating conditions with
that produced with 10-fold more PHA. The com-
plex formed under optimal conditions was eluted
as a broad peak whose position corresponded to a
molecular size of about 3 X 10°. As PHA has a
molecular weight of 1.2 x 10°, the membrane
component(s) has a molecular size of about 1.8 X
10° or, if each PHA molecule cross-links two gly-
coprotein molecules, 0.9 X 10%. In contrast, lym-
phocytes incubated with much more PHA gave a
small shoulder only in the position of the above
complex. Since the amount of the complex was no
greater than that formed under optimal condi-
tions, it appears that the amount of this particular
membrane component(s) was limiting and all had
interacted with PHA under optimal conditions.
The elution pattern also showed a major peak
coincident with free PHA. This suggests that, in
contrast to optimal stimulating conditions, the ma-
jority of the bound PHA had interacted with
membrane components either of low molecular
weight, such as glycolipids, or of relatively low
affinity so that the complex dissociated on deter-
gent solubilization.

REQUIREMENT FOR PROLONGED CON-
tacT: If the above arguments in support of a
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FIGURE 6 Gel filtration pattern of the complexes
formed by PHA bound to the surface of pig lymphocytes
after solubilization in 1% Na deoxycholate. Cells were
incubated with '»I-labeled PHA (100 ug) either under
conditions giving optimal stimulation (@; 108 cells in 100
ml) or with a 10-fold excess of PHA (O; 107 cells in 10
ml). After 1 h at 37°C, the washed cells were suspended
in 1% Na deoxycholate, and the soluble fraction was
eluted from a column of Sepharose 6B in 1% Na deoxy-
cholate. The elution position of free PHA is also shown

(4).
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unique (specific) membrane glycoprotein mediat-
ing lectin-induced transformation are correct, then
the initiation of lymphocyte activation corre-
sponds to the regulation of other cells’ functions
by the interaction of chemical signals (ligands),
such as polypeptide hormones and neurotransmit-
ters, with their complementary cell surface recep-
tors. There is, however, one striking difference
between the two systems, namely, that whereas
many chemical signals act as triggers inducing an
essentially immediate response (Rodbell, 1972),
prolonged contact (about 20 h) with the lectin is
required before the lymphocyte is committed to
grow (Lindahl-Kiessling, 1972). That is, the lectin
acts as a “push.” This requirement for prolonged
contact is illustrated in Fig. 7 which shows the
effect of removal of mitogen at various times on
the subsequent capacity of the cells to synthesize
DNA. The results indicate that incubation with
mitogen is necessary for about 20 h before com-
mitment to growth is established, that this require-
ment is independent of the chemical nature of the
mitogen, and that the change from a state of no
commitment to commitment is restricted to a rela-
tively short interval of the culture period. Identical
results have been observed for many mitogens and
although contradictory results have been obtained
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FiGure 7 Effect of removal of mitogen ([®], soybean
agglutinin [10 pug/10° cells in 1 ml]; O, phorbol myristate
acetate [1 ng/108 cells in 1 ml]) at various times on the
subsequent capacity of pig lymphocytes to synthesize
DNA. Soybean agglutinin is specific for N-acetylgalacto-
samine and its interaction with pig lymphocytes was
reversed by adding this sugar (200 ug). Lymphocytes
were separated from mitogen by centrifuging through a
cushion of fetal calf serum and were resuspended in fresh
medium without mitogen. DNA synthesis was deter-
mined by measuring the uptake of [*H]thymidine be-
tween 42 and 48 h of culture. Soybean agglutinin was
kindly donated by Professor Nathan Sharon (The Weiz-
mann Institute, Rehovet) and represented the sponta-
neously aggregated species (Sharon, 1976).
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for PHA (Lindahl-Kiessling, 1972) and A 23187,
these most probably reflect the difficulty of re-
moving the mitogen on account of its firm associa-
tion with the cell rather than a different mecha-
nism of action.

The significance of the apparent difference be-
tween mitogens and other chemical signals is ques-
tionable, especially since mitogens do induce var-
ious immediate biochemical responses (see below)
and may be regarded as a trigger insofar as these
parameters are concerned. The requirement for
prolonged contact does, however, argue against a
transient initial signal inducing a preprogrammed
series of events which about 20 h later culminate
in the commencement of DNA and protein syn-
thesis.

Mitogen-Induced Biochemical Changes

Mitogen-lymphocyte interaction rapidly initi-
ates (within 30 min) a series of biochemical
changes that are primarily located within the sur-
face membrane (Crumpton et al., 1976; Resch,
1976, Wedner and Parker, 1976). These changes
include the enhanced selective uptake of ions and
metabolites, an enhanced turnover of phosphati-
dylinositol, and a selective incorporation of long
chain fatty acids into phospholipid. Rapid altera-
tions in the intracellular concentrations of cyclic
AMP and cyclic GMP have also been claimed
(Hadden et al., 1972; Parker et al., 1974; Wat-
son, 1975), although some confusion exists as to
the exact nature of the changes. The sequence,
relative importance, and control of these events
have yet to be elucidated, but there is increasing
evidence for an increase in intracellular Ca** con-
centration playing a primary role in mediating
lymphocyte activation.

THE ROLE OF CA%* 10Ns: Various workers
have attempted to determine the role of Ca®* in
lymphocyte activation by a variety of approaches.
The majority of the data is consistent with a pri-
mary role for Ca®*, although the results of some of
the individual studies are not in complete agree-
ment and the significance of some of the results
are questionable. Thus, the results indicate that
mitogen-induced lymphocyte proliferation is de-
pendent on the presence of greater than 107> M
Ca’?* in the culture medium, although there is
some disagreement as to the actual portion of the
culture period during which extracellular Ca?* is
essential (Whitney and Sutherland, 1972; Dia-
mantstein and Ulmer, 1975). Also, measurements
of Ca?t uptake suggest that mitogens rapidly stim-



ulate T lymphocytes to accumulate Ca?* (Whitney
and Sutherland, 1973; Freedman et al., 1975).
The most compelling evidence in support of cal-
cium playing a central role is, however, provided
by the observations that the divalent cation iono-
phore, A 23187, stimulated pig, human, and rab-
bit lymphocytes to transform into blast cells in an
analogous manner to other mitogens (Maino et
al., 1974; Luckasen et al., 1974; Greene et al.,
1976; Resch, 1976).

A 23187 is a monobasic carboxylic acid, two
molecules of which complex divalent cations, es-
pecially Ca%*. As the complex is lipid soluble and
the Ca® concentration of the medium is high
compared with the cytosol, the ionophore selec-
tively transports Ca®* into cells by acting as a
carrier in the plasma membrane and thereby leads
to an increase in the cytoplasmic Ca** concentra-
tion and an activation of various Ca*"-dependent
intracellular activities. Methylation of the carboxyl
group represents the minimum molecular change
necessary to prevent Ca?* binding and, indeed,
the methyl ester failed to cause any detectable
stimulation of Ca?* transport in sarcoplasmic retic-
ulum vesicles (N. M. Green, unpublished results).

Incubation of A 23187 with pig mesenteric
lymph node lymphocytes caused 80-90% of the
cells to show many of the morphological features
characteristic of blast cells. Furthermore, it stimu-
lated an increased incorporation of thymidine into
DNA (Fig. 8) according to a similar time-course to
that induced by PHA and in a manner dependent
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Figure 8 Stimulation of incorporation of radioactive
thymidine by pig lymphocytes as a function of the con-
centration of A 23187 (O) or of A 23187 methyl ester
(®). PHA (A) was included as a control. The methyl
ester of A 23187 was prepared and kindly donated by
Dr. N. Michael Green (National Institute for Medical
Research, London).

on extracellular Ca?* (see Figs. 3 and 4; Maino et
al., 1974). In contrast, A 23187 methyl ester
failed to cause any detectable increase in thymi-
dine incorporation (Fig. 8). Although the extent
of DNA synthesis stimulated by ionophore rela-
tive to that given by PHA (Fig. 8) was lower than
that predicted from the morphological results, this
decrease most probably reflects the toxicity of the
ionophore arising from its penetration to the mito-
chondria and the consequent perturbation of the
cells’ metabolism. This interpretation is supported
by the observation that replacement of the iono-
phore-containing medium by fresh culture me-
dium after about 12 h of culture resulted in a'two-
to threefold increase in thymidine incorporation.
Rodent lymphocytes appear to be particularly sen-
sitive to A 23187 toxicity, and this most probably
accounts for the lack of reports of their transfor-
mation by ionophore. Most results are consistent
with the proposal that A 23187 is mitogenic for T
lymphocytes. Thus, in the case of pig lympho-
cytes, removal of immunoglobulin-bearing cells
and macrophages by nylon wool treatment failed
to abrogate or reduce the response. On the other
hand, whether B lymphocytes are also stimulated
to transform has yet to be proven.

The above results argue strongly in support of
the view that the mitogenicity of A 23187 is en-
tirely the result of an increase in intracellular Ca**
concentration, especially since the failure of the
methy! ester to induce a response discounts the
possibility that A 23187 is acting as a membrane
perturbant rather than as a Ca>* ionophore. If the
other mitogens also act by increasing the intracel-
lular CaZ* concentration then it should be possible
to induce transformation by combining subthresh-
old amounts of ionophore and these mitogens.
Further, the ionophore and the other mitogens
should induce identical patterns of biochemical
responses. Both of these predictions have been
confirmed by experiment. Figure 9 shows that
0.25 pg of A 23187, which by itself had a negligi-
ble effect, markedly increased the response in-
duced by suboptimal concentrations of PHA. Sim-
ilar results have been obtained by adding a sub-
threshold amount of PHA to increasing concentra-
tions of A 23187 (Maino et al., 1974). Measure-
ment of early biochemical responses has revealed
a striking similarity in phosphatidylinositol turn-
over, amino acid transport, and cyclic nucleotide
accumulation stimulated by A 23187 and mito-
genic lectins (Crumpton et al., 1976; Greene et
al., 1976). This marked parallelism between the
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FiGure 9 Effect of the addition of a constant, sub-
threshold amount (0.25 ug) of A 23187 (®) on the
incorporation of radioactive thymidine stimulated by in-
creasing concentrations of PHA, compared with that
induced by PHA alone (O). The amount of A 23187
used had a negligible effect on thymidine incorporation
when added alone (see Fig. 8).

biochemical responses argues in favor of the view
that if the action of A 23187 is effectively re-
stricted to an increase in intracellular Ca?* concen-
tration then the effects initiated by other mitogens
can be ascribed to the same event. In this case,
lymphocyte activation by lectins is the result of a
direct effect of receptor-lectin interaction on the
level of intracellular Ca®**. A number of mecha-
nisms are possible by which receptor-lectin inter-
action could mediate an increase in cytosol Ca?*
concentration. One plausible mechanism is based
on the supposition that the specific glycoprotein
mediating transformation by T lymphocyte-spe-
cific lectins spans the lipid bilayer. In this case,
interaction with lectin could induce the formation
of clusters that contain polar channels permitting
an influx of Ca?*. This mechanism presupposes
that cross-linkage at the cell surface (Greaves and
Janossy, 1972) and a rapid increase in Ca?* up-
take are essential features induced by all mitogens.
These requirements are, however, not universally
accepted as being essential (e.g., Diamantstein
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and Ulmer, 1975). Another plausible mechanism
is that the rise in intracellular Ca%* concentration
is achieved by a redistribution from intracellular
sources particularly the inner surface of the plasma
membrane. This proposal is based upon a number
of well-documented precedents in which modula-
tion of cell function is controlled by a subcellular
redistribution of Ca?*. Although it depreciates the
significance of the rapid increase in Ca** uptake
which has been claimed by some workers to occur,
it has the advantage of providing a rational expla-
nation for the apparent lack of requirement for
extracellular Ca** during the initial phase of the
transformation process which has been docu-
mented by other workers.

Further work is essential before the validity of
the above proposed mechanisms can be evaluated.
In particular, more definitive measurements of the
Ca?* uptake and of the requirement for extracellu-
lar Ca?*, as well as information on the molecular
nature of the specific glycoprotein mediating lec-
tin-induced transformation, are required.
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CELL SURFACE AND NEOPLASIA

MAX M. BURGER

Cell growth, control of cell movement, and con-
trol of the antigenic make-up of a neoplastic cell
are different from that of a normal cell. Many
basic insights into cell biology and molecular biol-
ogy have come from efforts to define better these
aberrations.

Making and breaking cell-cell contacts is an
important aspect of cell adhesion and cell migra-
tion, and may possibly also influence growth.
There is little doubt that all these phenomena
depend, among other things, on the surface mem-
brane. We have clearly been too narrow-minded
in considering this membrane as a lipid bilayer
with a few interspersed proteins. It may be more
adequate to consider it as an entire organelle in
which, besides its core or integral proteins, an
outer and an inner layer have additional functional
significance. The proteoglycan portion on the out-
side is important for direct contact with neighbor-
ing cells, and the submembranous network of fila-
mentous proteins serves at least as linkage to the
cytoskeleton. Alterations in any of these envelope
layers affect the periphery as a unit and thereby,
eventually, the entire cell.

Almost all of the ongoing research in the area of
neoplasia and the cell surface can ultimately be
reduced to either of the following two questions.

(1) Are there differences between tumor and
normal cells at the morphological, supramolec-
ular, macromolecular, or molecular level?

(2) Can the behavior of these two cells be mod-
ified by manipulating the cell surface in a repro-
ducible and well-defined manner?

In this paper, some aspects will be raised that
are not dealt with by the other members of this
symposium —in particular, the role of the ne-
glected proteoglycans, as well as a few points from
our own work regarding the second question
raised. Finally, the validity of the two questions, as

MAX M. BURGER Department of Biochemistry, Biocen-
ter, University of Basel, Basel, Switzerland

well as some common pitfalls, will be assessed
critically.

Surface Alterations

One of the serious problems in the field of
experimental tumor research in general is that we
still operate almost exclusively with correlations
between in vitro phenomena and tumorigenicity.
Very few correlations have remained without ex-
ceptions, and in the field of membrane biochemis-
try, certainly none could be considered clear-cut
causal relationships.

Although the histologist in a tumor biopsy labo-
ratory is well aware that there are only well-de-
fined differences between individual groups of tu-
mors and normal tissue, and that there are essen-
tially no simple morphological criteria that hold
for all tumor cells, such general and absolute dif-
ferences are still sought by the biochemist. Many
molecular differences have been observed and
seemed to be amazingly common to transformed
or even to neoplastic cells in general, although
exceptions have been found. Thus, the carbohy-
drate portions of some glycolipids seem to be less
elaborate in transformed cells. Some glycopeptide
fractions of glycoproteins seem to be substituted
with more sialic acid (see Warren, this sympo-
sium), whereas a large glycoprotein present at the
periphery of untransformed cell membranes seems
to be missing or reduced in transformed cells
(Hynes, 1973; Vaheri and Ruoslahti, 1974).
Decreased agglutinability with carbohydrate bind-
ing lectins was also first interpreted as a loss of an
outermost protein component in transformed
cells, because untransformed cells could be
brought to agglutinate after they were treated with
various types of proteases (Burger, 1971).

A recent interpretation, which offers a new out-
look, considers not only compositional and struc-
tural, but also dynamic, aspects. Thus, based on
the fluid mosaic model of membrane structure, an
increased “fluidity” was considered for the trans-
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formed plasma membrane. According to the origi-
nal concept, ‘‘fluidity” was based on the lipid
portion of the membrane, and changes in the lipid
compartment were suspected and found (Bergel-
son et al., 1970), particularly in cholesterol (Inbar
and Shinitzky, 1974). It is, however, uncertain
whether such an increased “fluidity” in the lipid
portion of the membrane is typical for all tumor
cells. We were unable to reduce the increased
agglutinability of transformed cells after incorpo-
ration of poorly melting elaidate into the plasma
membrane, and vice versa for the untransformed
cell (Horwitz et al., 1974). Nor could we find any
increase in the *“fluidity” of the bulk lipid phase of
transformed cell membranes by the use of two
different physicochemical approaches (Hatten et
al., submitted). Others have had similar results
with transformed and untransformed fibroblasts in
culture (Gaffney, 1975; Fuchs et al., 1975). More
work with neoplastic, as opposed to cultured,
transformed cells is required to settle this ques-
tion. In the meantime the concept of an increased
fluidity in transformed cells has been extended or
shifted to that of an increased mobility of the
intramembranous proteins and perhaps the sub-
membranous proteins; as well. To what degree
this can be deduced from a general increase in the
degree of cluster-formation after lectin addition is
presently questioned (Ukena et al., 1976).

It is likely that other suggestions for an explana-
tion of the increased agglutinability of transformed
and neoplastic cells will be forthcoming and will
contribute additional insights into the biochemis-
try of the transformed cell surface. Some of the
older concepts also must be reinvestigated. Thus,
not only identical receptors but also recep-
tors with heterogeneous affinities may display dif-
ferent availabilities to the lectins (crypticity), or
alterations of the receptors may lead to small
heterogeneities in Ky of receptor sites with differ-
ent significances for the agglutination process
(chemical alterations). A heterogeneity of recep-
tor sites occurs almost with certainty, and has been
overshadowed by the statement that the overall
amount of lectin binding to the two types of cells is
the same. This has not been considered suffi-
ciently by the workers in this field, particularly not
in light of the older concepts of crypticity of chem-
ical receptor alterations (Rapin and Burger,
1974).

Much effort has been invested in the study of
glycoproteins and glycolipids, whereas the glycos-
aminoglycans and proteoglycans have been ne-
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glected all too long. This may be because of a lack
of detailed knpowledge of their structure or be-
cause they are probably not covalently anchored
in the plasma membrane but, to a large degree,
are considered extracellular. Nevertheless, they
occur on connective-tissue cells as well as on epi-
thelial cells and belong to that class of surface
molecules involved in the initial contact of two
cells. They may, therefore, profoundly influence
cellular behavior upon contact. For instance, if
two cells migrate past each other or are sheared
off from each other when leaving a primary tumor
site, this proteoglycan layer may be among the
determining factors that impede or promote the
process.

Chiarugi (1974) has recently observed that dur-
ing protease treatment, polyoma virus-trans-
formed hamster cells released less of a sulfate and
glucosamine labeled macromolecule, tentatively
identified as heparansulfate. On the other hand, it
seemed that the total amount that could be re-
moved by EDTA showed no gross differences
beween the two cell types. In this particular case,
the alteration would lie in a greater availability of
this proteoglycan fraction to proteolytic enzymes
only. Roblin et al. (1975) have analyzed the cell-
associated sulfate-labeled macromolecules of 3T3
mouse fibroblasts, as well as transformed and lec-
tin revertant derivatives. The virally transformed
cells contained about two- to fivefold less of a
sulfate-labeled glycosaminoglycan material that
was not further identified. Transformed cells,
which reverted back to a lower density of growth,
if selected for lectin resistance and lower agglutin-
ability, increased their glycosaminoglycan content
again by a factor of two and one half- to eightfold.
This material seemed to be primarily situated at
the cell surface, as about three-fourths could be
removed by a relatively mild trypsin treatment.

It should be pointed out that, before these ob-
servations were made, Kraemer and Tobey
(1972) reported that a loss of heparansulfate oc-
curred at or around mitosis of Chinese hamster
ovary cells (Fig. 1). In view of the fact that a
similarity between the surfaces of mitotic untrans-
formed cells and transformed interphase cells had
been postulated, such comparisons might stimu-
late further work, although the Chinese hamster
ovary cells might not be a good example for un-
transformed cells. Many other surface changes
have been discovered in the meantime which again
do not occur only in mitosis and early G, cells but
also in interphase or all through the cell cycle of
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the same time. (From Kraemer and Tobey, 1972.)

transformed cells (Mannino and Burger, 1975).
We will return to this point below.

For anyone trying to establish correlative differ-
ences between neoplastic and normal cells, the
two following criticisms should always be kept in
mind:

Whatever criteria are used to define transforma-
tion, they will first have to stand the test of corre-
lation with an accepted neoplastic characteristic.
The best test is probably the capability of a cell to
give rise to tumors if injected into a test animal.
Even this criterion is not absolutely reliable, be-
cause a bona fide tumor cell may be rejected by
the test animal for various reasons, or a normal,
nontumorigenic cell may become tumorigenic in

the test animal during the long testing period.
Even human SV40 transformed cells, which had
all the presently accepted neoplastic characteris-
tics (low serum requirement, transformed mor-
phology, and low anchorage dependence), turned
out, against all predictions, to be incapable of
producing tumors in athymic or nude mice (Stiles
et al., 1975). We will still have a long way to go
before reliable parameters will be found for the
definition of a tumor cell in vitro. Exceptions to
such parameters will probably always be found,
provided enough types of cells and cell lines are
tested. On the other hand, these exceptions do not
necessarily destroy the importance of such a char-
acteristic because artifical growth conditions may
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have led to the exceptional behavior of the cell in
vitro or because organ or species differences may
have interfered with the expression of the parame-
ter in case, leading to the exceptional behavior of
the cell.

The second criticism to keep in mind is that the
best correlation cannot prove a causal relationship
between the alteration found and the neoplastic
behavior of the cell. Causality can be demon-
strated only if one succeeds in introducing a de-
fined chemical change into the cell that can be
shown to be sufficient and necessary to lead to a
neoplastic behavior of the manipulated normal
cell or vice versa.

Alterations in Cellular Behavior
after Surface Modification

In general untransformed cells display a more
pronounced dependence on cell density for growth
than do transformed cells under similar conditions
(serum, pH, etc.). It is not clear whether this
phenomenon is directly dependent on cell mem-

brane contact or on the presence of a so-called
unstirred boundary layer (Stoker, 1973). Be that
as it may, it is generally assumed that the differ-
ence in growth control between the two types of
cells is in some way due to differences in the cell
surface (Holley, 1975). We searched, therefore,
for means by which the surface could be modified
and so lead to alterations in growth behavior and
control.

Proteolytic enzymes were shown to release
some untransformed 3T3 mouse cells from growth
control (Burger, 1970). Inasmuch as the surface
alteration was temporary, no lasting transforma-
tion could be expected and cells had to be treated
again to escape control for a second time (Noonan
and Burger, 1973), as seen in Fig. 2. Thus, the
cells repaired their proteolytic surface alteration
after 6 h, as could be monitored by a transition
from the state of increased agglutinability with
lectins back to a state of poor agglutinability.
Whether the agglutinable state per se is sufficient
to trigger growth of resting cells is not clear (Cun-
ningham et al., 1974), particularly as recent ob-
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FicURe 2 Growth initiation after treatment with proteolytic enzymes. Abscissa: time in culture (days);
ordinate: cells/ecm? x 10~*. O, 3T3 cells, control; O, 3T3 cells, first pronase pulse; A, 3T3 cells, second
pronase pulse. 3T3 cells were grown to confluency with 10% calf serum and left there for at least 2 days
before stimulation with 10 ug/ml pronase for the first as well as the second time. (From Noonan and

Burger, 1973.)

134 CELL SURFACE AND NEOPLASIA



servations point out that different cell lines require
different amounts of serum to respond with
growth after stimulation with protease (Noonan,
1976). It may, however, be a necessary condition.
Growth stimulation of chick embryo fibroblasts
with proteolytic enzymes could also be shown
(Sefton and Rubin, 1970). Recently, a series of
other agents, which presumably act first at the cell
surface, were reported to act as triggering agents
(i-e., neuraminidase and bacterial lipopolysaccha-
ride; Vaheri et al., 1974).

In view of the decrease of some proteoglycans
on transformed cell surfaces mentioned above,
one would like to know the effect of the addition
of this type of macromolecule to growing cultures.
However, we could find only a few studies with
Sulfated polydextran, a polyanion that in some
respects is similar to the sulfated glycosaminogly-
cans. Clarke and Stoker (1971) reported that dex-
tran sulfate inhibited BHK fibroblasts, incorporat-
ing labeled thymidine into DNA. Montagnier
(1971) demonstrated that BHK cells particularly
were inhibited in their growth by the polyanion
but apparently virally transformed cells were not.
Recently, Goto et al. (1973) achieved growth in-
hibition with such polydextran sulfate on partially
transformed 3T3, i.e., 3T6 cells in a reversible
fashion. Similar well-controlled experiments un-
fortunately have not yet been carried out with
natural glycosaminoglycans.

Reversible inhibition of growth of cultured; un-
transformed fibroblasts was also observed (Man-
nino and Burger, 1975) after the addition of a
modified lectin that was converted into a nontoxic
form by succinylation. This inhibition demon-
strated two interesting peculiarities. First, contact
between the cell surface and the carbohydrate-
binding lectin had to occur only during a particular
time of the cell cycle, mitosis and early G,, i.e.,
the same portion of the cycle where the cells
displayed an increased agglutinability and binding
of the fluorescein-labeled lectin (Fig. 3). We feel
that the observation by Kraemer and Tobey
(1972), illustrated in Fig. 1 and indicating that
proteoglycans are lost only during mitosis, is prob-
ably quite significant in this context and not simply
coincidental. In a manner similar to untrans-
formed cells, which shut down at confluency in G,,
these succinyl Con A-inhibited cells also entered
G, but at densities lower than confluency.

As a second peculiarity, the inhibitor allowed
the cells to achieve a given density that depended
only on the amount of lectin and not at all on the
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Ficure 3 Selective sensitivity of mitotic and early G,
cells to succinyl-Con A-induced growth inhibition. 3T3
cells were subcultured into DME + 2% calf serum.
When growth had become stationary, the medium
was replaced with DME + 10% calf serum + succinyl-
Con A (500 ug/ml™') and replaced 23 h later, just
before mitosis. @, control without medium change
(flat) or with DME + 10% calf serum without any
succinyl-Con A (full response); B, succinyl-Con A at the
first medium change, none at the second; O, succinyl-
Con A at the second medium change; O, succinyl-
Con A at both medium changes. (From Mannino and
Burger, 1975.)

time of incubation (Mannino and Burger, 1975).
In other words, cells reached a certain precon-
fluent density level regardless of how densely they
were seeded and only dependent on the lectin
concentration. This can mean that the surface-
bound lectin sensitized the cells to contact and
high density, and in that sense, by replacing den-
sity as an inhibitory effect, might have acted in a
way similar to the density effect. An oversimpli-
fied interpretation would be that the lectin mole-
cule coat mimics confluency and shuts down
growth of these cells at low cell densities. The
question arose, of course, whether transformed
cells could also be shut down temporarily in the
presence of this nontoxic lectin. We found that if
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enough lectin were added to saturate the serum
glycoproteins and glucose in the medium, which
neutralizes the carbohydrate binding lectin, virally
transformed cells were also inhibited. Such cells
were stopped in G;, an uncommon but definitely
not unprecedented finding. They could be re-
leased easily from this inhibition and were, there-
fore, clearly not damaged by the elevated lectin
concentrations. More work will be required to
follow up this observation (Mannino, Ballmer,
and Burger, manuscript in preparation).

Provided the lectin acts at the cell surface, some
mechanisms of actions can already now be consid-
ered. Simple explanations, such as an increase of
cAMP or inhibition of single cell movement, can
be ruled out thus far, at least for the untrans-
formed cells, which up to now have been better-
studied than have the transformed cells. As a
working hypothesis, we would like to suggest that
the lectin-treated transformed cells increase their
adhesion to each other directly, via the lectin, or
indirectly, by inducing an adhesive topography or
the formation of adhesive material. Alternatively,
the lectin may shut down growth in cells that do
not meet and, in this case, adhesion would not be
involved. It is tempting to speculate that the lectin
molecule rendered anionic by succinylation may
play a similar role as the polyanionic proteogly-
cans. We doubt, however, that the lectin has such
an unspecific effect, in view of the fact that highly
succinylated bovine serum albumin had no growth
inhibitory effect whatsoever. Furthermore, one
should be aware that the alterations found in pro-
teoglycan content and release do not concern
them all equally well and that even the dextran
sulfate effects on growth depend on the length of
the polymer. So one must consider even more
subtle, and perhaps more specific, effects by such
polyanions.

Another critical question, which should be
raised about this work as well as about similar
work that has been carried out in this field (Ya-
mada et al., 1976), is the problem of proving
beyond any doubt that the primary site of action is
the cell surface. Because such work on growth
control involves, by necessity, long-term incuba-
tions, the inhibitor might—and probably will —be
ingested by the cell and could then act inside the
cell. Preliminary studies indicate that the fluores-
cein-labeled lectin enters the cell, but that after
reversal and inhibition of further binding by a
specific sugar hapten, the labeled material remains
inside even when the cells begin to grow again

136 CELL SURFACE AND NEOPLASIA

(Mannino and Burger, unpublished data). Never-
theless, experiments with inhibitor that are bound
in an irreversible covalent form to a beaded or to a
culture dish substratum should be performed; con-
trols will have to give evidence that no inhibitor
was cleaved off during the incubation. Such con-
trol experiments usually have not been conducted
or, if performed, the controls were not carried out
in a rigorous manner.

In this brief discussion of preliminary results on
growth control after the addition of surface-bind-
ing macromolecules and particularly with the sum-
mary on proteoglycans as potentially important
surface macromolecules, some long-neglected as-
pects were mentioned which may provide substan-
tial help in unravelling the role of the cell surface
for neoplasia as it occurs in vivo.
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MODIFICATIONS IN TRANSFORMED AND

MALIGNANT TUMOR CELLS

G. L. NICOLSON, G. GIOTTA, R. LOTAN, A. NERI, and G. POSTE

The cell surface is now recognized to be involved
in a number of important aspects of neoplasia —
uncontrolled cell growth, the invasion of normal
tissues, and metastasis to secondary sites. Neo-
plastic cells escape many of the controls and social
restraints that regulate normal cells, such as cell
division, recognition, and positioning; thus they
achieve varying degrees of independence from
host controls which determine normal tissue inter-
actions and organizations (Nicolson and Poste,
1976). Tumor cells are less subject to effective
growth regulation by host hormones, serum fac-
tors, and other agents that act at the level of the
cell surface (Holley, 1975), and this will result in
progression of the primary tumor if angiogenesis
occurs (Folkman, 1974). Other alterations of the
cell surface are responsible for modifications in
cellular recognition which contribute to invasion
and also to metastasis where primary tumor cells
invade surrounding normal tissues and break loose
or detach from their primary locations and subse-
quently establish tumor foci at other sites. Metas-
tasis is clinically the most disastrous event in the
biology of neoplastic diseases, and the dissemina-
tion of tumor cells to distant parts of the host
where they establish new colonies for further neo-
plastic growth often results in death of the host
(Fidler, 1975a; Nicolson et al., 19764).
Another important aspect in determining the
outcome of neoplastic disease is the interaction of
host immune systems with aberrant cells. Al-
though it is generally thought that host immunity
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toward neoplasia is responsible for immune inhibi-
tion (immune surveillance), these interactions, in
some cases, are stimulatory —not inhibitory
(Prehn, 1976) —and may even aid in the establish-
ment of distant secondary tumors (Fidler, 1974a;
Fidler and Nicolson, Tumor cell and host proper-
ties affecting the implantation and survival of
blood-borne metastatic variants of B16 mela-
noma. Cancer Res., submitted for publication;
Fidler et al., 1976).

Obviously the above phenomena are complex
cell surface problems which are not approachable
at the molecular level, unless a more thorough
understanding of the cell surface properties of
normal and neoplastic cells is forthcoming. Fortu-
nately, in the last few years our knowledge con-
cerning the structure, organization, and dynamics
of cell surfaces has progressed to the point where
actual biochemical differences between normal
and tumor cell surfaces (Nicolson, 1976b; Wal-
lach, 1975; Roblin et al., 1975) may eventually
be utilized to develop new therapeutic approaches
to fighting neoplastic disorders. In this brief article
we will summarize some of the newest findings on
cell surface architecture including transmembrane
controlling mechanisms and discuss recent animal
models that have been developed to learn more
about the surface properties of metastatic tumors
which may determine their biological behavior in
vivo.

Dynamics of Cell Surface Architecture
General consensus has been achieved in recent
years that the structure of biological membranes
conforms to a number of basic principles (dis-
cussed by Guidotti, 1972; Singer and Nicolson,
1972; Bretscher, 1973; Edidin, 1974; Singer,
1974; Fox, 1975; Nicolson, 1976a; Nicolson et
al., 1977). In brief, these principles are that (a)
the majority of the membrane lipids are in a



“fluid”” bilayer state under physiological condi-
tions, although minor classes of lipids may be
immobilized in lipoprotein complexes or “solid”
lipid islands; (b) the lipid bilayer is not continuous
but is interrupted by numerous proteins which are
inserted to varying degrees into the bilayer; (c) the
lipid bilayer is asymmetric in at least certain mem-
branes with respect to the distribution of specific
phospholipids in the inner and outer halves of the
bilayer as well as to the distribution of oligo- and
polysaccharides on the outer surface; (d) the
membrane proteins (and glycoproteins) are quite
heterogeneous and can be broadly categorized
into integral and peripheral (Singer and Nicolson,
1972), or intrinsic and extrinsic (Capaldi and
Green, 1972). Of the two types of membrane
proteins and glycoproteins, integral membrane
proteins are characterized by their hydrophobic
interactions with lipid hydrocarbon tails in the
membrane interior. This type of interaction is
driven by the favorable entropy gained through
sequestering integral protein hydrophobic struc-
tures away from the aqueous phase and intercalat-
ing them to various depths into the lipid bilayer.
Certain integral membrane proteins actually span
the entire lipid bilayer and have regions of their
structure protruding at both sides of the bilayer
(Segrest et al., 1973; Morrison et al., 1974). (e)
At least certain integral membrane proteins are
thought to exist as oligomeric complexes (Gui-
dotti, 1972; Singer, 1974; Nicolson, 1976a), and
complexes between integral and peripheral mem-
brane proteins are also possible; and (f) cell mem-
brane components (lipids, proteins, and glycopro-
teins) are capable of lateral rearrangements in the
membrane in response to a variety of perturba-
tions.

The cell membrane in its most basic form can be
thought of as a solution of integral membrane
proteins in a fluid bilayer (Singer and Nicolson,
1972). However, localized differences in the de-
grees of association between proteins with pro-
teins, lipids and lipids, and proteins with lipids
may render membrane architecture less than com-
pletely nonrandom in topography. This arrange-
ment permits rapid and reversible changes in the
topography of specific components in response to
both intra- and extracellular stimuli, whereas oth-
ers may be restrained in their ability to move
laterally in the membrane plane. In addition, most
cells possess controlling mechanisms that can
maintain some resemblance of topographic order
even in a “fluid” membrane region by transmem-

brane associations to cellular cytoskeletal ele-
ments (Berlin et al., 1974; Edelman, 1976; Loor,
1977; Nicolson, 1976a; Nicolson and Poste,
1976; Nicolson et al., 1977). These elements
appear to be microtubules, microfilaments, and
intermediate filaments, and their roles in surface
receptor dynamic phenomena such as receptor
“capping,” endocytosis, cell attachment, move-
ment, etc., are just beginning to be understood
(Unanue and Karnovsky, 1973; Berlin et al.,
1974; Bretscher and Raff, 1975; Edelman, 1976;
Loor, 1977; Nicolson, 1976a; Nicolson et al.,
1977).

One of the ways in which the interplay between
different classes of cytoskeletal elements and their
roles in controlling cell surface receptor dynamics
has been studied is in the capping of ligand-recep-
tor complexes on lymphoid cells. The binding of
multivalent ligands to the surfaces of these cells
causes the ligand-receptor complexes to redistri-
bute into clusters— patches—caps (Taylor et al.,
1971). Capping of surface receptors can be in-
hibited to various degrees or reversed by drugs
that block cellular energy systems or act on mem-
brane-associated cytoskeletal systems such as cyto-
chalasin B which disrupts cytoplasmic microfila-
ments (reviewed in Unanue and Karnovsky,
1973; Nicolson, 1976a; Nicolson et al., 1977).
This suggests that microfilaments play an impor-
tant and active role in cap formation. Binding of
lectins such as concanavalin A to mouse splenic
lymphocytes before addition of anti-immunoglob-
ulin (Ig) to cap surface-Ig results in failure to cap
(Loor et al., 1972). However, this lectin-mediated
inhibition of capping can be overcome by drugs
such as colchicine or vinblastine sulfate which im-
pair microtubule function. This has been inter-
preted as indicating that microtubules ‘‘anchor”
certain receptors on the cell surface and impede
their lateral mobility (Yahara and Edelman, 1972;
Edelman, 1974). In addition, disruption of micro-
tubules by colchicine dramatically facilitates cap-
ping on certain cells that do not ordinarily cap well
(Oliver et al., 1975). When microfilaments and
microtubules are disrupted by combinations of
cytochalasin B plus colchicine (De Petris, 1975;
Poste et al., 1975) or by tertiary amine local
anesthetics (Ryan et al., 1974; Poste et al., 1975),
capping is effectively blocked and can even be
reversed on precapped cells. These experiments
suggest that both microfilaments and microtubules
are involved in transmembrane control over the
capping process with microfilaments probably pro-
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viding the contractile activities and microtubules
the opposing skeletal anchoring system (Poste et
al., 1975; Nicolson and Poste, 1976).

The constantly evolving model of plasma mem-
branes (our scheme, Fig. 1; Nicolson et al., 1977)
is basically an elaboration of earlier models
(Singer and Nicolson, 1972; Nicolson, 1976a) of
membrane structure. The matrix of the plasma
membrane is a lipid bilayer with intercalated inte-
gral proteins and glycoproteins and peripheral
membrane proteins attached at both surfaces. Cy-
toskeletal elements (microtubules, microfila-

ments, intermediate filaments) are shown interact-
ing indirectly with the plasma membrane or with
each other through cross-links or bridging struc-
tures (Mooseker and Tilney, 1975). To satisfy the
proposal that microfilaments and microtubules
play opposing but coordinating roles in the regula-
tion of cell surface receptor mobility and distribu-
tion, these elements are depicted in Fig. 1 as
connected to one another and to similar trans-
membrane receptor complexes. These complexes
are thought not to be large enough (<20 A diame-
ter) to be visualized by freeze-fracture techniques,

Ficure 1 Hypothetical interactions between membrane-associated microtubule (MT) and microfilament
(MF) systems involved in transmembrane control over cell surface receptor mobility and distribution. This
model envisages opposite, but coordinated, roles for microfilaments (contractile) and microtubules (skele-
tal) and suggests that they are linked to one another or to the same plasma membrane (PM) inner surface
components. This linkage may occur through myosin molecules (either in small bundles or the larger
filaments [my]) or through cross-bridging molecules such as a-actinin. In addition, peripheral membrane
components linked at the inner or outer plasma membrane surface may extend this control over specific

membrane domains (from Nicolson et al., 1977).
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and Edelman (1974) has additionally suggested
that such structures probably exist in “free” or
“attached” equilibrium states so that at any one
time certain classes of receptors could be under
transmembrane regulatory control.

Cell Surface Modifications after
Neoplastic Transformation

An enormous catalogue of differences between
normal and tumor cell surfaces has been amassed
(Robbins and Nicolson, 1975; Roblin et al., 1975;
Nicolson, 1976b; Poste and Weiss, 1976; Wal-
lach, 1975); however, we have gained little from
this exercise in the way of explaining how these
surface changes arise and are maintained in tumor
cell populations (Nicolson and Poste, 1976).
Properties such as uncontrolled growth, tumori-
genicity, invasiveness, and metastasis have yet to
be explained on the basis of cell surface and cellu-
lar modifications, although we possess good evi-
dence that the cell surface is intimately involved in
all of these events. In addition, problems in ob-
taining uniform in vivo grown tumor cells and the
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unavailability of suitable normal cell controls has
led to a proliferation in the use of tissue culture
(particularly rodent and avian) models for neopla-
sia where cloned, stable, untransformed cells are
transformed by oncogenic viruses, radiation, or
chemical carcinogens to stable tumorigenic cell
lines. This can yield large amounts of uniform cells
for detailed biochemical analyses, but it is not
without its own problems and artifacts attributable
to in vitro culturing techniques (Nicolson and
Poste, 1976; Poste and Weiss, 1976). With this
reservation clearly in mind, the following altera-
tions have been seen on a variety of neoplastic
cells, but often with notable exceptions.

Of the variety of molecules present at the sur-
faces of untransformed and transformed cells,
most attention has been focused on changes in the
composition of the glycosylaminoglycans, glycolip-
ids, glycoproteins, and proteins, enzymes, and
other components (Fig. 2). Few changes in glyco-
sylaminoglycans seem to be general or consistent,
though the amounts of sulfated glycosylaminogly-
cans do seem to be lower on transformed cells,
and hyaluronic acid and chondroitin sulfate seem
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Ficure 2 Some cell surface alterations found after neoplastic transformation (from Nicolson, 19765 ).
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to be higher in tumors compared to surrounding
normal tissues (reviews in Roblin et al., 1975;
Nicolson, 1976b).

Glycolipid changes after transformation have
been documented in a wide variety of untrans-
formed/transformed cell systems (reviews in Hak-
omori, 1973; Brady and Fishman, 1974). Of the
many glycolipid alterations seen after transforma-
tion, the most general changes seem to be de-
creases in the complex glycolipids, *glycolipid sim-
plification,” resulting from deletion of the termi-
nal saccharide residues and a loss in the ability of
glycolipid synthesis to respond to cell contact,
“contact-extension,” (Hakomori, 1973). In addi-
tion, many of the glycolipids in transformed cell
lines show increases in accessibility of their oligo-
saccharide residues to lectins and enzymes. These
proposals have had their drawbacks, however, be-
cause some spontaneous mouse and hamster
transformed cell lines do not show “glycolipid
simplification” (Brady and Fishman, 1974).

Surface labeling studies utilizing lactoperoxi-
dase-catalyzed '®’I-iodination and galactose oxi-
dase [*H]borohydride techniques have revealed
differences between many untransformed/trans-
formed cell pairs (reviews in Hynes, 1974, 1976;
Roblin et al., 1975; Nicolson, 1976 b). Examina-
tion of »I-tyrosine residues in cell surface pro-
teins or [*H]D-gal and -D-galNAc containing cell
surface glycoproteins reveals loss of a high molec-
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ular weight (210,000-250,000) component after
transformation. This component has been var-
iously designated LETS protein (large, external,
transformation-sensitive), galactoprotein a, CSP
(cell surface protein), component Z, SF210, etc.
It seems to be mising on a wide variety of (but not
all) transformed cells (Hynes, 1974, 1976; Nicol-
son, 1976 b) and could be important in cell attach-
ment and adhesion (Hynes, 1976). This compo-
nent is antigenic and appears to be localized on the
cell surface in association with cellular fibrillar
structures (apparently microfilaments) and surface
ridges and appendages as well as on the growth
substrate as a fibrous network (Wartiovaara et al.,
1974). It is extremely sensitive to proteolytic en-
zymes, and this could lead to its loss after transfor-
mation by protease cleavage during or after its
biosynthesis (Hynes, 1976; Fig. 3).

Portions or fragments of cell surface glycopro-
teins have been removed by proteolytic enzyme
treatment and partially purified by gel filtration
(Warren et al, 1973). Glycopeptides obtained
from the surfaces of transformed cells chromato-
graph differently when compared to those from
untransformed cells. Transformed cell glycopep-
tides usually migrate at higher apparent molecular
weight, but removal of sialic acid from the glyco-
peptide mixture abolishes the abnormal migra-
tion, suggesting that there are at least differences
at the cell surface after transformation concerning
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Ficure 3 Loss of 200-250 K surface glycoprotein after neoplastic transformation or proteolytic enzyme

treatment.
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the amount of sialic acid in glycoproteins. More
recent work has revealed additional saccharide
compositional differences in the glycopeptides ob-
tained from transformed cells (see L. Warren et
al., this volume).

Several cell surface enzyme activities have been
observed to change after transformation. In-
creases in cell surface and secreted proteases, in-
cluding plasminogen activator, glycosidases, and
other enzymes have been found (reviews in
Hynes, 1974, 1976; Reich et al., 1975; Roblin et
al., 1975; Nicolson, 1976b), although few of
these changes seem to be universal. Several sur-
face properties of transformed cells seem to de-
pend on protease activities such as lectin agglutin-
ability (reviews in Rapin and Burger, 1974; Nicol-
son, 1974, 19765b), stimulation of cell division
(reviews in Hynes, 1974, 1976; Rapin and
Burger, 1974; Roblin et al., 1975), mobility of
surface components (reviews in Rapin and
Burger, 1974; Nicolson, 1974, 1976b), changes
in sugar and phosphate transport (Hatanaka,
1974; Pardee, 1975), and antibody reactivities
(Hakomori, 1973; Nicolson, 1976 b; and others).
Poste and Weiss (1976) have proposed that in-
creased proteolytic enzyme release by transformed
cells maintains them in an activated state because
of “sublethal autolysis” at the cell surface. When
untransformed cells are treated with low levels of
proteases, they transiently acquire many of the
above properties usually associated with trans-
formed cells (Hynes, 1974, 1976; Rapin and
Burger, 1974; Poste and Weiss, 1976), and trans-
formed cell behavior can be modified, in part,
by protease inhibitors (Roblin et al., 1975; Poste
and Weiss, 1976).

Proteases can also transiently mimic transfor-
mation of normal cells with respect to cellular
transport (Hatanaka, 1974; Poste and Weiss,
1976). Transport of many sugars and metabolites
occurs at higher rates in transformed cells (Hatan-
aka, 1974; Pardee, 1975). Some of these changes
in transport can also be mimicked in untrans-
formed cells by hormones, serum (Holley, 1975;
Gospodarowicz and Moran, 1976), or the addi-
tion of cyclic nucleotides (Pastan and Johnson,
1974).

Virus-transformed cells generally have lower
levels of cyclic AMP (Pastan and Johnson, 1974),
and addition of stimulatory quantities of insulin or
other growth factors to quiescent untransformed
cells usually triggers cell multiplication (Holley,
1975; Gospodarowicz and Moran, 1976). Other

cyclic nucleotides such as cyclic GMP have been
proposed to be involved in this process in at least
some cells as intracellular messengers (Goldberg
et al., 1974); however, these changes do not ap-
pear to be general.

Modifications usually ocurring on transformed
cell surfaces also include increased susceptibility to
lectin agglutination (reviews in Nicolson, 1974,
1976b; Rapin and Burger, 1974), enhanced mo-
bilities of certain cell surface receptors and disor-
ganization of cell cytoskeletal elements (review in
Nicolson, 1976b). These events are probably not
unrelated. Transmembrane linkages of cytoskele-
tal elements to cell surface receptors and their
control over receptor distribution and mobility
may determine, in part, the cell agglutination
characteristics of transformed cells (Fig. 4), al-
though cell agglutination appears to be a complex
process involving many different properties of the
cell surface (reviews in Nicolson, 1974, 1976b;
Rapin and Burger, 1974).

Cell surface antigens are, in many cases, also
capable of higher rates of redistribution on trans-
formed compared to untransformed cells (Edidin
and Weiss, 1974), but cap formation is most often
reduced (review in Nicolson, 1976b). These
changes in receptor mobility could also be the
result of modifications in transmembrane cytoske-
letal control or sublethal autolysis by proteolytic
enzymes. Transformed cells are characterized by
the appearance of tumor-associated antigens
(Baldwin, 1973). These antigens could be of fetal
or embryonic or of viral origin, or they could be
antigens entirely unique to the transformed state.
The release into the surrounding media of these
antigens and other cell surface components ap-
pears to be an important way in which tumor cells
interfere with host immunologic responses to neo-
plasia (review in Alexander, 1974). The released
antigens and factors can serve as ‘“‘blocking fac-
tors” that neutralize immune cells involved in cell-
mediated immunity, one of the most effective host
defenses against certain neoplastic cells (Hells-
trom and Hellstrom, 1972).

The Cell Surface and Malignancy

Of the many cell surface differences between
untransformed and transformed cells briefly de-
scribed above, few probably have any relevance to
tumor malignancy in vivo (Nicolson, 19765b)
which can be defined as the ability of tumor cells
to metastasize to near and distant host sites. This
phenomenon is usually the final, fatal course of
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FiGURE 4 Modification of cell surface ligand-induced receptor mobility after neoplastic transformation.

clinical cancer, and this is now receiving an in-
creasing amount of scientific attention. Tumor
cells metastasize by invasion of surrounding nor-
mal host tissues, followed by entry into the circula-
tory system, lymphatics, or coelomic cavities
where the malignant cells detach from the primary
tumor and travel to distant sites and establish new
secondary tumor colonies (review in Fidler,
1975a). Blood-borne malignant tumor spread
(Fig. 5) is particularly insidious, as the major or-
gans can become targets for tumor colonization.
In blood-borne metastasis malignant cells enter
the circulation, but they usually die quickly; only a
small fraction survive (<1% in one study [Fidler,
1970]) and grow to eventually form gross tumor
nodules. In fact, the mere presence of tumor cells
in the blood is not an indication that subsequent
implantation, survival, and growth will occur
(Salsbury, 1975), because the transported emboli
must successfully arrest in a capillary bed, invade
surrounding basement membranes and tissues, es-
tablish a proper microenvironment for growth,
and escape host defense mechanisms (Fidler,
1975a; Nicolson et al., 1976a). These necessary
physiological properties of metastatic tumor cells,
particularly loss of proper cell positioning, detach-
ment, transport, etc., make them quite different
from nonmetastasizing or benign tumor cells, and
it is important to determine what tumor cell sur-
face characteristics are essential in defining states
of tumor progression and spread. Unfortunately,
few experimental models exist that can be used to
study metastasis.
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One system that has been successfully used to
study the possible tumor cell properties important
in determining host tumor invasion, cell detach-
ment, survival in the circulation, arrest, migration,
vascularization, growth, and escape from host de-
fenses is the B16 malignant melanoma variants
described by Fidler (1973 a). These variant tumor
cell lines were sequentially selected in syngeneic
mice by repeated intravenous injection of B16
cells removed and cultured from lung colonies.
B16 lines were obtained after ten such sequential
in vivo selections, and these variants show mark-
edly enhanced abilities to form lung colonies from
subcutaneous implants or after intravenous injec-
tion of a single tumor cell suspension.

The cell surface properties of these variants of
low and high in vivo metastatic potential suggest
that the following characteristics are important in
tumor malignancy: surface enzymes, cell adhesive
properties, angiogenesis, certain surface antigens,
cell mechanical properties, secretion and shed-
ding, and undoubtedly others (Nicolson et al.,
1976a).

During primary invasion tumors must extend
and break down the extracellular matrix which
holds normal tissues together. In in vitro invasion
assays the highly metastatic B16 variants always
invade normal tissues more extensively than B16
variants of low metastatic potential (Nicolson et
al., 1976a). Actively expanding tumors are
known to contain large concentrations of degrada-
tive enzymes (Strauch, 1972), and measurement
of degradative enzymes in sparse cultures of B16
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FIGURE 5 Pathogenic sequence of melanoma metastasis (from Nicolson et al., 1976a).

melanoma indicates that the more metastatic lines
produce higher levels of some proteases and gly-
cosidases (Bosmann et al., 1973) but produce
similar amounts of others such as plasminogen
activator (Nicolson et al., 1976b). Alternatively,
the presence of dead and dying cells in tumor
tissue, which release lysosomal and other en-
zymes, could account for the differences observed
between in vivo grown tumor cells and cells grown
in vitro (Poste and Weiss, 1976).

Once tumor cells invade into the lymphatics
and/or circulation, they can interact with one an-
other or with host blood cells. The B16 lines of
high metastatic potential homotypically (self) ag-
gregate at greater rates compared with variant
lines of low metastatic potential (Nicolson et al.,
1976b). Similarly, high metastatic B16 variants
heterotypically aggregate at greater rates with
blood lymphocytes (Fidler, 1975b), platelets
(Gasic et al., 1973), and noncirculating organ cells
(Nicolson and Winkelhake, 1975). These interac-
tions lead to the formation of multicellular emboli,
and these emboli are known to be more successful
on a per cell basis in implanting and surviving to

form experimental metastases (Fidler, 1973b).

At any time during the sequence of metastatic
events the tumor cells must escape host defenses
which can be immune or nonimmune in nature
(Fidler, 1975a). In the B16 system host immunity
against the primary tumor may actually aid in the
formation of experimental metastases (Fidler et
al., 1977; Fidler and Nicolson, submitted for pub-
lication). This appears to be primarily because of
an increase in blood-borne tumor cell arrest after
heterotypic tumor cell-lymphocyte aggregation. In
this system, lymphocytes are not nearly as effec-
tive as macrophages in killing B16 melanoma (Fi-
dler, 1974b), so the melanoma cells resistant to
lymphocyte killing actually survive at higher rates.

It is impossible to discuss the many aspects of
metastasis here in detail, but future work in cancer
research will undoubtedly focus more on systems
that have possible clinical relevance such as con-
trol of the malignant phenotype.
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THE MEMBRANE GLYCOPROTEINS OF NORMAL

AND MALIGNANT CELLS

L. WARREN, C. A. BUCK, G. P. TUSZYNSKI, and J. P. FUHRER

Many knowledgeable people believe that malig-
nancy begins with one or a small number of
changes (Knudson, 1973), a mutation or what
might be its functional equivalent, an oncogenic
viral infection (Tooze, 1973). Yet, the most strik-
ing feature of the malignant cell is that so many
details of function have changed even if only in a
minor, quantitative way. Differences between
normal and malignant cells may be divided into
two categories; first, the discrete, qualitative, pri-
mary type of change that centers in the DNA and
genetic apparatus of the cell; second, the second-
ary and tertiary involvements that cascade to en-
compass most of the cell’s apparatus.

It should be emphasized that, despite the exten-
sive changes in the malignant cell, it is still alive
and well. It divides too well and lacks certain
subtle and specialized functions, such as interact-
ing with neighboring cells and failing to respond to
their appeals to stop moving about and dividing.
The fundamental changes in malignancy seem to
be small, not large, otherwise the cell could not
survive the upheaval. The original change is com-
patible with life, as is the cascade of secondary and
tertiary involvements. The malignant cell arrives
at a new equilibrium, still within the confines per-
missive of life. Although the numerous and exten-
sive changes within the cell considered separately
may be almost trivial, the consequences for the
host are disastrous.

The last few decades have witnessed many com-
parative structural and compositional studies of
normal and malignant cells. Studies on lipids have
revealed rather small and unpromising differences
(Bergelson, 1972) despite the fervent hopes of
those who would like to ascribe an increased
“fluidity” to the surface membrane of malignant

L. WARREN and co-worRkers The Wistar Institute,
Philadelphia, Pennsylvania

cells. Extensive work on the glycolipids has re-
vealed widely occurring differences (Hakomori,
1973; Brady and Fishman, 1974; Sakiyama and
Robbins, 1973). Generally, there is a tendency for
malignant cells to leave the oligosaccharide chains
of the glycolipids incomplete, resulting in a simpli-
fication of glycolipid patterns. Synthesis of some
glycolipids has been found to be growth-depend-
ent. When NIL cells become confluent and enter
plateau phase they begin to synthesize certain neu-
tral glycolipids, whereas transformed NIL cells,
which continue to divide, do not (Robbins and
Macpherson, 1971). The extent of exposure of
glycolipids on the surface of transformed cells dif-
fers from that of control cells as detected by their
susceptibility to attack by galactose oxidase
(Gahmberg and Hakomori, 1974).

In the past 5 yr a number of workers have been
investigating proteins of surface membranes by
comparing polyacrylamide gel electrophoresis pat-
terns of surface membranes after labeling them by
iodination with lactoperoxidase, reduction with
NaB?3H, after galactose oxidase, metabolic label-
ing, and other methods (Hynes, 1976). Among
several differences in autoradiographic patterns
that have been found, perhaps the most important
is the partial or complete disappearance from the
transformed cell of a large, surface glycoprotein of
210,000-250,000 mol wt. This glycoprotein is
present in highest concentration during the G,
phase of control cells and decreases during mito-
sis. When added back to transformed cells, it
appears to restore their morphology to normal but
does not alter their ability to divide or transport
nutrients (Yamada et al., 1976).

We have also been looking for differences in the
banding patterns of membrane proteins of normal
and malignant cells. We have fractionated control
hamster tissue culture cells (BHK,,/C,;) and their
Rous virus-transformed counterpart, C3/B, into

Membrane Glycoproteins in the Malignant Cell 149



various membrane components, the fractions have
been electrophoresed on SDS polyacrylamide gel,
and stained with Coomassie blue. In Fig. 1 are
seen the results of such a procedure. Careful in-
spection of the patterns reveals some differences,
mostly decreases or disappearances of bands in
transformed cells. No claim is made that these are
consistent and reproducible changes, but it is quite
clear that if one looks closely enough several fine
differences can be found. At the present time the
critical problem is not only to find chemical, struc-
tural, and compositional differences but when
found to show that they are widespread, reproduc-
ible, and can be linked to specific malignant char-
acteristics, such as persistent cell division, charac-
teristic morphology, decreased intercellular adhe-
siveness, loss of contact inhibition of motion, me-
tabolism, and cell division, ability to grow to
higher saturation densities in culture, alterations
of nutrient transport, decreased dependency on
serum factors, ability to grow in soft agar, etc.
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(Tooze, 1973; Burger, 1971; Weiss, 1967; Pitot,
1974).

Although there are several possible schemes to
explain the cascade phenomenon in malignancy in
which one or a small number of changes leads to
many, it is not unreasonable to believe that altera-
tions in cellular membranes could perturb numer-
ous processes producing the pleotypic character of
the malignant cell (Pitot, 1974; Wallach, 1968).
My co-workers and 1 have been examining the
membranes of normal and malignant cells to test
this hypothesis. To provide a background for dis-
cussion of our latest work on this subject, it would
be best to review work by me and my associates
(Buck et al., 1970, 19714, b, and 1974; Warren
etal., 19725, 1973) as well as by others (Meezan
et al., 1969; Sakiyama and Burge, 1972; Emme-
lot, 1973; Beek et al., 1973, 1975; Smets et al.,
1975) carried out over the past 6 yr.

We have been studying the carbohydrate com-
ponents of the membrane glycoproteins of tissue
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Figure 1 Coomassie blue staining profiles of membrane fractions from control BHK,,/C,; (C) and
transformed cells C,3/B, (T) analyzed on a 10% polyacrylamide SDS slab gel. Cells were fractionated by
methods previously described (Buck et al., 1974). Gel electrophoresis was performed by the method of
Laemmli (1970).
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culture cells. The control cell most frequently used
in our studies has been the baby hamster kidney
cell BHK,,/C; which, although not really a nor-
mal cell, is virtually nontumorigenic and does not
grow in soft agar medium. Our malignant cell is
C,3/B, which has been transformed with Rous
sarcoma virus (Bryan strain). To compare carbo-
hydrate structures the double-label method is
used. Control cells are grown in the presence of L-
[“Clfucose or p-["C]glucosamine, and trans-

formed cells in the presence of L-[*H]fucose or b-

[*H]glucosamine. Equivalent labeled fractions

(e.g., surface membranes) or surface material re-

moved by trypsin, “trypsinates,” from each type
of cell are exhaustively digested with pronase, and

the limit digest (containing both “C and 3H) is
chromatographed on a column of Sephadex G50
(Buck et al., 1970, 1971a). The elution patterns
clearly show the presence of an early-eluting peak
of glycopeptides, which is considerably larger in
the malignant cell than in the control (Fig. 2). We
call this peak of material “group A glycopeptides”
(Buck et al., 1974; Warren et al., 1972b).

Quantitation and Nature of Difference

of A Glycopeptides in Control and
Malignant Cells

The difference between control and trans-
formed cells appears to be quantitative with re-

0
400 4 300
>
300
a I
N
¥ i /BHK,/C 200
|
¥
200+ '
' O
! =
I §l o E
\ ¢ a
O
I 100
1001
T T T T T T T T T T
20 40 60 80 100
Fraction Number
Biue Dextran Phenol Red
I X ¥ X TR E Location
4680 31800\ 2,200 [ 1,280 | 342} Standards
4000 1400 504 164 mol wt

Figure 2 Co-chromatography on Sephadex G50 of pronase digested trypsinates from control cells,
BHK,,/C,; and virus-transformed C,3/B,. Control cells had been grown for 3 days in the presence of L-
[®H]fucose while transformed cells had been grown in the presence of L-[*C}fucose. The column was 0.8 X
100 cm and was developed with buffer (0.1 M Tris acetate, pH 9.0, 0.1% SDS, 0.1% mercaptoethanol,

and 0.01% EDTA). Samples of 0.7 ml were collected and counted for H and C. The point of elution of
various carbohydrates of known molecular weight are shown below.
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spect to peak A glycopeptides. Recent unpub-
lished analytic studies have shown that there are
two to four times the amount of peak A glycopep-
tides in transformed cells than in controls. When
peak A and B type glycopeptides are further
analyzed by paper electrophoresis and by chroma-
tography on columns on DEAE Sephadex, no real
qualitative differences are found between the
glycopeptides of control and transformed cells
despite the considerable resolving power of these
methods. However, these experiments are not yet
definitive. To date the differences are only quanti-
tative.

By using radioactive fucose, balance studies
have shown that the increase of peak A glycopep-
tides is accompanied by a corresponding decrease
in the peak B glycopeptides as the total amount of
glycopeptide groups derived from membrane gly-
coproteins of control and transformed cells is ap-
proximately the same. Although the B type glyco-
peptides are eluted later from the Sephadex G50
column and are smaller than the A glycopeptides,
pulse-chase experiments suggest that they are not
precursors of A glycopeptides. The B glycopep-
tides bind Concanavalin A (Con A) and behave
completely differently as a group from the A
glycopeptides on two-dimensional paper electro-
phoresis (D. Blithe and D. Wylic, unpublished
data). The A glycopeptides do not bind Con A
either before or after their sialic acid residues are
removed.

Growth Dependence of Peak A
Glycopeptide Appearance

The formation of peak A glycopeptides is
clearly growth-dependent (Buck et al., 1971b;
Muramatsu et al., 1973; Ceccarini, 1975; Ceccar-
ini et al., 1975; Glick and Buck, 1973). They are
formed in log phase of growth, in cells inhibited in
M phase with vinblastine (Glick and Buck, 1973),
or at the G,/S phase in cells inhibited by thymidine
(unpublished data). It is clear that for meaningful
comparisons of control and transformed cells both
types of cell must be labeled with isotope in full
log phase of growth and with approximately the
same doubling time, 21 h for BHK,,/C,3 and C,3/
B, cells. It is under these conditions that we have
found peak A type glycopeptides to be increased
two- to fourfold in transformed cells. When cells
enter a plateau phase and cease to increase in
number, peak A glycopeptides sharply decrease in
amount (Buck et al., 1971b; Muramatsu et al.,
1973; Ceccarini, 1975; Ceccarini et al., 1975).
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Analytic Work

Peak A and B glycopeptides are complex mix-
tures, and a major effort has been made in this
laboratory to separate and purify them before
detailed chemical and structural analyses are un-
dertaken.

Preliminary analyses show that the A glycopep-
tides as a whole contain about 16 sugars and the B
glycopeptides about 12. These are, N-acetyl-D-
glucosamine, D-mannose, D-galactose, L-fucose,
and sialic acid. Only traces of N-acetyl-D-galactos-
amine are present. The A and B glycopeptides
contain approximately three and one sialic acid
residues, respectively (Warren et al., 1974 4). The
sugar-polypeptide union appears to be a B-glyco-
sylamine linkage as it is not susceptible to cleavage
with alkaline borohydride. Further, the antibiotic
tunicamycin (Tkacz and Lampen, 1975) added to
cell cultures (0.6 ug/ml) rapidly and completely
inhibits the addition of sugars to proteins (unpub-
lished data). It is interesting that whereas only 1 of
16 carbohydrate groups of glycophorin A, the
major glycoprotein of the human red blood cell, is
bound through a B-glycosylamine linkage (Tomita
and Marchesi, 1975), our experience is that the
vast bulk of the linkages in the glycoproteins of
fibroblasts are of this type.

When the sialic acid of group A and B glycopep-
tides is removed chemically or enzymatically, they
lose charge, become smaller, and elute later from
columns of Sephadex G50 than do unmodified B
glycopeptides. After desialylation, the A and B
glycopeptides of control and transformed cells
elute as a single superimposable peak (Warren et
al., 1972b, 1973). The fact that the glycopeptides
elute together may be fortuitous and clearly does
not mean that they are of identical composition
and structure.

Distribution of Group A-Bearing
Glycoproteins within the Cell

Earlier work by Robbins and his co-workers
(Meezan et al., 1969) investigating glycopeptide
patterns of glycoproteins from control and trans-
formed mouse cells with the double-label method
suggested some differences. Buck et al. (1970,
19714, b) then demonstrated reproducible differ-
ences when comparing glycopeptides from the cell
surface (membranes and “trypsinates”). How-
ever, we later found that the increase in A glyco-
peptides is not confined to the cell surface but is
also found on glycoproteins of the endoplasmic
reticulum, Golgi membranes, lysosomes, inner



and outer mitochondrial membranes (Buck et al.,
1974), and nuclear membranes (Keshgegian and
Glick, 1973; Buck et al., 1974). The change ap-
pears to be coordinate and is found in the mem-
brane glycoproteins throughout the cell. From the
elution patterns of glycopeptides derived from the
entire cell labeled with radioactive L-fucose, it can
be shown that at least 75% of all cellular mem-
brane glycopeptides are of the A-B type.

Occurrence of Increased Peak A
Glycopeptides in Malignant Cells

The enrichment of peak A glycopeptides in ma-
lignancy is widespread throughout nature (Table
I). It has been found in five species of cells trans-
formed by DNA and RNA oncogenic viruses,
chemically and spontaneously transformed cells of
the fibroblastic, epithelial, and lymphoid series
(Beek et al., 1973), in primary cell lines and estab-
lished lines, euploid and aneuploid cells, virus
producers and nonproducers. Group A glycopep-
tides are enriched in cells transformed by tempera-
ture-sensitive virus (T5) growing at a permissive
temperature where malignancy is expressed (War-
ren et al., 1972a). Further, Lai and Duesberg
(1972) have shown that there is an increased
amount of peak A glycopeptides in the glycopro-
teins of T5 Rous sarcoma virus, itself produced by
transformed cells growing at a permissive temper-
ature (36°C). They are not found when the cells

are grown at the nonpermissive temperature of
41°C. Virus production is approximately equal at
both temperatures (Martin, 1970).

The phenomenon occurs in solid tumors such as
hepatomas (Smets et al., 1975) and mouse mela-
noma (Warren et al., 1975) in various sites of the
body. Recently, we have found it in mammary
carcinomas, a solid epithelial tumor. Dutch work-
ers have found the enrichment in relevant cells of
individuals with acute and chronic lymphatic and
myelocytic leukemias and Burkitts lymphoma but
not with infectious mononucleosis (Beek et al.,
1975). The glycopeptides are not enriched in lym-
phocytes stimulated with mutagens (Beek et al.,
1975).

Recently, Ceccarini compared the surface gly-
copeptides of the human diploid fibroblast W138
with those of its counterpart, transformed by
SV40 (Ceccarini, 1975). He showed that both
control and transformed cells in log phase con-
tained type A carbohydrate in equal amounts;
they disappeared in both cell types upon cessation
of growth, and he concluded that type A glycopep-
tide formation is more closely related to the
growth state than to malignancy. However, it has
been recently shown that SV40-transformed
W138 is not tumorigenic in nude mice (Stiles et
al., 1975). It is of relevance that Glick, working
with Rabinowitz and Sachs (Glick et al., 1973,
1974), has presented evidence that the extent of
peak A glycopeptide production in chemically and

TasLE [
Occurrence of Glycopeptide Alterations in Malignant Cells

Species Control cell Malignant cell Comments
Chicken CEF* CEF-SR Virus (RNA)
CEF-TS (41°C) CEF-T5 (36°) T5 virus (RNA)
Mouse 3T3 (Balb C or Swiss) SVT2 3T3-SV 3T3-Py 3T3-PySV SV40, Py (DNA)
Ka 31 Virus (RNA)
3T3-RSV Virus (RNA)
3T3-f, 3T12-3 Spontaneous
Various mouse tissues Lymphosarcoma Solid tumor
Melanoma ” ”
Resting mammary gland Mammary carcinoma ” ”
MB III (lymphoblast) MBVIA Lymphoid cells
Rat Liver cells N1S1-67 (Novikoff hepatoma) Chemical
Hamster BHK,,/C,; Cs/SR;, C3/By, PyY Virus (RNA and
DNA)
C4/SV40, C,3/SV40 —M
Chemically transformed lines Chemical
Human Lymphocytes Acute, chronic lymphatic and

PHA-stimulated lymphocytes
Infectious mononucleosis

myelocytic leukemias

Burkitts lymphoma

* Chick embryo fibroblasts.
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virally transformed cells is more closely related to
in vivo tumorigenesis than to any in vitro criterion
of malignancy.

Biosynthesis and Turnover of
Carbohydrates of Peak A and
B Glycopeptides

The rate of synthesis and degradation of peak A
and B glycopeptides has been measured by ob-
serving the rate of incorporation of radioactive p-
glucosamine and L-fucose into the glycopeptides
and the rate of exit of isotope from prelabeled
cells (unpublished data). It is evident that the rate
curves are parallel. Enhancement of peak A glyco-
peptides in transformed cells is not the result of
differential turnover. Studies of glycosidase levels,
especially of neuraminidase, in control and trans-
formed cells strongly suggest that differential lev-
els of degradative enzymes in these cells could not
account for increased peak A glycopeptides in
transformed cells. Neuraminidase activity is so
small it is very difficult to detect.

Glycosyl transferases have been studied. We
have found a sialyl transferase that transfers N-
acetylneuraminic acid (NAN) from its activated
form, cytidine 5’-monophospho-N-acetylneura-
minic acid (CMPNAN), to desialylated peak A
and other glycopeptides, which is 3-10 times
greater in activity in transformed cells than in
controls (Warren et al., 1972b, 1973). At the
same time in the same cells there are equal activi-
ties of other sialyl transferases which use desialy-
lated mucin or fetuin as acceptors. Chick embryo
fibroblasts (CEF) transformed with the tempera-
ture-sensitive mutant Rous sarcoma virus, T35
(Warren et al., 1973), manifest elevated peak A
glycopeptide levels and sialyl transferase activity
at a permissive temperature (36°C) where malig-
nancy is expressed compared to control levels at
41°C (nonpermissive temperature). Peak A glyco-
peptide levels and sialyl transferase activity are
elevated at both temperatures in CEF transformed
by the wild-type virus.

We are completing work on a study which
clearly shows that a requirement of the sialyl
transferase elevated in malignancy is that L-fucose
must be present on the peak A glycopeptide ac-
ceptor before it will accept sialic acid (NAN) from
CMPNAN. It is probable that this sialyl transfer-
ase is not the only one with an 1-fucose specificity.

Transformed and control cells also contain a
fucosyl transferase capable of transferring 1-fucose
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from GDP-fucose to defucosylated peak A and
other glycopeptides. Activity is at least two and a
half- to eightfold greater in the transformed cells
(unpublished data). It would appear that the bio-
synthesis of the carbohydrate component of glyco-
proteins is complex and that alterations in the level
of their biosynthesis is even more complex. Our
work suggests that a whole battery of transferase
activities may be altered.

Shifts in the Populations of Carbohydrate
Groups on Glycoproteins

Do peak A glycopeptides increase in malignant
cells because there are more glycoproteins formed
that happen to be rich in peak A carbohydrate
groups or do peak A carbohydrates substitute for
peak B types on a specific polypeptide? Attempts
to answer these questions are now being made,
and this requires the isolation of homologous gly-
coproteins of control and transformed cells. Con-
trol and transformed cells metabolically labeled
with *C and *H p-glucosamine or r-fucose have
been extracted with lithium diiodosalicylate (LIS;
Marchesi and Andrews, 1971). The LIS extract
contains the bulk of the glycoproteins of the cell.
By extracting the LIS extract with phenol, water-
soluble and phenol-soluble fractions have been
obtained. These consist of two distinct and sepa-
rate populations of proteins and glycoproteins as
shown by chromatography on SDS-hydroxyapatite
columns (Warren et al., 1974b). The fractions
have been analyzed on gels and have been re-
solved by preparative disk gel electrophoresis. Gel
patterns as visualized by Coomassie blue staining
and autoradiography by the use of materials la-
beled with radioactive amino acids or p-glucosa-
mine reveal close homology of glycoproteins of
control and malignant cells. Bands of similar mo-
lecular weight from control and transformed cells
(BHK,,/C,; and C,3/B,) labeled with *C or 3H p-
glucosamine have been cut out, mixed, and ex-
haustively digested with pronase, and the limit
digest chromatographed on columns of Sephadex
G50. In eight out of eight pairs of bands from
different molecular weight regions of the gel of
control and transformed cells, the double-label
glycopeptide patterns have been shown to differ
significantly (Fig. 3). In most instances there are
more peak A glycopeptides in the bands from the
transformed cells. Bands from the phenol-soluble
fraction from control cells contain predominantly
peak B glycopeptides, whereas type A, B, and C
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Figure 3 Co-chromatography on Sephadex G50 of pronase-digested glycoprotein bands cut from a

preparative electrophoretic (slab) gel. Control (BHK,,/C,s;

) and transformed (C,3/B,; ---) cells had

been grown in the presence of [*H]- and [**C]glucosamine, respectively. Cells were extracted with LIS and
the extracts were electrophoresed. Bands from identical molecular weight regions were cut out, mixed,
exhaustively digested with pronase, and chromatographed on a column of Sephadex G50. Bands I-IV on
the left (mol wt 150,000-18,000) are from the LIS aqueous layer and bands I-IV on the right) (mol wt

150,000-18,000) are from the LIS phenol layer.

glycopeptides are derived from the bands of mate-
rial from transformed cells. Type C glycopeptides
are most likely core structure glycopeptides con-
taining about six sugars, mostly p-mannose and N-

acetyl-D-glucosamine, some D-galactose, and no
sialic acid or 1-fucose. These elute later, to the
right of the B glycopeptides, in elution patterns of

Sephadex G50 columns.
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Assuming for the present that we are dealing
with relatively homogeneous glycoproteins in the
gel bands, these observations strongly suggest that
the carbohydrate components of many (perhaps
all!) membrane glycoproteins are significantly al-
tered when the cell becomes malignant. These
changes occur in every membrane system of the
cell. It would appear that several of the membrane
glycoproteins of control cells contain primarily B
type glycopeptides. Upon transformation, larger
glycopeptides (peak A) and smaller, incomplete
glycopeptides (type C) are formed on given poly-
peptide chains. Formation of smaller incomplete
sugar chains is reminiscent of Hakomori’s thesis
(1973) that transformed cells often fail to com-
plete the chains of sugars of their glycolipid. The
relative levels of homologous membrane glycopro-
teins in control and transformed cells is not known
at the present time nor is it known whether the
carbohydrate groups of soluble glycoproteins are
similarly altered. Changes in the carbohydrates of
lysosomal enzymes, some of which have been
shown to be glycoproteins (Goldstone and Ko-
enig, 1970), might alter their activities and their
binding to lysosomal membranes (proteinases and
proteinase activators at the cell surface?). Perhaps
the altered binding of large external transforma-
tion-sensitive (LETS) protein (Hynes, 1976) to
malignant cell surfaces is the result of changes in
its carbohydrate components.

Conclusions

We are studying a change in the carbohydrate
moiety of membrane glycoproteins of the malig-
nant cell. The change, which appears to be a gross
exaggeration of a normal state, takes place in a
wide variety of tumors, in every membrane system
of the cell. Our most recent work suggests that the
carbohydrate units of most, if not all, membrane
glycoproteins of malignant cells are altered. How-
ever, we have not looked at the carbohydrates of
soluble glycoproteins where one could imagine
that altered carbohydrate units would affect the
binding to membranes. These extensive, structural
changes could certainly be the physical basis for
the cascade phenomenon and the pleotypic char-
acter of the malignant cell. However, we really do
not know whether altered glycosylation patterns
are related to changes observed in the malignant
cell —enzyme function, immunogenicity adhesive-
ness, growth control, initiation of DNA synthesis,
and others. Do the carbohydrate changes alter the
conformation and arrangements of proteins in
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membranes? Do the extra sialic acid-rich peak A
type of glycopeptides alter, block, or create var-
ious receptors on and in the cell?

We certainly cannot claim that carbohydrate
changes are primary carcinogenic events, or even
close to it. We would like to think that it is one of
the important changes. Perhaps it is one of the
stages in the emergence of the full-blown malig-
nant cell. Perhaps some carcinogenic change, pos-
sibly in the membrane, causes altered glycosyla-
tion which in turn alters many other processes,
some of which are integral to malignancy. These
more remotely perturbed processes may reach
back and affect the glycosylation mechanism caus-
ing a second shift in activity patterns. Obviously
the situation is complex and it will take a long time
to understand it.
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BIOCHEMICAL BASIS OF THE MORPHOLOGIC
PHENOTYPE OF TRANSFORMED CELLS

IRA PASTAN, MARK WILLINGHAM, KENNETH M. YAMADA,
JACQUES POUYSSEGUR, PETER DAVIES, and IRWIN KLEIN

Cancer cells have defective growth control. How-
ever, in addition to their abnormal growth, malig-
nant cells often have other properties that distin-
guish them from normal cells. These properties
may enable cancer cells to spread and to invade
foreign tissues. One of the principal goals of our
laboratory recently has been to use tissue culture,
biochemistry, and genetics to understand the bio-
chemical basis of this abnormal behavior.

Our work in this area began when G. Johnson
and I. Pastan observed that a variety of cancer
cells growing in tissue culture were altered in mor-
phology after treatment with Bto,c AMP to a shape
more similar to that of normal cells (Johnson et
al., 1971). Normal fibroblastic cells propagated in
tissue culture are elongated and flattened. Trans-
formed fibroblasts are often more compact, with
shortened cell processes, and in some cases are
quite round (Fig. 1 A). This change in shape is
usually accompanied by decreased adhesion to
substratum, increased agglutinability by plant lec-
tins, and the presence of numerous microvilli or
blebs on the cell surface. These four alterations,
(1) rounded shape, (2) surface microvilli, (3) high
agglutinability by plant lectins, and (4) low adhe-
sion, we shall refer to as “morphologic transfor-
mation” of fibroblasts. Our aim in this paper is to
distinguish these features from loss of growth con-
trol. We further suggest that decreased cell-to-
substratum adhesion is primarily responsible for
the three other responses. Lowered adhesiveness
may also be partially responsible for the disorgan-
ized, overlapping arrangement of cells characteris-
tic of cultures of transformed fibroblasts.

Treatment of transformed cells with Bt;cAMP

IRA PASTAN and co-WORKERs Laboratory of Molecular
Biology, National Cancer Institute, N.I.H., Bethesda,
Maryland

promotes cell process extension, resulting in elon-
gated, flattened cells that resemble normal cells

“(Fig. 1B; Johnson et al., 1973; Willingham and

Pastan, 19754). Associated with this change in
shape are increased adhesiveness to substratum
(Johnson and Pastan, 1972) and decreased motil-
ity (Johnson et al., 1972). Further, the susceptibil-
ity of the transformed cells to agglutination by
plant lectins such as concanavalin A is diminished
(Sheppard, 1971; Willingham and Pastan, 1974),
and microvilli decrease in number (Willingham
and Pastan, 1975 b). These actions of cyclic AMP
are not prevented by treating the cells with actino-
mycin D or cycloheximide and, therefore, appar-
ently do not require new RNA or protein synthesis
(reviewed in Pastan et al., 1975). These actions of
cyclic AMP may be mediated by enhanced phos-
phorylation of certain proteins (see below).

To establish the possible physiological relevance
of these observations, we attempted to isolate
mutants that were defective in synthesizing or re-
sponding to cyclic AMP. These efforts have been
partially successful. More important, they have
forced us to consider and begin to investigate the
cellular components directly involved in cell shape
and movement. These structural components in-
clude extracellular factors, such as adhesion pro-
teins, and intracellular components, such as tubu-
lin, actin, and myosin. Morphologic transforma-
tion probably results from alterations in those
structural components, and/or changes in sub-
stances such as cyclic AMP that regulate the activ-
ity of these molecules.

External Components: Adhesion and
Attachment Factors

Many of us have had the misfortune of finding
our cell cultures growing poorly because we had
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FiGure 1 L1929 cells growing on Falcon plastic. (A)
Control; (B) 1 mM Bt,cAMP for 24 h. Phase con-
trast X 260.

accidently used bacterial-grade Petri dishes. Fibro-
blastic cells adhere poorly (or not at all) to ordi-
nary plastic dishes and appear quite round. For
cells to spread out, the surface must have a nega-
tive charge (as is present on glass or “falconized”
plastic), or must consist of an organic substance,
such as collagen, to which the cells can adhere.
Under these conditions, proteins or glycoproteins
present on the cell surface interact with the sub-
stratum, apparently allowing the cells to spread
out and to move. Treatment of cells with proteases
cleaves such proteins, and the cells round up and
detach from the substratum.

A number of workers have attempted to iden-
tify and isolate, either from cell surfaces or from
serum, factors necessary for cell attachment and
adhesion (Moscona, 1973). K. Yamada has identi-
fied and then purified a protein from the surface of
chick embryo cells that seems to play an important
role in cell adhesion. This glycoprotein is known
as CSP (cell surface protein: Yamada and Weston,
1974), LETS (large external transformation-sensi-

162 CELLS AND HORMONE ACTION

tive) protein (Hynes and Bye, 1974), and by other
names (reviewed in Hynes, 1976; and Yamada
and Pastan, 1976). Similar proteins are present in
large amounts on the surfaces of early passage
human, mouse, and rat fibroblasts (unpublished
data). Transformed cells, such as chick embryo
cells transformed by the Schmidt-Ruppin strain of
Rous sarcoma virus, usually have a diminished
content of CSP or LETS protein. In addition, the
adhesiveness of these cells is greatly decreased.
When we added CSP back to other transformed
fibroblasts, it restored adhesiveness and cell shape
toward normal (Yamada et al., 1976). In addition
to flattening and elongating these cells, CSP treat-
ment decreased the number of microvilli on the
cell surface. In several cases, CSP also restored the
ability of fibroblastic cells to align as they grow,
inhibiting the marked overlapping of cells often
seen after transformation. In no case has CSP
inhibited the growth of transformed cells.

In comparing the amount of CSP present on
different cell lines, we were surprised to find that
some continuous nontransformed cell lines, such
as 3T3 and NRK (normal rat kidney fibroblast),
have quite low levels of CSP. In contrast, CSP
constitutes 3% of the total cell protein and up to
50% of the plasma membrane-associated protein
of early passage chick, mouse, and human embryo
cells. Despite the low content of CSP in 3T3 cells,
they are very tightly attached to the substratum.
This indicates that other mechanisms of adhesion
exist. With the exception of CSP, the principle
surface proteins of 3T3 cells and primary mouse
embryo cells are similar. Presumably, one or more
of these other proteins are also involved in the
adhesive process.

One clue as to the possible identity of such
proteins has come from studies of mutant cells. J.
Pouyssegur and his co-workers (1977) have iso-
lated a mutant of Balb 3T3 cells (AD®6) that is
defective in adhesion to substratum. When the
external protein components of AD6 were ana-
lyzed by surface iodination, a number of surface
proteins were found to be diminished (Pouyssegur
et al., 1977). Subsequently, we have found that
AD®G is defective in its ability to accumulate N-
acetylglucosamine-6-phosphate and, therefore,
makes incompletely glycosylated glycoproteins
(Pouyssegur and Pastan, 1977). Apparently these
defective glycoproteins are not situated in the
membrane in a position in which they can be
iodinated from the outside. Whether their inabil-
ity to be iodinated is because they do not pene-



trate through the membrane to the outside or is
the result of other steric factors needs to be clari-
fied. When ADG is fed N-acetylglucosamine, the
intermediate just distal to the site of the metabolic
block, its morphology returns to normal. Further,
the microvilli present on these cells decrease in
number, agglutinability by concanavalin A is
diminished, and adhesion to substraturmn increases
to the level of wild-type cells. Although AD6 has
the morphologic phenotype of transformed cells,
it has normal growth control and is not tumori-
genic (Pouyssegur et al., 1977).

Another approach to the isolation of mutants
defective in cell surface glycoprotein synthesis is to
use a selection procedure in which cells with nor-
mal glycoproteins are killed by various toxic lec-
tins that bind to these glycoproteins. Gottlieb and
co-workers (1975) have isolated mutants of CHO
cells. These mutants have a block in glycoprotein
synthesis at a much later step than does AD®6; they
are defective in the enzyme N-acetylglucosaminyl-
transferase. This defect also leads to a decrease in
adhesion to substratum. Whether the decrease in
adhesion in both types of mutants is on account of
a general change in membrane structure, a general
decrease in cell surface carbohydrates, or to a loss
of one or more specific adhesive molecules is not
yet clear. The isolation of additional adhesive-
defective mutants may shed light on such ques-
tions.

Internal Components: Tubulin, Actin,
and Myosin

It seems clear that possessing the external com-
ponents necessary for attachment to a substratum
is essential, but not by itself sufficient, for cells to
spread out, assume a normal fibroblastic shape,
and move about. For example, some cells will not
spread normally in the presence of vinblastine
(Rabinovitch and DeStefano, 1973). Conversely,
colchicine treatment of fibroblastic cells results in
a more rounded configuration and inhibits direc-
tional motility (Vasilieu et al., 1970).

At least two major groups of intracellular pro-
teins participate in the maintenance of cell shape
and in cell movement. One is tubulin and its
associated proteins. The other group contains
myosin, actin, and their associated proteins. These
proteins are thought to form the cellular cyto-
skeleton. After transformation, fibroblastic cells
reportedly contain decreased numbers of intact
microtubules (Edelman and Yahara, 1976). Al-

though the total amount of cellular actin and
myosin are usually not markedly decreased after
transformation, formation of microfilament bun-
dles is often inhibited (Edelman and Yahara,
1976; Pollack et al., 1975). The decrease in bun-
dles could be a result of decreased membrane-
associated actin (Wickus et al., 1975) and myosin
(Shizuta et al., 1976).

As mentioned above, treatment with plant alka-
loids which disrupt microtubules can result in cell
rounding. Conversely, treatment of cells with
Bt,cAMP increases the number of microtubules,
which fill elongated cell processes (Porter et al.,
1974; Willingham and Pastan, 19754). Agents
that specifically interfere with the actin-myosin
system are not available. One class of compounds
apparently affecting this system are the cytochala-
sins. These agents disrupt certain microfilament
systems that may contain actin, halt cell move-
ments, and cause bizarre alterations in cell shape
(Wessells et al., 1971). Because the cytochalasins
also strongly inhibit glucose transport, interpreta-
tion of experiments with these agents must be
made with caution, although work with cell-free
contractile systems should clarify this problem
(Pollard and Weihing, 1974).

Regulators: Cyclic AMP

Effects of cyclic AMP on cell shape have al-
ready been discussed. If cyclic AMP has an impor-
tant role in shape regulation, then conditions that
lower cyclic AMP levels should cause flat cells to
round up and manifest the other features associ-
ated with “transformed morphology”: low adhe-
sion, high agglutinability, and the presence of sur-
face microvilli. M. Willingham and his colleagues
(1973) have isolated a mutant of Swiss 3T3 cells
that fulfills this prediction. The mutant cells (3T3
CAMP') have the typical flat morphology of nor-
mal 3T3 cells when maintained at a constant tem-
perature of 39°C. However, when the tempera-
ture is lowered, the cells undergo the following
sequence of changes: 0-2 min, cyclic AMP levels
fall by 50% from 20 to 10 pmol/mg protein; at 2-
5 min, adhesion decreases; at 5~10 min, cell proc-
esses retract, the cells round up, microvilli form,
and agglutinability is increased (Willingham and
Pastan, 1974). The changes in shape, adhesion,
and agglutinability are all prevented by the pre-
vious addition of Bt,cAMP.

For cyclic AMP to alter cell shape, the cells
must be attached to a substratum and be actively
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extending and retracting their processes. This is
true of both the mutant cells previously discussed
and of transformed cells. From analysis of time-
lapse movies of 1.929 cells, it appears that one
principle effect of cyclic AMP is to inhibit the
retraction of cell processes (unpublished data).
Continued process extension with poor retraction
leads to striking changes in cell shape.

The ultimate shape a cell assumes is related to
the initial shape of its processes. L929 cells, for
example, possess narrow processes. Extension of
these processes leads to long, narrow cells. In
contrast, the processes of 3T3 cell are broad and
extension of these leads to large, flat cells (Wil-
lingham and Pastan, 1975a).

Inhibition of process retraction could be the
result of a direct effect of cyclic AMP on the
microfilamentous system (here we use the micro-
filamentous system as a synonym for actin,
myosin, and related proteins) or on the microtu-
bular system. An obvious way for cyclic AMP to
act would be to stimulate phosphorylation of one
or more of these proteins. Phosphorylation of pro-
teins associated with both these systems has been
documented in muscle cells (Rubin and Rosen,
1975) and in the nervous system (Sloboda et al.,
1975), respectively.

Inhibition of process retraction could also be the
result of an increase in the strength with which the
processes are attached to the substratum. There is
ample evidence that cyclic AMP increases the
overall adhesion of cells to substratum (Johnson
and Pastan, 1972). It is not clear whether cyclic
AMP increases adhesion by modulating the func-
tion of internal or external components. It is also
not known whether cyclic AMP is selective in its
effects on adhesion points situated at different
sites under the cell.

Phosphorylation

To investigate the possible mechanism by which
cyclic AMP modulates the contractile and adhe-
sive systems of fibroblastic cells, we have begun a
study of the phosphoproteins of cultured cells.
The approach we have used is quite simple. We
grew cells for several hours in the presence of *Pi
and then determined which proteins were labeled
by electrophoresis in 5% polyacrylamide slab gels
after denaturing the proteins with sodium dodecyl
sulfate (SDS) and reducing them with DTT. When
this was done, a large number of phosphorylated
bands were evident.

We have also investigated phosphorylation in
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cell-free extracts in order to ascertain more easily
which proteins might have their phosphorylation
controlled by cyclic AMP. In one set of experi-
ments, whole homogenates were incubated with
[y-2P]ATP for short times in the presence and
absence of cyclic AMP. Then SDS gels were per-
formed and the gels subjected to autoradiography
to locate the labeled proteins. Figure 2 shows the
result of this experiment. A large number of pro
teins are phosphorylated. :

Bands 2 and 3 have the same mobility as micro-
tubule-associated proteins. The phosphorylation
of these proteins has been studied by Sloboda and
co-workers (1975) in brain and appears to be
affected by cyclic AMP in vitro. Band 4 has the
same mobility as a protein referred to either as
actin binding protein (Hartwig and Stossel, 1975)
or filamin (Shizuta et al., 1977; Wang et al.,
1975). P7 has the same mobility as phosphoryl-
ase a.

In addition to these high molecular weight pro-
teins, a number of other low molecular weight
proteins are phosphorylated. However, actin, tu-
bulin, and CSP are not phosphorylated to a signifi-
cant degree.

In whole homogenates, cyclic AMP increases
the rate of phosphorylation of at least four pro-
teins, labeled P2, P3, P4, and P7. P2 and P3 have
the same mobility as microtubule-associated pro-
teins; P4 migrates with filamin. By using the
method outlined by Wang et al. (1975), we have
purified filamin from chicken gizzard (Shizuta et
al., 1976). Chicken gizzard filamin is a substrate
for cyclic AMP-dependent protein kinase (Davies
et al., 1977). The physiological relevance of this
phosphorylation is currently under investigation.

It is also possible to investigate phosphorylation
in various subcellular fractions. Figure 2 shows the
phosphorylation pattern of a partially purified
plasma membrane preparation and the effect of
cyclic AMP. There is obviously sufficient protein
kinase present in this membrane preparation to
catalyze efficient phosphorylation. Cyclic AMP
enhances the phosphorylation of at least 10 bands.
Whether these are truly integral plasma mem-
brane proteins, proteins bound to integral pro-
teins, or proteins present as a result of contamina-
tion needs to be clarified.

Summary

The “morphologic phenotype” of transformed
fibroblasts includes decreased adhesion to substra-
tum, rounded cell shape, increased microvilli or
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FiGure 2 Autoradiograph of gel electrophoretogram of (A) homogenate and (B) plasma membrane
preparation of normal rat kidney fibroblasts. Fractions were incubated with [y-**P]ATP in the presence
(+) and absence (—) of 107¢ M cyclic AMP. Samples were then dissolved in SDS, reduced with DTT and
electrophoresed on 5% polyacrylamide slab gels. Shown is the autoradiograph after 48 h; arrows indicate
phosphoproteins whose phosphorylation is increased by cyclic AMP. (From Davies et al., 1977).

blebs, and increased agglutinability by lectins. In-
vestigations on cells treated with cyclic AMP, on
mutant cells with altered adhesion or cyclic AMP
metabolism, and on a major adhesive protein
(CSP) all indicate that the morphologic phenotype

can be separated from growth control (Table I).
We suggest that the decreased cell-to-substratum
adhesiveness after transformation could account
for the other three morphologic alterations as fol-
lows: (1) rounded shape would result from the
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TABLE 1

Separation of Morphologic Phenotype of Transformation from Growth Pattern

Morphologic phenotype

Condition or cell type Adhesion Morphology Microvilli ConA agglutinability Growth
cAMP treatment high flat low low *
CSP treatment high flat low not tested uncontrolled
AD6 low round high high controlled
3T3 cAMP'e at low- low round high high untestable

ered temperature

* Growth slowed, but saturation density not affected.

inability of cells to attach firmly and spread on the
substratum; (2) microvilli would form as cells be-
come rounder to increase the total surface area of
cells, and act as a reservoir for plasma membrane;
(3) the increased number or size of microvilli
would make the cells more agglutinable by plant
lectins.

The basis of diminished adhesion varies de-
pending on the cell type studied, and might result
from the following known alterations: decreased
quantities or arrangement of CSP and other adhe-
sive proteins; altered organization of tubulin or
microfilamentous systems; or decreased cyclic
AMP levels resulting in altered phosphorylation of
proteins that participate in the regulation of cell
shape.

Elucidation of the causes of the morphologic
phenotype of transformation could provide insight
into the mechanisms by which cancer cells invade
locally or metastasize.
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SYNTHESIS AND ISOLATION OF A

SPECIFIC EUKARYOTIC GENE

LARRY McREYNOLDS, JOHN 1.
BERT W. O'MALLEY

The egg-white protein ovalbumin can be induced
by either estrogen or progesterone in vivo. The
steroids act by binding initially to high affinity,
specific cytosol receptor proteins, and these com-
plexes are then translocated to the nucleus. After
the administration of the hormone, there is a rapid
increase in the production of ovalbumin mRNA
(Harris et al., 1975; Cox et al., 1974; Schmike et
al., 1973). This and other evidence suggests that
the hormone-receptor complexes act by directly
enhancing the transcription of the ovalbumin gene
(for a review, see O’Malley and Means, 1974). To
study the detailed interactions of the ovalbumin
gene with steroid receptors, chromosomal pro-
teins, and RNA polymerase it is necessary to pu-
rify the gene.

There are at least two different approaches to
obtain a purified gene; it can be either synthesized
enzymatically from purified mRNA or purified
from total cellular DNA.

Synthesis of the Ovalbumin Gene

Ovalbumin mRNA has been purified from the
hen oviduct to greater than 95% purity. A com-
plementary single-stranded DNA can be synthe-
sized from the mRNA by avian myeloblastosis
virus reverse transcriptase in the presence of the
four nucleotide triphosphates and an oligo dT
primer. After alkaline digestion to remove the
RNA, the single-stranded DNA can be used as a
primer for the synthesis of a double-stranded
DNA. Figure 1 diagrammatically shows the steps
involved in the synthesis of the double-stranded
DNA and its attachment to the plasmid DNA.
The single-stranded cDNA is shown schematically
as having a hook at its 3’ terminus. This means

McREYNOLDS and co-worRkers Department of Cell Bi-
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that when E. coli DNA polymerase I is added to
the molecule, it has the ability to act as its own
primer for the synthesis of the second strand (illus-
trated with wavy lines in Fig. 1). S, nuclease was
then used to cut the hairpin loop at the end of the
molecule. The two 3'-OH groups can then act as
primers for the addition of about 100 dA residues

"to each end of the molecule with terminal transfer-

ase. The size of the homopolymer is regulated by
limiting the length of the incubation.

The plasmid used in these experiments, pMB9,
was developed in Dr. H. Boyer’s laboratory at the
University of California Medical School, San
Francisco. This plasmid confers tetracycline resist-
ance to transformed E. coli. The circular plasmid
DNA can be converted to the linear form by
cleavage with the restriction enzyme Eco RI. Ter-
minal transferase is used to add approximately
100 poly dT residues to the 3’-terminus of the
linear plasmid DNA. The poly dT of the plasmid
is then hybridized with the poly dA of the ovalbu-
min DNA to form a circular molecule. This proce-
dure for joining molecules by their poly dA, poly
dT “tails” was developed at Stanford University
(Lobban and Kaiser, 1973; Jackson et al., 1972).
Two other laboratories have used this approach to
incorporate globin DNA into bacterial plasmids
(Maniatis et al., 1976; Higuchi et al., 1976).

The plasmid cloning technique offers the dual
advantage of purification and amplification. The
cloning of individually transformed bacteria allows
the separation of pieces of DNA that could not be
separated by any physical technique. Bacteria can
also be grown in large amounts, making it possible
to obtain milligram quantities of the desired piece
of the DNA (for review, see Cohen, 1975).

The bacterial cells used in the transformation
with the ovalbumin containing plasmids is X 1849.
This bacteria was developed in Dr. Roy Curtiss’
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laboratory at the University of Alabama Medical
School. This strain has the limited ability to grow
in the external environment. The bacteria requires
diaminopimelic acid, a necessary constituent of
the cell wall, for growth. As an additional precau-
tion, the transformations were carried out in a P-3
physical containment facility.

The transformation consists of incubating the
washed bacterial cells with the DNA in low ionic
strength calcium salt solution at 4°C. The bacteria
are then heated to 37°C for 30 min and then
spread on nutrient agar containing tetracycline.
The 26 colonies that grew were resistant to tetra-
cycline, indicating that they contained the tetracy-
cline-resistant plasmids. To test if these colonies
contained ovalbumin DNA, the bacteria were
transferred to a Millipore filter on top of a nutri-
ent agar dish. The colonies were allowed to grow
and were lysed with alkali, and the DNA was fixed
to the filter. After deproteinization, the filters
were hybridized to [*Plovalbumin RNA. The auto-
radiography of the filter is shown in Fig. 2. Five or
six colonies were strongly positive and were grown
for additional analysis. This in situ filter assay
(Grunstein and Hogness, 1975) permits the rapid
screening of large numbers of colonies.

The size of the inserted ovalbumin DNA was
determined by hybridization and gel electrophore-
sis. The four clones studied, pOvl, pOv2, pOv3,
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and pOv4, were digested with the restriction en-
zyme Hha I. This restriction enzyme cuts the plas-
mid into many different fragments, but fortunately
leaves the ovalbumin DNA intact. The digested
fragments are separated by agarose gel electro-
phoresis and then stained with ethidium bromide
to visualize the DNA. Standards of SV40 DNA
digested with Hha I were used to calibrate the gel.
The amount of flanking DNA contributed by the
plasmid was subtracted from the large fragments
of the chimeric plasmid. The difference is the
result of the inserted DNA (Table I). To deter-
mine if the inserts are due to ovalbumin DNA, the
four different plasmids were hybridized to full
length [*H]cDNA,. The values determined by gel
electrophoresis agree very closely with the values
obtained by hybridization. The slight difference is
probably on account of the poly dA:dT terminus
that joins the plasmid DNA to that of the ovalbu-
min DNA. As Table I shows, the size of the
inserted DNA varies from 535 to 930 nucleotides.
The inserted DNA is smaller than the 1,750 nu-
cleotides of the complete transcript because of the
absence of a sizing step in preparing the complete
double-stranded DNA.

An interesting question that can be asked with
this system is whether the ovalbumin gene can be
expressed in a bacterial cell. This was tested by
isolating the RNA from the minicells from clone
pOv4. Minicells are small vesicles that bud off
from the bacterial cell and contain only plasmid
DNA not chromosomal DNA. Because the mini-
cells have all the machinery necessary for tran-
scription and translation, they provide a good sys-
tem for studying the expression of plasmid-linked
genes. The RNA from clone pOv4 was separated
from the DNA by DNase treatment, then hybrid-
ized to either full-length cDNA , or anti-cDNA,.
The anti-cDNA,, is DNA synthesized from a
cDNA , template by the same technique shown in
Fig. 1. A saturation hybridization analysis showed
that 50% of the ovalbumin sequences in pOv4
were protected by the minicell RNA, whereas
only 20% of the anticoding strand is expressed
(McReynolds et al., 1977). This type of analysis
should be useful in future studies designed to
compare the in vivo transcription of eukaryotic
versus prokaryotic genes.

Isolation of the Ovalbumin Gene by
Affinity Chromatography

To isolate DNA from sequences adjacent to the
transcribed portion of the ovalbumin gene, it is
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Figure 2 Autoradiograph of the transformed clones hybridized to [®2P]RNA . The clones were grown
on a Millipore filter containing a grid network. The lines have been redrawn over the autoradiograph.

necessary to start with total DNA. Affinity chro-
matography was the technique used to enrich for
the ovalbumin sequences (Fig. 3). Purified oval-
bumin mRNA was coupled to a phosphocellulose
matrix (Shih and Martin, 1974). Sheared chick
DNA was cycled through the column at 45°C in
dimethylformamide buffer, followed by passage
through a denaturing column at 70°C before it was
returned to the affinity column. After 3 days, the
DNA bound to the affinity column was eluted and
assayed for the presence of ovalbumin sequences,
by hybridization to »I-mRNA,,. The unbound
DNA was also hybridized to the same probe to
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determine if it was depleted in ovalbumin se-
quences. Additional purification could be ob-
tained by rechromatography of the bound DNA
on the affinity column (Woo et al., 1976). Cgt
curves were used to assay the extent of purifica-
tion by the column. The DNA fraction bound to
the mRNA ,,-affinity column hybridized with '*5I-
mRNA,, with a C,t;, value of approximately
1.25. Inasmuch as the unfractionated chick DNA
gives a Ct;, value of 12,000, this means that
there is a 9,600-fold purification of the coding
strand of the ovalbumin gene.

To purify the anticoding strand of the ovalbu-



min gene, an affinity column containing cDNA
was used. The sheared chick DNA which bound to
the column was again passed over the column,
then eluted, and the purity determined by hybridi-
zation to [*H]cDNA,,, a Ct,;, value of about
2,300 showing that a 10,000-fold enrichment of
the anticoding strand also has been effected. The

TasLE 1
Size of Inserted DNA in Chimeric Plasmids

Hha 1 frag- Ovalbumin
ment lengths DNA (deter-  Estimated
Chimeric (determined Inserted mined by hy- poly dA:dT
plasmid from gel) DNA bridization)  per termini
pOvl 1,675 NTP 725 NTP 535 NTP 95 NTP
pOv2 1,630 NTP 680 NTP 550 NTP 65 NTP
pOv3 2,040 NTP 1,090 NTP 930 NTP 80 NTP
pOv4 1,950 NTP 1,000 NTP 790 NTP 105 NTP

The size of the inserted DNA was calculated by subtracting the 950 NTP
fragment of the pMB9 from the largest band of the Hha I digest of the
chimeric plasmid DNA. The amount of the ovalbumin DNA was calculated
from the percentage of DNA that hybridized to full length PH]cDNA. A
value of 1,750 nucleotides was used for the cDNA,, . The length of the poly
(dA:dT) added per termini was determined by subtracting the length deter-
mined by hyridization from the inserted DNA size and dividing by two.
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ovalbumin gene is only present in one part per
million in the genome, so that the affinity column
DNA is about 1% pure. The size of the DNA
from both columns was determined by alkaline
sucrose sedimentation. Both the coding and the
anticoding strands were 4,000-5,000 nucleotides
in length. This is considerably longer than the size
of the mRNA, which is approximately 1,800 nu-
cleotides in length.

Final purification will be obtained by “tailing”
the DNAs from both affinity columns with poly
dA, reannealing the two complementary strands
of the ovalbumin gene, annealing the hybrid with
plasmid DNA containing poly dT “tails” to de-
velop a chimera, and then selecting a transformed
bacterial clone.

Summary

Two different techniques have been employed
to purify and amplify the ovalbumin gene. The
first technique is the enzymatic synthesis of dou-
ble-stranded ovalbumin DNA from purified
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FiGure 3 Isolation of the ovalbumin gene. The left side of the figure shows schematically the purifica-
tion of the coding strand for the ovalbumin gene by the mRNA ,, affinity column. The purified mRNA ,, is
covalently linked to the phosphocellulose column and sheared denatured DNA is recycled over the
column. The DNA is then thermally eluted. The right side of the figure shows the cDNA , affinity column
used for the purification of the anticoding strand of the ovalbumin gene. The single-stranded DN As eluted
from both columns can then be reannealed to reform the ovalbumin gene.
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mRNA. This DNA was then amplified with the
aid of bacterial plasmids. The size of the inserted
ovalbumin DNA was determined by electrophore-
sis of the restriction enzyme digest of plasmid and
by hybridization. One clone studied, pOv4, was
found to permit transcription of the ovalbumin
sequences in the bacterial cell.

Affinity chromatography was used to purify
both the coding and anticoding strands of the
ovalbumin DNA about 10,000-fold. With the aid
of additional plasmid purification and amplifica-
tion, it should be possible to obtain milligram
amounts of the ovalbumin gene. This should
greatly facilitate the studying of the steps involved
in steroid hormone regulation of gene transcrip-
tion. The role of DNA sequences in binding ste-
roid receptor proteins, RNA polymerase, and
chromosomal proteins can be evaluated. In addi-
tion, cleavage of the DNA by restriction enzymes
has the potential of allowing the isolation and
sequencing of specific regions of interest in the
natural gene.
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GENES FOR CHLOROPLAST RIBOSOMAL RNAS
AND RIBOSOMAL PROTEINS: GENE
DISPERSAL IN EUKARYOTIC GENOMES

LAWRENCE BOGORAD

The objective of this symposium is to review some
selected aspects of chloroplast biology. The most
highly organized elements of the chloroplast are
the photosynthetic membranes—the thylakoids.
In her review, Dr. Anderson discusses the molecu-
lar organization of these membranes. She is con-
cerned particularly with the identification of some
of the membranes’ protein components and with
our current understanding of how they are orga-
nized with relation to one another in thylakoids.
This aspect of chloroplast biology is extended in
the discussion provided by Dr. Ohad. He, too, is
interested in understanding the functions of the
proteins that constitute the photosynthetic mem-
brane, in this case, of the alga Chlamydomonas
reinhardtii, and in how the membranes are assem-
bled. The present paper deals primarily with ¢hlo-
roplast ribosomes, more specifically with the loca-
tion of genes for the ribonucleic acids and proteins
of these structures. Research into this problem
shows clearly that the development and function-
ing of the chloroplast depends upon the integrated
expression of genes in the nucleus and the chloro-
plasts.

Inheritance of Plastid Characters

Many nuclear genes affect chloroplast inheri-
tance. For example, ys1 (yellow stripe 1) Zea mays
plants display alternating whitish-yellow and green
stripes running the length of their leaves. Ysi is a
nuclear gene and the character is transmitted as an
autosomal recessive trait, according to the rules of
Mendel. The metabolic lesion in these yellow-
striped plants is in the iron uptake system of the
root tips (Bell et al., 1962). The iron ion content
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of the cytoplasm is apparently too low for normal
chloroplast maturation; ys! plants sprayed with
iron solutions are phenocopies of wild-type.

But extranuclear genes which control chloro-
plast development also have been discussed for
many years. In 1908, Bauer described biparental
but non-Mendelian transmission of chloroplast
characters in Pelargonium. In the same year, Cor-
rens reported that the inheritance of chloroplasts
in the four-o’clock (Mirabilis) is strictly maternal
and, thus, also non-Mendelian. Bauer and Cor-
rens suggested that some extranuclear, i.e., cyto-
plasmic, genes could be involved in the transmis-
sion of chloroplasts. The plastid itself is the ob-
vious site for such genes. This, and other research
on the cytoplasmic transmission of plastid charac-
ters, has been reviewed extensively by Kirk and
Tilney-Basset (1967).

More is known now about the genetics of the
chloroplast genome of Chlamydomonas reinhard-
tii than about any other organism; furthermore,
genes in the nuclear genome have also been
mapped extensively (Sager, 1972).

The two mating types of Chlamydomonas are
designated “+” and *‘—.” Under appropriate con-
ditions, two gametes of opposite mating type fuse,
form a zygote, undergo meiosis, and form four
(or, in some strains, eight) haploid vegetative zoo-
spores. Zoospores can be converted to gametes by
appropriate nutritional manipulation. And the cy-
cle begins again.

Chlamydomonas displays two major patterns of
gene transmission. In one type, genetic markers
carried in either of the two gametes are expressed
in the zoospores. If the marker is carried in only
one of the two gametes entering the cross, two of
the four zoospores will display the character—
strictly according to the rules of Mendel. Sixteen
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nuclear linkage groups have been identified. The
second type is characterized by uniparental trans-
mission. These traits are expressed in all four
zoospores if introduced into the cross in the +
parent, but are completely and permanently lost if
introduced in the — parent. Characters transmit-
ted in a non-Mendelian manner are carried in the
plastid genome. A number of such genetic
markers have been discovered and ordered on a
map establishing intergenic distances on the single
linkage group so far established (Sager, 1972).

Confidence in the reality of chioroplast genes
came with unequivocal demonstrations of the
presence of DNA. Sufficient DNA is present in
the plastids of some plants to be detected by such
stains as Feulgen and methyl green. Ris and Plaut
(1962) used staining procedures with the green
alga Chlamydomonas moweusii, but also demon-
strated the presence of DNase-digestible 20-25 A
fibrils by electron microscopy of thin sections of
this organism. DNA fibers in electron-transparent
regions similar in appareance to “nucleoplasm” of
bacteria have been observed in chloroplasts of a
number of other plants as well (Kislev et al., 1965;
Woodcock and Bogorad, 1971). Chloroplast
DNA has also been isolated and shown to differ
from nuclear DNA of the same plant in regard to
base composition and renaturation kinetics; in
some cases buoyant density differences are also
striking (Chun et al., 1963; Leff et al., 1963;
Woodcock and Bogorad, 1971; Sager, 1972). By
the late 1960s the presence of unique DNA in
chloroplasts of many species was established and
accepted.

Another line of work that began to reveal the
possibility of some degree of autonomy in chloro-
plasts was the discovery of a distinctive class of
ribosomes in these organelles. Jacobson et al.
(1963) observed RNase-digestible ribonucleopro-
tein particles in etioplasts and chloroplasts as well
as the cytoplasm of Zea mays. The ribosomes in
the plastids are smaller than those in the cyto-
plasm. Lyttleton (1962) found two different sedi-
mentation classes of ribosomes in extracts of spin-
ach leaf tissue. Only the smaller and more slowly
sedimenting type was found in extracts of purified
chloroplasts. Extended work along this line has
established sedimentation constants of about 70S
and 808, respectively, for plastid and cytoplasmic
ribosomes from many species. The major ribo-
somal RNAs of chloroplasts have sedimentation
constants of 23S and 16S, while the RNAs of the
80S cytoplasmic ribosomes have sedimentation
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constants of about 25S and 18S. Finally, analyses
by polyacrylamide gel electrophoresis have shown
that only a few, if any, proteins are common to the
two classes of ribosomes (Woodcock and Bogo-
rad, 1971; Vasconcelos and Bogorad, 1970; Han-
son et al., 1974).

By 1970 there was convincing evidence that
chloroplasts contain unique DNA, ribosomes,
and, indeed, the entire apparatus required for
information storage, replication, and processing.

DNAs of plastids and prokaryotes are similar
when viewed in situ with the electron microscope.
Ribosomes of chloroplasts —like those of prokar-
yotes—tend to be smaller than cytoplasmic ribo-
somes of eukaryotic cells. Many antibiotics which
block protein synthesis by prokaryotic ribosomes
affect chloroplast ribosomes similarly. Recogni-
tion of these facts aroused increasing interest in
the relatively old idea that organelles might have
originated from prokaryotes which had become
endosymbionts of nucleated cells (Margulis,
1967). Tied to this revival somehow was the possi-
bility that plastids might still be genetically auton-
omous. Studying the interactions between the
expression of chloroplast and nuclear genomes
was one way to test these ideas and, simultane-
ously, to begin to understand better the working
of eukaryotic cells.

Chloroplast DNA: Genes and
Endonuclease Recognition Sites

Genes for chloroplast ribosomal RNAs have
been shown to be in chloroplast DNA by molecu-
lar hybridization. Thomas and Tewari (1974)
quantitated this relationship. By saturation hy-
bridization of radioactive chloroplast rRNA with
chloroplast DNA from bean, lettuce, spinach,
maize, and oats, they showed that each chloro-
plast DNA molecule from these plants contain two
copies of genes for chloroplast rRNAs. In similar
types of molecular hybridization experiments with
radioiodinated tRNAs prepared from Zea mays
chloroplasts, 0.60-0.75% of maize chloroplast
DNA was shown to contain sequences comple-
mentary to maize tRNAs. This corresponds to
cistrons for 20-26 tRNAs. Incubating tRNAs
charged with radioactive amino acids with maize
chloroplast DNA under hybridizing conditions
and determining which amino acids are held indi-
rectly to the DNA show genes for tRNAs charging
a total of at least 16 different amino acids to be
present in chloroplasts (Haff and Bogorad, 1976).
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Most, perhaps all, of the chloroplast DNA of
maize, spinach, Euglena, and thus, probably, of
many plants, is in the form of closed, supercoiled
circles. Maize chloroplast DNA, for example, can
be isolated as supercoiled circles with a molecular
weight of 85 x 108 (Kolodner and Tewari, 19754,
b). Fragments generated from the circular chloro-
plast DNA of Zea mays by restriction endonuclea-
ses have now been ordered to provide a physical
map of the location of recognition sites for these
enzymes (Bedbrook and Bogorad, 1976a).

Terminal digestion of maize chloroplast DNA
with restriction endonuclease Sal I yields 10 frag-
ments which can be separated into 8 size classes by
electrophoresis in agarose gels. When the weight
of these fragments is summed, the entire DNA
molecule is accounted for. Sixty percent of the
mass of the maize chloroplast DNA molecule can
be accounted for in the 16 pieces distinguishable
on agarose gels after digestion with the restriction
endonuclease Eco RI. Eighty percent is recovered
after digestion with Bam I, which yields 18 frag-
ments. The incomplete recovery probably results
from formation of a number of very small frag-
ments which are not detectable on agarose gels
after electrophoresis or are otherwise lost during
analysis of the digests.

The order of the Sal I fragments, together with
information on the location of some DNA pieces
generated by the other two endonucleases, is
shown in Fig. 1. To obtain this information, maize
chloroplast DNA was isolated and digested with a
restriction endonuclease. Then the number and
sizes of the DNA fragments produced by this
enzyme were determined by electrophoresis in
agarose gels. This was done separately for each of
the three endonucleases used. The order of frag-
ments produced by one enzyme was determined
by finding overlapping fragments produced by an-
other enzyme.

One of the techniques used, for example, was
to determine which Eco RI restriction fragment(s)
carry a Sal I recognition site. The RI DNA frag-
ment isolated from an agarose gel was used as a
template for the preparation of [3?P]phosphate-
labeled complementary RNA for molecular hy-
bridization tests against Sal I fragments.

The next step, in this example, is to prepare a
Sal I terminal digest of whole chloroplast DNA
and to separate the fragments according to size on
an agarose gel by electrophoresis. Then, using the
technique of Southern (1975), the DNA in the
agarose gel is denatured and transferred to a sheet

Fiure 1 Locations of recognition sites for restriction
endonucleases on Zea mays chloroplast DNA. Recogni-
tion sites which have been determined for Sal I, Bam I,
and Eco RI are shown. Sal I fragments are designated by
capital letters and recognition sites are shown in the
central horizontal line by vertical lines. Bam I fragments
are designated by arabic numerals on the upper horizon-
tal line. Eco RI fragments are shown on the lower line
and designated by lower case letters. Ribosomal RNA
genes are contained in each of the two Eco RI fragments
a (Bedbrook and Bogorad, 1976a).

of nitrocellulose filter. This is done by placing a
piece of nitrocellulose filter material in contact
with the gel and a piece of dry, highly absorbant
filter paper on the opposite side of the filter. Then
liquid is permitted to flow by capillarity through
the gel, through the filter, and up into the blotting
sheet. The denatured DNA is carried out of the
agarose gel and sticks to the nitrocellulose filter.
The filter then contains the DNA formerly present
in the gel; each band, i.e., each size class, on the
gel yields a band on the nitrocellulose filter strip
and in the same order as it was formerly. This
nitrocellulose filter is then used for hybridization
with radioactive complementary RNA to deter-
mine the relationship between the particular RI
fragment from which complementary RNA was
made and at least two Sal fragments.

A notable feature of the maize chloroplast
DNA genome is the presence of two of the same
Eco RI fragments. These fragments are desig-
nated “a.” Each of these a fragments accounts for
about 15% of the genome. The two copies of the a
sequence are present in inverted orientation with
respect to one another, and they are separated by

Gene Dispersal in Eukaryotic Genomes 177



a nonhomologous sequence representing an addi-
tional 10% of the genome length. Each Eco Rl a
fragment contains a gene for the 23S and the 168
RNA of the chloroplast (Bedbrook and Bogorad,
1976a). This information was obtained by first
preparing TRNA from chloroplast ribosomes. The
RNA was radiolabeled in vitro by exchanging 5’
OH with [**P]phosphate using radioactive ATP
and the enzyme polynucleotide kinase. The Eco
RI fragments obtained by terminal digestion of
maize chloroplast DNA were separated by aga-
rose gel electrophoresis and transferred to nitro-
cellulose filters, again by the technique of South-
ern (1975). The radiolabeled chloroplast rRNAs
were found to hybridize to only Eco RI fragment
a.

To extend this work, Eco RI fragment a was
incorporated into the tetracycline resistance plas-
mid pMB9 and cloned in Escherichia coli. This
permitted us to obtain large enough quantities of
fragment a to map the position of recognition sites
for restriction endonucleases Sal I, Bam I, and
Hind III on it. Then, by molecular hybridization,
the location of genes for 16S and 23S rRNAs were
located on these fragments. The TRNA genes oc-
cupy about 50-60% of Eco RI fragment a (Bed-
brook and Bogorad, 1976b). The presence of two
copies of each of the rRNA genes per chloroplast
DNA molecule is in line with the previous obser-
vations of Thomas and Tewari (1974) in which
saturation hybridization to the total chloroplast
genome was carried out.

From the experiments just described, we now
know both the number of chloroplast IRNA genes
in the chloroplast genome of Zea mays and just
where they are situated. But where are genes for
chloroplast ribosomal proteins?

Genes for Proteins of
Chloroplast Ribosomes

Genes for chloroplast ribosomal proteins have
been identified in both the nuclear and chloroplast
genomes of the single-celled green alga Chlamy-
domonas reinhardtii.

At 10-20 ug/ml, erythromycin A completely
inhibits the growth of Chlamydomonas on agar.
This antibiotic blocks protein synthesis by bacte-
rial ribosomes. It binds only to the large (52S)
subunit of the chloroplast ribosome, to neither the
small subunit of the chloroplast ribosome nor to
either of the subunits of cytoplasmic ribosomes
(Mets and Bogorad, 1971). Presumably, it inhibits
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the growth of the alga through its action on the
chloroplast ribosomes. A single molecule of the
antibiotic associates with a single 52S ribosomal
subunit; the binding constant of erythromycin A
with chloroplast ribosomes of wild-type Chlamy-
domonas is 3-4 x 10¢ M™! (Hanson, 1976).

Nine erythromycin-resistant strains of Chlamy-
domonas were isolated by mutagenizing cells with
ethyl methane sulfonate and plating them out on 5
X 10~* M erythromycin in an agar medium (Mets
and Bogorad, 1971). Unlike chloroplast ribo-
somes from wild-type cells, those isolated from the
erythromycin-resistant mutants failed to bind the
antibiotic in low concentrations of KCIl. Thus,
mutation to resistance appears to be the conse-
quence of an alteration in the 528 ribosomal sub-
units of the chloroplast, rather than a loss of the
ability to take up the antibiotic or the acquisition
of the capacity to inactivate it. Thus, with erythro-
mycin resistance as a genetic marker, genes which
affect chloroplast ribosomal proteins or perhaps
rRNAs can be tracked to the nuclear or chloro-
plast genome. The possible results of matings
which could permit one to conclude whether a
gene is in the chloroplast or in the nuclear genome
have already been described.

Twenty-six different proteins have been identi-
fied in preparations from 528 subunits of Chlamy-
domonas chloroplast ribosomes by a two-dimen-
sional polyacrylamide gel electrophoresis system
(in the method of Mets and Bogorad [1974], pro-
teins are first separated electrophoretically in the
presence of urea and then separated on the basis
of size in the presence of sodium dodecyl sulfate
[SDS]). A map showing the position of these pro-
teins on a two-dimensional grid is presented in
Fig. 2 (Hanson et al., 1974).

Protein 4 of the large subunit (LC4) is altered in
an erythromycin-resistant strain designated ery-
Ula. This alteration is transmitted in a uniparental
manner and thus appears to be the consequence of
a chloroplast gene mutation. Alterations in the
nuclear gene ery-M1 result in changes in the size
or electrophoretic ability of chloroplast protein
LC6. A third protein, not yet identified on the
two-dimensional map, is altered in mutants of the
strain ery-M2. Transmission of these two latter
characters is in a Mendelian manner (as desig-
nated by the “M”’) and the genes are consequently
judged to be in the nuclear genome (Mets and
Bogorad, 1971, 1972; Hanson et al., 1974; Dav-
idson et al., 1974).

Mutants of the class ery-M1 deserve special
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FIGURE 2 A map of the locations of proteins of the
large subunit of chloroplast ribosomes of Chlamydo-
monas reinhardtii after electrophoresis in urea (left to
right) and then (top to bottom) in the presence of SDS
(Hanson et al., 1974). Large chloroplast ribosomal sub-
unit protein 4 (LC4) is altered in mutant ery-Ula. Pro-
tein LC6 is altered in the ery-M1 mutants. (Units at right
in mol wt.)

additional attention. We have isolated four mu-
tants which fit into this class (ery-Mla, b, c, d).
All four map to the same position on linkage
group XI of the nuclear genome of Chlamydo-
monas. Each of the four mutants we isolated has
an alteration in protein LC6. Three different types
of alterations of LC6 (either in molecular weight
or in electrophoretic mobility in urea) occur
among the four mutants that map to the locus ery-
MI1. This provides very strong evidence that the
gene at ery-M1 on linkage group XI is in fact the
structural gene for the chloroplast ribosomal pro-
tein LC6 (Davidson et al., 1974).

This view is supported by a study of diploid
strains of C. reinhardtii constructed and analyzed
by M. R. Hanson (1976, The genetics and bio-
chemistry of chloroplast ribosome mutants of
Chlamydomonas reinhardi. Ph.D. thesis. Depart-
ment of Biology, Harvard University, Cambridge,
Mass. 219.). Using methods which had been de-
scribed by others earlier, vegetative C. reinhardtii
diploids were constructed, in this case, between
wild-type cells and various ery-M1 mutants. The
diploid +/ery-M1d, for example, has been shown
to contain both the wild-type and ery-M1b forms
of LC6. In each case studied, both the wild-type
and the mutant form of LC6 were present in the
ribosomal subunits isolated from the diploid, just
as to be expected if two different structural genes
for LC6 were present. The ratio of wild-type LC6

to the mutant form was generally about 3:2. The
deviation from unity may result from the mutant
form of the protein having a lower affinity than the
normal one for its site on the ribosome.

Thus, two of these three chloroplast ribosomal
proteins are the products of nuclear genes and one
appears to be the product of a chloroplast gene. J.
N. Davidson (1976, Genes affecting erythromycin
resistance in ery-M1 mutants of Chlamydomonas
reinhardi. Ph.D. thesis. Harvard University, Cam-
bridge, Mass. 159.) has located, also on nuclear
linkage group XI, a gene that increases sensitivity
to erythromycin of strains carrying ery-M1 resis-
tance. This and other genes which may affect chlo-
roplast ribosomal proteins have been discussed by
Bogorad et al. (1977). Information on the loca-
tion of genes for chloroplast rRNAs is not availa-
ble in as detailed form for Chlamydomonas as for
maize, but Bastia et al. (19714, b) have shown by
hybridization against total chloroplast DNA that
genes for C. reinhardtii chloroplast rRNAs are
located in chloroplast DNA.

Thus, genes for proteins and RNAs of the 528
subunit of the chloroplast ribosome are dispersed
in two genomes and, within the nuclear genome,
on several linkage groups. The integrated expres-
sion of components of two genomes is required to
make up the functional cell. Regulation of the
production of any one of these components in
either genome could affect the development and
metabolism of the chloroplast or of the nuclear-
cytoplasmic system either directly or indirectly.
This dispersal of genes for components of a single
structure, the large subunit of a chloroplast ribo-
some, forces us to consider again the possible
modes of origin of organelles, and thus of the
eukaryotic habit, as well as the evolutionary steps,
which have led to the existence of the modern
eukaryotic cell.

The Origin and Evolution of
Eukaryotic Genomes

The dispersal of genes for components of com-
plex organellar elements such as membranes and
ribosomes or other multimeric enzymes may be a
general principle of organelle biology. The case
for ribosomal RNAs and some proteins of Chla-
mydomonas plastid ribosomes has been discussed.

Some proteins of photosynthetic membranes
(thylakoids) of the giant single-celled alga Aceta-
bularia appear to be specified by genes of the
chloroplast and others by nuclear genes, judging
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from nuclear transfer experiments between A.
mediterranea and A. calyculus (Apel and
Schweiger, 1972). These two species have some
thylakoid proteins which are indistinguishable by
electrophoresis in phenol-acetic acid but other thy-
lakoid proteins differ. Exchange of nuclei leads to
eventual changes in some thylakoid proteins.

Gene dispersal is well-authenticated for the en-
zyme ribulose-1,5-diphosphate carboxylase of
green plants. This enzyme has one polypeptide
subunit of about 14,000 and another of about
50,000 daltons. Chan and Wildman (1972) and
Kawishima and Wildman (1972) found that the
small subunits of this enzyme from Nicotiana
glauca and N. tabaccum differ in tyrosine content
and tryptic peptides. Information for the small
subunit appears to be transmitted in a Mendelian
manner in crosses between these two species.
There is other evidence that the large subunit of
ribulose-1,5-diphosphate carboxylase is transmit-
ted in a non-Mendelian manner in crosses between
N. gossei, an Australian Nicotiana, and N. tabac-
cum. The demonstrations by Blair and Ellis
(1973) that isolated pea chloroplasts can synthe-
size or complete the synthesis of the large subunit
of ribulose-1,5-diphosphate carboxylase supports
the view that the large subunit of ribulose diphos-
phate carboxylase is the product of a chloroplast
gene.

The sites of synthesis of organelle proteins have
been sought by another experimental approach.
Cycloheximide inhibits protein synthesis by cyto-
plasmic ribosomes. Chloramphenicol prevents
chloroplast (and mitochondrial) ribosomes from
functioning. The dangers of concluding that a pro-
tein is made on cytoplasmic ribosomes from use of
cycloheximide alone on intact organisms or that
organelle ribosomes synthesize another protein
because administration of chloramphenicol inter-
feres with its production are apparent. Within the
complex of unknown compartmental interactions
the production of any protein may well be stopped
not only by directly blocking the working of the
ribosomes on which it is produced, but also by a
variety of indirect events. But Ohad (1977), in
another paper in this symposium, describes the
sequential use of antibiotics in which normal prod-
ucts are finally made to demonstrate that some
Chlamydomonas chloroplast membrane proteins
are made on chloroplast ribosomes and others on
cytoplasmic ribosomes. This approach also has
been used very successfully for studying mitochon-
drial biogenesis.
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To return to the ribosome case, it seems reason-
able to assume that ribosomes originated only
once, and that no matter how eukaryotic cells
originated, the genes and their products were ini-
tially in the same compartment. It is from this base
that the modern cell has evolved.

Two possible origins of eukaryotic cells have
been discussed: (1) the endosymbiont hypothesis
(e.g., Margulis, 1967), and (2) the cluster-clone
hypothesis (Bogorad, 1975). The former posits
the addition of prokaryotic organisms to an anaer-
obic, nucleated (?) cell incapable of oxidative res-
piration or photosynthesis. The latter posits the
subdivision into membrane-limited compartments
of genes and metabolic functions already present
in an organelleless primitive cell.

Regardless of the way the eukaryotic habit was
founded, we realize that it evolved to its modern
forms. It is easiest to discuss gene dispersal in
endosymbiont terms, although this is the least
likely way for genes and their products to have
been separated from the start of eukaryotism.

Two mechanisms of ribosomal gene dispersal
have been suggested. The first, illustrated in Fig.
3, is by gene transfer. Thus, if an organelle or gene
duplicates and the copy is incorporated into the
nuclear genome, the gene would be represented
twice. If the organelle or gene were to be lost, the
sole gene for the organelle component would be in
the nuclear genome. Transfer of a gene without
prior duplication is equally likely.

Figure 4 illustrates another gene dispersal possi-
bility, dispersal by protein and gene substitution.
As illustrated, the mutation of a gene to the point
where it makes a useless protein should be fatal
for the organelle or the entire cell. But if the
product (if any) of the useless gene can be substi-
tuted for by another protein available in the cell,
the organelle or ribosome might still be able to
function. If the substituted protein is a nuclear
gene product, the gene for the plastid ribosomal
protein would now be in the nuclear genome.
Subsequent mutations and alterations of the pro-
tein could lead to its serving the organelle alone
and perhaps better than at the time of its original
substitution (Bogorad, 1975).

The cluster-clone hypothesis proposes that
genes in the prokaryotic ancestor were associated
in clusters and that each cluster was separated
from the remainder of the cell by a membrane.
Subsequently, each set of clustered genes repli-
cated (i.e., was cloned) and thus gave rise to
progenitors of organelles in the eukaryotic cell. If
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FIGURE 4 A schematic representation of gene dispersal by protein and gene substitution (Bogorad,

1975).

each gene was present only once initially, separa-
tion of the gene and its product would have oc-
curred at the time eukaryotic cells originated. On
the other hand, if each gene were present more
than once at the outset, some gene reduction and
sorting of the gene transfer or substitution types
might have played roles in evolution.
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THE MOLECULAR ORGANIZATION OF

CHLOROPLAST THYLAKOIDS

JAN M. ANDERSON

An ultimate understanding of chloroplast mem-
brane assembly and function depends on knowl-
edge of its molecular structure. Description of the
molecular organization of the inner chloroplast
membranes which contain the photosynthetic ap-
paratus is challenging because of their intricate
structure and complex energy-transducing func-
tion. These inner membranes consist of flattened,
saclike vesicles, termed thylakoids, which are ar-
ranged as a network of unstacked membranes
(stroma thylakoids) that are connected to a series
of closely contacted, stacked membranes (grana
thylakoids). The outer thylakoid surface is in con-
tact with the chloroplast matrix, the stroma, where
CO, fixation occurs; the inner surface encloses the
intrathylakoid space, which is continuous between
stacked and unstacked thylakoids. In higher plant
and algal chloroplasts, photosynthesis involves
two separate light reactions catalyzed by light ab-
sorbed by two different pigment assemblies, each
of which consists of many light-harvesting chloro-
phyll and carotenoid molecules and the reaction-
center chlorophyll, where the primary conversion
of light into chemical energy takes place. Each
pigment assembly is associated with electron
transport carriers to form a photosystem (Govind-
jee and Govindjee, 1975). Functionally, the two
photosystems act in series to transfer electrons
from water to NADP*, photophosphorylation
being coupled to this electron transport. Photosys-
tem II (PS II) is involved in the evolution of
oxygen, while photosystem I (PS I) is involved in
the reduction of NADP+.

Two features of the molecular organization of
chloroplast thylakoids will be considered: (1) the
location of the individual components within and
across the membrane; and (2), the possible orga-
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nization of these components into supramolecular
complexes which may account for the differentia-
tion of stacked and unstacked membranes of most
higher plant chloroplasts.

Molecular Architecture

An imaginative conceptual basis for the under-
standing of the molecular organization of chloro-
plast thylakoids is given by the fluid lipid-protein
mosaic model of Singer and Nicolson (1972). The
membrane consists of a lipid bilayer continuum, in
which the intrinsic proteins are firmly embedded.
The hydrophobic regions of the intrinsic proteins
are associated by hydrophobic interactions with
the fatty acid tails of the lipid bilayer, and their
hydrophilic areas interact with the polar head
groups of the boundary lipids. Some intrinsic pro-
teins may extend across the membrane and thus
have hydrophilic regions at each membrane sur-
face. Detergents, chaotropic agents, or organic
solvents are required for the release of intrinsic
proteins from the membrane. In contrast, the ex-
trinsic proteins, being attached to the membrane
mainly by ionic interactions with the intrinsic pro-
teins, are more easily removed from the mem-
brane (Singer, 1974). Most of the lipid is thought
to be in the bilayer form, with a fraction being
immobilized around the intrinsic proteins, the so-
called boundary lipids (Lee, 1975).

The basic concepts of this molecular organiza-
tion include fluidity, asymmetry, and economy.
The fluidity of thylakoids allows the free lateral
diffusion of some components along the mem-
brane, which may be required for the complex
function of energy transduction. Further, fluidity
allows a redistribution of components during the
membrane stacking process, permits the insertion
of new components into the membranes during
biogenesis, and allows for even distribution of
membrane components during chloroplast divi-
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sion. In contrast to this possible movement of
molecules along the membrane, there is a restric-
tion of movement of molecules across the mem-
brane from one half of the bilayer to the other,
which permits the necessary asymmetry of compo-
nents essential for thylakoid function. Finally,
there is a splendid economy in placing molecules
in such thin membranes, which not only greatly
increases their effective concentration, but also
imparts order, since random movement in three-
dimensions is removed.

With chloroplast thylakoids, evidence from
both low-angle X-ray diffraction (Sadler et al.,
1973) and freeze-fracture studies (Arntzen and
Briantais, 1975) is consistent with the presence of
substantial regions of lipid bilayer. Moreover,
freeze-fracture data (Ojakian and Satir, 1974)
clearly show that the matrix of chloroplast thyla-
koids is fluid.

The lipids make up some 50% of thylakoid
membrane mass. The main classes include those
involved directly in photosynthesis —chlorophylls
(21%), carotenoids (3%), and plastoquinones
(3%); and the structural lipids of the matrix —the
glycolipids, monogalactosyl diacylglycerol (27%),
digalactosyl diacylglycerol (14%), and an anionic
sulpholipid (4%); and lesser amounts of phospho-
lipids (10%) (Lichtenthaler and Park, 1963). The
most significant feature of the structural lipids is
the high degree of unsaturation of their fatty acids,
linolenic acid (18:3) being the predominant acyl
group. This high degree of unsaturation of acyl
groups, together with the absence of cholesterol
(Lee, 1975), would allow thylakoid membranes to
have very fluid domains. There is no unequivocal
evidence for the localization of any of the lipid
components. Anderson (1975) proposed that the
neutral galactolipids would form the fluid matrix,
because their acyl groups have the greatest degree
of unsaturation of the various lipid classes; fur-
ther, their polar head groups are uncharged and
they may not be an integral part of the photosys-
tems per se. If this were so, it would leave sulpho-
lipid and the phospholipids to be variously immo-
bilized as boundary lipids. They would be suited
for this because they contain one saturated and
one unsaturated acyl group. Moreover, their polar
head groups all carry fixed charges which could be
involved in interactions with the fixed charges of
the hydrophilic protein domains.

Interest in the spatial arrangement of thylakoid
components has been greatly stimulated by the
chemiosmotic hypothesis of energy conservation
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(Mitchell, 1966) which requires a vectorial ar-
rangement of photosynthetic electron transport
components. Both the light-induced generation of
potential across the membrane in the primary pho-
toacts (Witt, 1971) and the uptake of protons
from the stroma by thylakoids during electron
transport demonstrate that these membranes are
asymmetric. Strategies to explore thylakoid topol-
ogy have included the use of specific group label-
ing reagents, hydrolytic enzymes, and the exten-
sive use of antibody labeling techniques. From
such studies, it is clear that thylakoids are indeed
highly asymmetric (Trebst, 1974; Anderson,
1975), although the evidence is not as comprehen-
sive as has been obtained for erythrocyte mem-
branes (Bretscher and Raff, 1975).

The proteins of thylakoids include chloroplast
ATPase, which is structurally and chemically simi-
lar to that of inner mitochondrial and bacterial
ATPases, and consists of an inner membrane seg-
ment, CF,, which is placed across the membrane
with the photophosphorylation coupling factor,
CF,, located at the outer thylakoid surface. Accu-
mulated evidence from electron microscopy (both
freeze-etch and negative staining) and antibody
labeling experiments demonstrate that CF; is lo-
cated at the outer surface of unstacked stroma and
end grana thylakoids (see Miller and Stachelin,
1976).

The other functional proteins of chloroplast thy-
lakoids are the electron transport components of
both photosystems. Some of these are accessible
at or near the outer thylakoid surface, whereas
some are more deeply buried within the mem-
brane or located at or towards the inner thylakoid
surface. Description of their location in thylakoids
is hampered by the unavailability from thylakoids
of “inside-out” vesicles, such as may be prepared
from inner mitochondrial or photosynthetic bacte-
rial membranes, and by the limited accessibility of
the outer surface of the contacted thylakoids of
the grana. There is some evidence for the vectorial
arrangement of the electron carriers of PS I
(Trebst, 1974). The adjacent electron carriers on
the acceptor site of PS I, ferredoxin and ferre-
doxin NADP* reductase, are located toward the
outer thylakoid surface; cytochrome f and possibly
plastocyanin are located at or towards the inner
thylakoid surface (Trebst, 1974). The distribution
of the components of PS II is uncertain, because
the evidence for their location is equivocal and the
components are not fully characterized (Trebst,
1974). Recently, Renger (1976) used trypsin to



explore the topology of PS II; this proteolytic
enzyme does not penetrate thylakoids and attacks
proteins only at the outer membrane surface. Ren-
ger showed that the primary electron acceptor
X320 (Witt, 1971) is covered by a proteinaceous
component susceptible to trypsin attack, but com-
ponents on the oxidizing side of PS II were unaf-
fected, suggesting they are located toward the
inner thylakoid surface. Although the vectorial
distribution of the electron carriers of both photo-
systems is not yet proved, it seems that the supra-
molecular complexes of each of the photosystems
must extend across the membrane. Indeed, such a
molecular geometry would be a necessity for the
separation of charge across the membrane that
occurs in the primary photoacts (Witt, 1971). Fur-
thermore, it is likely, although unproved, that the
chlorophyll-protein complexes also extend across
the membrane (Anderson, 1975).

Most, if not all, of the chlorophylls are attached
to specific proteins; these chlorophyll-protein
complexes are the main thylakoid intrinsic pro-
teins. Thylakoid membranes may be fragmented
by nonionic detergents, sonication, or the French
pressure cell into subchloroplast fragments with
different photochemical properties and chemical
composition (Boardman, 1970). The small frag-
ments with a high chlorophyll a/chlorophyll b ratio
are enriched in PS I, whereas the larger fragments,
derived from grana thylakoids, have a low chloro-
phyll a/chlorophyll b ratio and are enriched in PS
II. These fragments contain a large number of
thylakoid polypeptides, including those of the
chlorophyll-protein complexes, suggesting that
each photosystem may be organized as a specific
complex in the membrane. Extended detergent
treatment, either by digitonin (Wessels and
Borchert, 1975) or Triton X-100 (Vernon and
Klein, 1975), permits the isolation of smaller par-
ticles which contain discrete chlorophyll-protein
complexes: a PS I complex containing the reac-
tion-center molecule P 700, a PS II complex con-
taining the reaction-center molecule P 680, and a
third light-harvesting complex.

A more complete solubilization of thylakoids is
obtained with anionic detergents. When chloro-
plast thylakoids are solubilized in sodium dodecyl
sulfate (SDS) without prior extraction of lipids,
two main chlorophyll-protein complexes are sepa-
rated by SDS polyacrylamide gel electrophoresis
(PAGE) (Thornber, 1975; Brown et al., 1975).
One is chlorophyll-protein complex I (CP I),
which is the central complex of PS I, as it contains
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P 700. This complex has 1 P 700/45 chlorophyll a
molecules, and the molecular weight of its single
polypeptide is 64,000-70,000 daltons (Machold,
1975; Nelson and Bengis, 1975; Chua et al.,
1975). The second, and major, complex is the
light-harvesting  chlorophyll-protein  complex
(LHCP), which represents some 40-60% of the
total chlorophyll of mature thylakoids. This com-
plex is photochemically inactive but transfers light
energy to PS II and possibly PS I. LHCP contains
both chlorophyll a and chlorophyll b; it is agreed
that this complex contains most, if not all, of the
chlorophyll b of mature thylakoids (Thornber,
1975). It is not established whether LHCP con-
tains one or two polypeptides in the 25,000-dalton
range (Anderson, 1975). In the case of Acetabu-
laria mediterranea, a LHCP of 67,000 daltons has
been shown to include two subunits of 23,000 and
21,500 daltons (Apel, 1977). The third complex,
which contains the reaction center of PSII, P 680,
and associated chlorophyll a molecules, is not de-
tected by SDS PAGE. However, using Chlamydo-
monas mutants deficient in PS 2 reaction centers,
Chua and Bennoun (1975) have circumstantial
evidence that a polypeptide of 47,000 daltons is
associated with this chlorophyll complex.

That the two major chlorophyll-protein com-
plexes are indeed the main intrinsic proteins of
chloroplast thylakoids was elegantly demonstrated
by Machold (1975). Purified tobacco thylakoids,
with a protein/chlorophyll mass ratio of 4, were
extracted exhaustively with the protein peturbant,
6 M guanidine-hydrochloride, thereby removing
extrinsic proteins which comprised about half of
the membrane protein. The insoluble residue
(protein/chlorophyll ratio of 2) still preserved its
basic membrane structure; it was demonstrated by
SDS PAGE that the polypeptides of both CP 1
and LHCP were quantitatively retained and com-
prised about 70% of the intrinsic polypeptides.
Similarly, Apel (1977) showed that Acetabularia
mediterranea thylakoids treated with EDTA and
pronase lost some 60% of their membrane pro-
teins. The pronase-resistant membrane retained
its basic membrane structure and the chlorophyll-
protein complexes were still present, confirming
that they are intrinsic proteins. Enzymatic iodina-
tion of EDTA-treated thylakoids resulted in label-
ing of the 23,000-dalton subunit but not the
21,500-dalton subunit of the light-harvesting com-
plex; further the chlorophyll-containing polypep-
tide of the PS I complex was not labeled. Conse-
quently, two of the chlorophyll-containing poly-
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peptides of this green alga appear to be buried in
the membrane.

A question of central importance concerns the
localization of the chlorophyll molecules. Fenna
and Matthews (1975) have determined the X-ray
structure of a water-soluble bacteriochlorophyll-
protein from the green photosynthetic bacterium,
Chlorobium. This complex consists of three identi-
cal subunits, each containing a core of seven bac-
teriochlorophyll molecules arranged in an irregu-
lar fashion and completely surrounded by protein.
This may not be the arrangement of chlorophyli
molecules in the intrinsic complexes of higher
plant thylakoids. Anderson (1975) proposed that
the light-harvesting chlorophylls would be located
as boundary lipids of their specific intrinsic pro-
teins (Fig. 1). In this model, the hydrophobic
phytyl chains are inserted perpendicular to the
membrane plane in close interaction with the hy-
drophobic exterior of the intrinsic proteins. The
hydrophobic portion of the chlorin ring is bent
over and buried in the hydrophobic interior of the
protein, leaving its hydrophilic side at the mem-
brane surface. If the concept of intrinsic proteins
being surrounded by a layer of boundary lipids is
correct, a substantial fraction of the thylakoid lipid
must be so immobilized. One reason for proposing
that chlorophyll is located as boundary lipid is that
thylakoids have less structural lipid available for
the bilayer than is found with many other biomem-
branes.

Ficure 1 Schematic cross section of a thylakoid show-
ing an intrinsic protein extending across the membrane.
It is proposed that the light-harvesting chlorophyll mole-
cules are part of the boundary lipids of their specific
intrinsic proteins. Additional lipid molecules would be
required to complete the layer of boundary lipids sur-
rounding the intrinsic protein (Anderson, 1975).
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Molecular Organization

The function of chloroplast membranes de-
pends on protein-protein, lipid-protein, and lipid-
lipid interactions. Having discussed how the indi-
vidual thylakoid components may be located
within the membrane, we now must consider how
these components interact with each other to form
supramolecular complexes. The molecular organi-
zation is complicated by the further differentiation
of mature chloroplast thylakoids into grana and
stroma regions which possess distinct functional
and substructural properties. Further, we have to
consider the interaction between PS I and PS II,
interactions between the electron transport chain
carriers and the more bulky chlorophyll-protein
complexes within each photosystem, and the cou-
pling of electron transport to photophosphoryla-
tion.

Much of our knowledge of the location and
properties of the photosystems comes from proce-
dures for thylakoid fragmentation that allow sepa-
ration of grana and stroma thylakoids. These pro-
cedures include either mechanical methods, such
as sonication or passage through the French pres-
sure cell, or nonionic detergents, digitonin or Tri-
ton X-100 (Boardman, 1970). After thylakoid
fragmentation, subchloroplast fragments enriched
in PS T or PS II are isolated by differential centrif-
ugation. In all cases, a large subchloroplast frag-
ment is obtained which is enriched in PS II and
chlorophyll b; this is derived from grana thyla-
koids (Park and Sane, 1971; Arntzen and Brian-
tais, 1975). In contrast, the smaller vesicles con-
tain mainly PS I and have a higher chlorophyll a/b
ratio compared to chloroplasts. These small vesi-
cles are thought to be derived from stroma thyla-
koids in the French pressure cell method, but are
probably derived from both stroma and grana
thylakoids with digitonin treatment. These results
and other observations led to the proposal by Park
and Sane (1971) that PS II is restricted to grana in
mature chloroplasts, whereas PS I is present both
in grana and stroma thylakoids. Definitive evi-
dence for this proposal can only be obtained when
the presence or absence of the photosystems can
be shown in vivo in different regions of the mem-
branes. Recent evidence shows that the PS I de-
rived from stroma thylakoids is identical in com-
position to that of grana thylakoids (Wessels and
Borchert, 1975; Brown et al., 1975).

This functional differentiation of the membrane
system is paralleled by the gross structural differ-



entiation. Beyond this, however, there is a differ-
ence in the distribution of the particulate subunits
of chloroplast thylakoids which occur both within
the membrane and at its surface. This substructure
is wondrously revealed by the freeze-fracture tech-
nique, by which the frozen membrane is fractured
through its hydrophobic interior, exposing com-
plementary fracture faces. Replicas, then, show
smooth areas representing the lipid domains and
particles which probably represent intrinsic pro-
teins and their associated boundary lipids. This
view seems reasonable, since artifical lipid layers
and vesicles have no such particles unless globular
intrinsic proteins are included.

Chloroplast thylakoids possess a high density of
freeze-fracture particles whose sizes, being mark-
edly different, are referred to as “large” and
“small” particles; however, there is a size distribu-
tion within these groups (Park and Sane, 1971,
Arntzen and Briantais 1975). Histograms of the
particle size distribution demonstrate that the
particles fall into four size classes of 7.0-, 10.5-,
14.0-, and 16.0-nm diameter in Chlamydomonas
(Ojakian and Satir, 1974). These particles are
located on different fracture faces; furthermore,
the appearance of the fracture faces of the stacked
membrane region is unique and distinctly different
from that of unstacked membrane regions. Thus
large, widely spaced particles are found in the
inner fracture face (EF) adjacent to the intrathyla-
koid space of stacked membranes only, whereas
the coplanar unstacked membrane has fewer parti-
cles of a smaller size. In contrast, the outer frac-
ture face (PF) adjacent to the stroma contains
small, tightly packed particles only, in both
stacked and unstacked membrane regions (Table
I). The freeze-fracture data suggest that the parti-
cles are arranged asymmetrically within the thyla-
koid membrane, with the large particles located

more toward the inner half of the bilayer and
partly protruding into the intrathylakoid space,
and the small particles located more toward the
outside of the thylakoid membrane. Circumstan-
tial evidence from freeze-fracture studies with
other membranes indicates that particles probably
must extend across the membrane in order to be
visualized, and this is probably true for chloroplast
thylakoids. The asymmetric distribution of the
particles on the fracture faces of thylakoids may
arise because the small particles have more mass
in the outer half of the membrane layer and hence
cleave with that fracture face, while the large par-
ticles may have more mass in the inner half of the
bilayer.

The unique structural organization of thylakoids
is dependent on cations. Izawa and Good (1966)
first showed that spinach thylakoids, suspended in
zwitterionic buffers, no longer have the character-
istic areas of grana and stroma thylakoids, and the
membranes become completely unstacked. This
effect is reversed when monovalent or divalent
cations are added back to the low-salt media and
the membranes are restacked.

In an elegant study with Chlamydomonas mem-
branes, Ojakian and Satir (1974) quantitatively
measured the size and distribution of freeze-frac-
ture particles. They showed that artificial unstack-
ing of these membranes resulted in a random
distribution of freeze-fracture particles along the
membrane, but their total number and sizes on
both fracture faces remained nearly constant (Ta-
ble I). In the ac-31 strain of Chlamydomonas, the
thylakoids are unstacked in vivo after isolation in
Tris buffer; addition of Tris-Mg buffer will induce
membrane stacking and produce a change in dis-
tribution of the particles, with no change in their
sizes or number (Table I). The nearly complete
conservation of both the numbers and sizes of the

TABLE 1

Particle Conservation on Fracture Faces of Chlamydomonas Thylakoids*

Particles per pm?

Particles per um?; unstacked regions

Strain

% membranes

Fracture facet Stacked Unstacked stacked Measured Calculated§
wt PF 3,510 3,665 57 3,440 3,565
wt EF 1,943 606 57 1,337 1,368
ac-31 EF 2,514 888 43 1,600 1,606

* Ojakian and Satir, 1974.

T PF, outer fracture face adjacent to stroma; EF, inner fracture face.

§ Ca!culated particle distribution expected by a redistribution of existing components by lateral diffusion in the fluid
matrix so that the particles occupy the entire membrane surface.
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particles from the stacked to the unstacked config-
uration and vice versa indicates a rearrangement
of membrane components by lateral mobility in
the membrane plane. This not only demonstrates
the fluid nature of thylakoids, but also points to a
different distribution of particles, that is, intrinsic
proteins, in grana and stroma thylakoids. As men-
tioned, the main intrinsic proteins are the chloro-
phyll-protein complexes (Machold, 1975).
Although chloroplast coupling factor, CF,, has
been detected only on unstacked membranes, it
has been difficult to resolve whether it is also
present on the regions of stacked membranes, but
not detected there because of the close contact of
the grana thylakoids. Recently, Miller and Stae-
helin (1976) have examined the outer surface of
spinach thylakoids by antibody labeling and by the
technique of freeze-etching, which exposes the
outer surfaces of biological membranes by sublim-
itation of their frozen media. After some 30% of
the large freeze-etch particles, identified as car-
boxydismutase, had been selectively removed, the
remaining large particles were removed under
conditions which resulted in the loss of ATPase
activity. Addition of purified coupling factor re-
stored the large particles and ATPase activity.
Since the ATPase activity and the particle num-
bers were the same in control and reconstituted
membranes, these particles were identified as CF;.
Spinach thylakoids, from which carboxydismutase
had been previously removed, had 720 particles
per um? of unstacked membrane surface, which
formed some 35% of the total membrane surface
(Table II). Artificial unstacking of these mem-
branes by the method of Izawa and Good (1966)
led to an apparent decrease in the distribution of
particles to 264 particles per um? consistent with
the idea that the particles originally present in the
unstacked membranes had been free to move over

TaBLE II

CF, Distribution on Spinach Thylakoids during
Unstacking and Restacking*

Percentage
membrane
surface in  Calculated par-
Particle density unstacked  ticle density ~ATPase-spe-

Preparation  (per pm?) regions (per um®)t  cific activity§
Stacked 710 35 251 5.33
Unstacked 261 100 261 5.78
Restacked 690 40 282 5.44

* Miller and Staehelin, 1976.

+ Number of CF, particles per xm? of total membrane surface.

§ Units of enzyme required to release 1 wmol inorganic phosphate per min
at 37°C.
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the entire membrane surface. Restacking the
membrane system by the addition of cations re-
stored the original particle distribution. Signifi-
cantly, no loss or increase in either particle size or
ATPase activity is observed during these proce-
dures (Table II). This dramatic conservation of
numbers and activity of CF, particles during un-
stacking and restacking suggests that CF, is ex-
cluded from the stacked membrane region, where
most of the photochemical activities are located.
Consequently, the coupling between electron
transport and photophosphorylation may be indi-
rect.

Chloroplast thylakoids show both functional
and structural differences between stacked and
unstacked thylakoids, with PS II and large freeze-
fracture particles being restricted to stacked mem-
branes. The location of the chlorophyll-protein
complexes has been under extensive study. Much
evidence derived mainly from SDS PAGE now
demonstrates that the major chlorophyll-protein
complex, LHCP, is restricted mainly to stacked
membrane regions (Anderson, 1975). First, frag-
mentation studies of chloroplast thylakoids, using
either nonionic detergents or mechanical proce-
dures, demonstrate that CP I is found in both
subchloroplast fragments derived from grana and
stroma thylakoids. In contrast, LHCP is restricted
primarily to the stacked membrane fractions en-
riched in PS II and chlorophyll b. However, the
PS I vesicles derived from the French pressure cell
do contain some LHCP (Brown et al., 1975).
Second, studies with mutants have been useful.
These mutants generally are chlorophyll-deficient,
especially in chlorophyll b, and possess reduced or
no membrane stacking. Recent examination by
SDS PAGE of mutant chloroplasts reveals that
they contain little or no LHCP (Anderson and
Levine, 1974). Finally, membrane biogenesis
studies show that developing plastids initially have
unstacked membranes which contain little or no
chlorophyll b, and neither the polypeptides of
LHCP nor LHCP itself.

Both large freeze-fracture particles and LHCP
are confined mainly to stacked membranes, and
over 50% of the intrinsic protein of thylakoids
belongs to LHCP, so Anderson (1975) proposed
that large freeze-fracture particles would include
LHCP. The small, more densely packed particles
of the outer fracture face found in both stacked
and unstacked membranes might include CP I
which represents about 20% of the thylakoid in-
trinsic protein.



The structural approach was used by Armond et
al. (1977), who studied the development in con-
tinuous light of chloroplasts from pea seedlings
which previously had been exposed only to inter-
mittent light. Such chloroplasts (0-h plastids) are
photosynthetically competent, but they have un-
stacked membranes and no LHCP. Continuous
illumination of the pea seedlings leads to mem-
brane synthesis and differentiation, concomitantly
with synthesis of LHCP (Arntzen et al., 1977).
During this membrane synthesis and differentia-
tion, Armond et al. (1977) showed that the total
number of freeze-fracture particles on both frac-
ture faces is fairly constant; hence, incorporation
of massive amounts of LHCP into the thylakoids
did not result in new particles. However, there
was a significant increase in the size of the parti-
cles, particularly those on the inner fracture face.
The O-h plastids had particles of 8 nm; during
greening their size increased gradually, possibly in
discrete jumps, so that finally a population con-
taining four main sizes was obtained (8.0-, 10.5-,
13.2-, and 16.4-nm diameters) with the 10.5- and
16.4-nm particles being dominant in 48-h plastids.
Armond et al. (1977) propose that the 8.0-nm
particles represent ‘“‘core complexes” of PS II,
which would contain the PS II reaction center and
antenna chlorophyll a, and that subsequently dur-
ing greening, aggregate complexes of LHCP are
added to these “‘cores” to form completed PS II
units. They suggest that the small, densely packed
particles of the outer fracture face may correspond
to the morphological equivalent of a PS I complex
(Fig. 2).

The complex beauty of freeze-fracture micro-
graphs has revealed the asymmetry of distribution
of particulate subunits within and along the thyla-
koids, thereby provoking many hypotheses con-
cerning their chemical and functional identity.
Eventually, these freeze-fracture particles must be
identified either by isolation or by labeling in situ.

From evidence derived from thylakoid fragmen-
tation studies, it has been proposed that PS II is
confined principally to grana in mature thylakoids.
Nevertheless, it is clear that stacked membranes
are not necessarily required for PS II activity.
Thus, a number of higher plant and algal mutants
which have no membrane stacking have PS II
activity, and this situation occurs also in develop-
ing plastids which may be photosynthetically com-
petent while their membranes are unstacked (An-
derson, 1975; Arntzen and Briantais, 1975).

What, then, is the significance of grana stack-
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C

Light-harvesting complex

FIGURE 2 A proposed model for the localization of the
particulate subunits of thylakoids obtained from a
freeze-fracture study. In plastids from plants grown
under intermittent illumination (0-h plastids), the mem-
branes are unstacked and 7.5-nm particles are associated
with the outer fracture face (PF), and 8.0-nm particles
are associated with the inner fracture face (EF). After
the pea seedlings had been greened in continuous illu-
mination (48-h plastids), grana stacking occurs together
with massive synthesis of LHCP. No new particles are
formed, but particularly those on the inner fracture face
increase in size. It is proposed that aggregates of LHCP
are added to the 8.0-nm particles, which represent
“core complexes” of PS II, to form completed PS-2
units. The PF particles may then be the morphological
equivalent of PS I (Armond et al., 1977).

ing? Environmental conditions affect grana devel-
opment; growth at low light results in more mem-
brane stacking, particularly with plants grown in
densely shaded habitats. Shade-plant chloroplasts
have more chlorophyll, especially chlorophyll b,
than do sun-plant chloroplasts (Boardman et al.,
1975), and they have more LHCP (Brown et al.,
1975). Boardman et al. (1975) proposed that
grana may simply be a means of increasing the
light-harvesting capacity of membranes. Not only
is light trapping possible along the membrane, but
the close proximity of photosynthetic units on ad-
jacent membranes would also allow excitation en-
ergy transfer across the membrane. Cations exert
an effect on the distribution of excitation energy
between the photosystems, thereby regulating
quantum efficiency. Several studies suggest that
LHCP may be involved in this cation-regulated
control of energy distribution (see Arntzen et al.,
1977). In developing chloroplasts, the onset of
Mg*+ regulation of excitation energy between the
photosystems correlated with the synthesis of
LHCP, and Arntzen et al. (1977) conclude that
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LHCP is involved in this effect. However, the
synthesis of LHCP occurs concomitantly with
grana formation, and it may be the stacking of
membranes, rather than LHCP itself, which is
required for this cation-regulated distribution of
excitation energy between the photosystems. Fur-
ther study of the effect of cations in modulating
the interactions and organization of the photosys-
tems should give insight into the molecular mecha-
nism of membrane stacking.

In summary, the combined evidence of func-
tional, structural, and compositional differences
between grana and stroma thylakoids suggests that
undifferentiated membranes contain “initial” PS I
and PS II and chloroplast ATPase, all of which
may be free to move laterally within the mem-
brane plane. Following syntheses of the polypep-
tides and chlorophylls of LHCP, part of the undif-
ferentiated thylakoids become stacked. During
this stacking process, it seems that the bulky chlo-
roplast coupling factor is excluded from the
stacked membrane region (Miller and Staehelin,
1976) and thus is left in the stroma thylakoids.
Although this picture of the molecular organiza-
tion of the photosystem may be satisfactory at the
structural level, we are very far from a precise
description of interactions of individual thylakoid
components at the molecular level. Furthermore,
the picture presented is static rather than dynamic.
The very large, light-induced changes in ion fluxes
across chloroplast membranes will have a pro-
found influence on the molecular interactions of
thylakoid components (Murakami et al., 1975).

The structural relationship between PS I and PS
II and the mechanism of their interaction have yet
to be elucidated. However, the photosystems may
not be directly linked to one another, as the large
pool of plastoquinone molecules may be mobile in
the membrane and the link between the photosys-
tems would then be a dynamic one. A complex
interaction exists at two levels within each photo-
system: on the one hand, there is the light-harvest-
ing system through which excitation energy is
transferred from the many light-harvesting chloro-
phylls to the reaction-center chlorophyll and, on
the other, there is the electron transport chain
which is associated also with the reaction center.
The chlorophyll-protein complexes are large com-
pared to individual components of the electron
transport chain. In the central complex of PS I,
each P 700 molecule is associated with some 45
chlorophyll a molecules and a polypeptide of
70,000 daltons, and this complex probably has
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both the primary donor and acceptor for PS I
(Nelson and Bengis, 1975). However, there are
another 150 or so chlorophyll molecules in PS I,
some of which may be complexed to the 70,000-
dalton polypeptide or to other, as yet unidentified,
polypeptides; the remaining PS I chlorophylls
probably belong to LHCP. The central complex of
PS II is not characterized as yet, but it also is likely
to have light-harvesting chlorophyll 2 molecules in
close association with the reaction center, P 680.
Both of these complexes, then, may be sur-
rounded by aggregates of LHCP, with much more
LHCEP associated with the PS II complex than with
the PS I complex. Interaction of LHCP aggregates
with the central complexes of both photosystems
may well be dynamic rather than static. It is proba-
ble that this association is influenced by the cation
concentrations in local domains of the membrane.
If LHCP is partly involved in membrane stacking,
however, some may be anchored within the grana
thylakoids.

Comparison of the electron transport chains
from plants grown at different light intensities
indicates that there is no universal stoichiometry
between the amounts of electron carriers (e.g.,
cytochrome f) and the amounts of P 700 and Q (a
marker for PS II reaction centers) (Boardman et
al., 1975). Consequently, these authors suggest
that individual molecules of the electron transport
chain do not belong specifically to a single chain,
but are part of a pool which may be common to
several chains. An implication of these proposals
is that some of the electron transport carriers may
be mobile in the membrane. As the collision rates
of membrane proteins, which are free to move
laterally in the membrane, are extremely high
(Lee, 1975), it is possible that interaction between
the central complexes containing either P 700 or P
680 and complexes of intermediate electron car-
riers may also be dynamic, rather than static.
Thus, there need not necessarily be a specific
macromolecular complex containing all of the
components of each photosystem.

The romantic era of speculative dreams of the
molecular organization of membranes is almost
ended, even for chloroplast thylakoids. With the
investigative strategies now available, nothing but
the discipline of experimentation is needed to re-
veal the interactions between individual thylakoid
proteins and between proteins and lipids. The
future challenge is to unravel the intricate mecha-
nism of the assembly of chloroplast membranes
from their diverse components and to explain how



this assembly is controlled by the complex interac-
tion of the chloroplast and nuclear genomes.
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ONTOGENY AND ASSEMBLY OF CHLOROPLAST

MEMBRANE POLYPEPTIDES

IN CHLAMYDOMONAS REINHARDTII

I. OHAD

Formation of photosynthetic membranes occurs
by a process of growth of preexisting membranes.
This has been demonstrated in numerous systems
such as growth and multiplication of chloroplasts
in dividing cells, greening of etiolated plants, or
when conditional mutants of algae are transferred
from restrictive to permissive conditions (Ohad,
1975). The process of membrane assembly can be
resolved into several steps: synthesis of membrane
components, their binding and insertion into the
membrane, and their integration, together with
other membrane components, into functional pho-
tosynthetic units. Although all membrane compo-
nents — proteins, lipids, and pigments —should be
considered, I must limit myself to the discussion of
the synthesis and integration of membrane poly-
peptides and chlorophyll and the establishment of
photosynthetic electron flow.

Ontogeny and Function of Chloroplast
Membrane Peptides

Several major chloroplast membrane peptides
are synthesized by 80S cytoplasmic polyribo-
somes. These ribosomes might be free or bound to
the double, outer, chloroplast envelope. In both
cases, the peptides must cross this barrier and find
their way to the developing photosynthetic mem-
brane, a process that still awaits elucidation.
Moreover, nuclear messages coding amino acid
sequence of membrane polypeptide might also be
translated by the 70S chloroplast ribosomes. Such
a case was recently demonstrated in a tempera-
ture-sensitive, nuclear mutant of Chlamydomonas
reinhardtii (T4). In this mutant, a 44 kdalton-
polypeptide coded by a nuclear gene is translated

1. oHAD Department of Biological Chemistry, The He-
brew University of Jerusalem, Jerusalem, Israel

in the chloroplast and required for the formation
of photosystem II (PS II; Kretzer et al., 1977).
The chloroplast membranes of C. reinhardtii
can be resolved by the current sodium dodecyl
sulfate (SDS) acrylamide electrophoretic tech-
niques into about 20-30 distinct polypeptides, of
which about 18 are present in significant amounts.
Based on the results obtained in several laborato-
ries, the possible function and corresponding tran-
scripton and translation sites of about 12 polypep-
tides can be identified as follows (Table I): poly-
peptide(s) of chloroplast translation (63-65 kdal-
tons) appears to be required for the formation of
photosystem I (PS I; Bar-Nun and Ohad, 1974).
The fact that polypeptides in this molecular weight
range are missing in nuclear mutants of C. rein-
hardtii suggests that at least one of these polypep-
tides might be coded by a nuclear gene (Chua et
al., 1975). The formation of the chlorophyll-pro-
tein complex I (CP I) as detected by SDS gel
electrophoresis requires their presence. After its
dissociation, the isolated CP I complex releases a
polypeptide(s) of 64 kdaltons (Chua et al., 1975),
to which about 20-30 chlorophyll a molecules are
specifically bound (Bar-Nun et al., 1977). A 49-
kdalton polypeptide of chioroplastic translation is
required for the development of PS I activity.
Isolated membrane particles prepared by deoxy-
cholate treatment exhibit high PS I activity, meas-
ured with methyl viologen as an electron acceptor
when this polypeptide is present. Such particles
isolated from membranes that lack the 49-kdalton
polypeptide do not exhibit this activity (Bar-Nun
and Ohad, 1974). A 47-kdalton polypeptide of
chloroplastic translation and transcription is asso-
ciated with the water-splitting activity of PS II
(Kretzer et al., 1977). The formation of the reac-
tion center of PS II also depends on the presence

Thylakoid Assembly 193



K1oanadsar ‘[1 4D pue | 4D
JO uoneso] ‘1B3S Yor|q ‘I1BIs ANYM (96T ‘Iequioy] pue uey) xoidwod I 4D ul g pue v [[Aydoio[yd pulq 01 paiapisuod Aqjensn st apudad uoljepy-gz SyL .

‘suoj[epy g s! 1ydiom 1emosjow juatedde ay) apiym suoyepy 9¢ Jo 1ySom Ie[nodjowr e saey Y3 sny) pue (g ‘v) [Ys |
moge pue suoyepy 7 pue gz apndadLjod sureiuos [[ 4D Syl suollepy 88 INoqe 3q o} punoy st JySrom remosjow jusredde oyl (suolepy 091-0S1T 29 ySw
W3ram Jemddow Yl ‘v [jAydoiofyd gg-Qg pue suoljepy §9-£9 sapndadAjod sureiuos [ gD eyl s1apisuod auo j ‘suo juaredde oy uey) ySom Ie[ndsjow
12431y yonw e aaey saxaidwod 2y} eyl 9edipul Jydiw siy g, 'z  1-1° 1 Inoqe jo sanijiqow 331y 3aey [jAydoroys woy uonenossip 1aye sapndadLjod aandadsax
YL "8 1-9'1 218 [[ dD Pue [ 4D soxajdwoos uiarord-flAydororys jo Ajpiqow 9213 oy, ("123u30 UONIBAI = DY) 'SAS Jo 2duasaid ayy utr Aujiqow snyazoyd
-01193]2 WOL) PIIBWIISI 1. (97 F ~) SIYT1om JB[NI[OIN "9L6T *"[B 19 I9ZIIY] pue (9.6 ‘I9quIoy] pue uey '€/ 6] ‘Uewagalg pue 19qOoH ‘ZL61 ‘PRYO pue
uelig ‘.61 “'[8 19 Eny)) /6T ‘Unouudg pue enyD) (G671 T8 12 umold ‘H/61 ‘PeyO pue unN-Ieg 6] ‘SUIADT PUE UOSISPUY WOIJ UIYE) 2B BIEp S,

qA o ZZ 11 dD + srwse[doif) PLETRLITNG
BA OII 8161 v 1dd 971018 + srwsejdoify IespnN
BAL PI-€1 \ 97 11 Sd - onse[doloy)
Al qam ‘zI-11 - m&m ¥ otwse[doik) IedpnN
11 eIl ‘01-8 — 0t ¥ snuse[doif)
I of - snserdoroy)
gt : .\\.\W& by 14D (0¥ 11 sd - snsedosoyd IeapnN
i 11 =~ ¢t 1dD - ouserdoroly)
Il B /Q 1dD (O*H) 11 sd - susejdoroy) oyseldooyD
pi 1y - 4 6 1dD ISd - susedoroy)
11 W. * 69 1€9 1dD v U2 0£-07 ISd - onserdolonyd IespaN
SaIMEPUAWOU 13410 waned o0 M O saxoidwos jo Fuipuiq Ananoe [o1u02 uonejsueLy, uondudsuery
uonezijlqels lIAydoou>y [estwaydoloyd war
uondung SISOYIUAg

mpavyua souowopluivyyy) ut sapuidad auviquiapy isopdoiopy) tofvpy fo uomoung puv dus§ojuo

[ g1av],

ORGANIZATION AND ASSEMBLY OF CHLOROPLASTS

194



of a 44-kdalton polypeptide of chloroplastic
translation and nuclear transcription. In addition
to the 64-kdalton polypeptide, all the other poly-
peptides of chloroplastic translation are detected
as being present in small amounts in the iso-
lated CP I complex. Although some of these
polypeptides, such as the 47 and 44 kdaltons, are
associated with PS II activity, their presence in the
membrane is a prerequisite for the organization of
the components that form CP I, as detected by the
SDS acrylamide gel electrophoretic technique
(Bar-Nun et al., 1977).

The synthesis of all the above polypeptides and
their insertion into the membrane is not controlled
by light, and for some it can occur independently if
a second group of polypeptides of cytoplasmic
transcription and translation already has been syn-
thesized and integrated into the membrane
(Ohad, 1975). This includes polypeptides of 30-
32, 28, 24, and 22 kdaltons. The 24- and 22-
kdalton polypeptides bind chlorophyll, and thus
form the light-harvesting chlorophyll-protein com-
plex II (CP II; Bar-Nun et al., 1977). In mutants
that are deficient in chlorophyll or lack the 22 to
24-kdalton polypeptides, no CP II is detected and
the thylakoid membranes are unstacked. How-
ever, PS II activity is present (Anderson and
Levine, 1974). Thus, it has been inferred that the
presence of the 22 to 24-kdalton polypeptides
might play a role in the stacking process. Each of
these two polypeptides binds about 4-6 chlorophyll
molecules (both @ and b). Their synthesis is
strongly controlled by light of 632 nm (Ohad,
1975). When associated with chlorophyll, their
migration in the electrophoretic field is retarded.
The complex shows an apparent molecular weight
of about 28-29 kdaltons. As a result, it comigrates
with another major membrane polypeptide of 28
kdaltons, which was considered to be the chloro-
phyll-binding protein of CP II (Anderson and
Levine, 1974; Kan and Thornber, 1976). The
function of this polypeptide is not well defined.
Its relative content during dilution of membranes
increases after the growth of the y-I mutant in
the dark. The polypeptide is rapidly synthesized
during the greening process of this mutant. Possi-
bly its role is to specify the recognition or binding
of other membrane components and eventually
to be involved in the binding site of 708 ribosomes
to the thylakoid membranes during active synthe-
sis of membrane proteins. The minor 26-kdalton
polypeptide of chloroplastic translation, which can
often be resolved into two distinct bands, is pre-

sumably required for the formation of an active
PS II complex (Bar-Nun and Ohad, 1974). The
polypeptides of 30-32 kdaltons of cytoplasmic
translation have not yet been assigned definite
roles, although they are present in isolated, puri-
fied particles that exhibit PS II activity. However,
their presence is not required for the expression of
this activity, for they can be completely digested
with trypsin without loss of either PS II or PS I
activity (Regitz and Ohad, 1974).

Synthesis and Assembly of Chlorophyll-
Protein Complexes and Their Relation
to the Formation of PS I and

PS II Activities

The data presented in Table I demonstrate that
certain polypeptides are required for both the for-
mation and detection of chlorophyll-protein com-
plexes, as well as for the development of PS I and
PS II activity. Determination of the minimal re-
quirements for establishing either chlorophyll-pro-
tein complexes or photosynthetic activity during
membrane development might yield insight into
the process of the synthesis and assembly of the
components involved (Table II). The polypeptides
and chlorophyll associated in the formation of the
chlorophyll-protein complexes must be synthe-
sized and integrated into the membrane simulta-
neously. The formation of a detectable CP II com-

TaBLE II
Requirement for Simultaneous De Novo Synthesis of
Membrane Components Essential for Restoration of
Photosynthetic Activity and Detection of Chloro-
phyll-Protein Complexes in Preexisting Membranes*

Membrane components CP1l PSI CPII PSII

Polypeptides 63-65 + + - -
(mol wt X 1073 49 + + - —
kdaltons) 44-47 + - - +
28 - - -
26 - - - +
24 - - + -
22 - - + -

Chlorophyll a + - +
b - - + -

* The conclusions presented in this table are based on
several types of experiments: greening of y-1 mutant, in
absence or presence of chloramphenicol (CAP); repair
of photosynthetic activity in y-7 cells greened in the
presence of CAP; degreening of y-I cells; repair of
deficient membranes in T4 mutant, following transfer
from restrictive to permissive conditions; CP, chloro-
phyll-protein complex; PS, photosystem.
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plex requires only concomitant synthesis of the 22
and 24-kdalton polypeptides and chlorophyll a
and b. However, the formation of the complex is
not sufficient, nor is its concomitant assembly re-
quired, for the expression of PS II activity. The
latter depends on the synthesis and assembly of
polypeptides 44, 47, and 26 kdaltons, all of chlo-
roplastic translation. Thus the minimal require-
ments for PS II activity and detection of CP II do
not coincide.

A different situation is found in the develop-
ment of CP I and PS T activity. The latter can be
established whenever the 63 to 65-, and 49-kdal-
ton polypeptides are synthesized and inserted into
the membrane. However, this is apparently not
sufficient for the formation of a CP I complex as
detected by SDS gel electrophoresis. Its formation
requires not only simultaneous synthesis of chloro-
phyll and the aforementioned polypeptides, but
also the synthesis of other chloroplastic translated
polypeptides, including the 47 and 44 kdaltons
(Bar-Nun et al., 1977).

Although present in the membrane, chlorophyll
synthesized independently of the above-men-
tioned polypeptides cannot be reutilized for the
formation of CP I if the polypeptides are synthe-
sized and integrated into the membrane at a later
time in the absence of chlorophyll synthesis. This
suggests that the polypeptides involved in the for-
mation of the chlorophyll-protein complexes
might assume more than one stable configuration
within the membrane. One “irreversible” configu-
ration could be induced when the peptides insert
in the membrane and interact with hydrophobic
components before the binding of chlorophyll. A
second stable condition could be achieved when
the polypeptides associate with the chlorophyll
before or during the process of insertion into the
membrane, resulting in the formation of the com-
plex. This is supported by the following: (@) the
aforementioned nonreutilization of chlorophyll in
the membrane for binding with nonsimultaneously
synthesized polypeptides; (b) the relatively low
turnover of chlorophyll bound to the polypeptides
when compared to that of the “free” chlorophyll
in the membrane (Brown et al., 1975); (c) lack of
exchange between free chlorophyll added artifi-
cially to the membranes with the chlorophyll
bound to the polypeptides (Bar-Nun et al., 1977).

Synthesis and insertion of a ‘“naked” chloro-
phyll-binding polypeptide into the membrane can
be detected experimentally only for the 63- and
65-kdalton polypeptides of the CP I complex.
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These are synthesized in the chloroplast and might
be directly inserted into a preformed membrane
by polyribosomes bound to the membrane. It
could not be demonstrated experimentally that the
22- and 24-kdalton polypeptides of cytoplasmic
origin which bind chlorophyll a and » and form the
CP II complex were synthesized, transported, and
integrated into the membrane in substantial
amounts in the absence of chlorophyll synthesis
(Hoober and Stegeman, 1973). Possibly this indi-
cates that during their formation these polypep-
tides associate with chlorophyll or chlorophyll
precursors and that this is essential for their trans-
port across the chloroplast outer envelope and
subsequent integration into the membrane. When
only chlorophyll a is synthesized, as is the case in
mutants of higher plants or in leaves greening in
flashing light, polypeptides similar to the 22 and
24 kdaltons are not present in the membrane
(Anderson and Levine, 1974). Thus, it is possible
that chlorophyil b stabilizes the structure of the
polypeptides bound to both chlorophyll 4 and b
and that this stabilization is essential for the pres-
ence of the polypeptides in the membrane. This is
further supported by the fact that chlorophyll b is
only found in the CP II complex, which accounts
for all the chlorophyll b present in the membrane.
It is also possible that mutations affecting these
peptides result in the absence of chlorophyll b.
However, peptides in this molecular weight range
are found in Euglena chloroplast membranes
which do not have detectable amounts of chloro-
phyll b and only traces of a CP Il complex (Gurev-
itz et al., 1977).

Assembly of the Electron
Transfer Chain

The photosynthetic electron-transfer chain is
shown schematically in Table III as a linear se-
quence of segments. These can be defined by the
experimental methodology employed. Measure-
ments of photoreduction or photooxidation of nat-
ural or artificial electron acceptors and donors do
not disclose electron-transfer chain components
which might be present, but not interconnected,
so as to allow electron flow. Moreover, polypep-
tides can be detected by gel electrophoresis in very
small amounts. However, most of the electron
carriers have not yet been identified by this tech-
nique.

A variety of methods, including measurements
of fluorescence induction, flash yield, quantum



TABLE
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Sequential Assembly of Various Segments of the Electron Transfer Chain

Segment Parameter measured Results
1 Fl. ind. (F;; A + DCMU); peptide 42 kdal- Sequential; can be inserted in preexisting mem-
tons branes
2 Fl. ind. (A) Sequential; slightly increases during greening
3 Flash yield; DPC oxidation maximum rate Precedes H,O splitting
4 H,O splitting, maximum rate; flash yield; pep- Sequential
tide 47 kdaltons ) _
5,8 Cyt f oxidation/red.; H,O — NADP Sequential; detected after PS II, PS I activity
are present
6 P340 photooxidation; MV reduction Sequential; decays or rises faster than PS II
activity
7 Asc. DCIP - NADP Sequential; parallels PS I
9 Quantum yield; light saturation; Absorption Sequential; develops earlier for PS II
at 685 nm
(5) (8)
4 () )
(3) (6)
2 e~ Accept - D - Acceptors
r-—-—-- ptors e~ Donors e p
v v v
(1)
H,0 —>X PSIIQ|—»PQ---4£-_Cyt frecun-- PC----f-ps1 |- --B¢_ _ypNADP
reaction reaction
e~ Donors center <« —> center
(P700)
&)
L.H. Chl. L.H. Chi.
PS1I —> PSI

The schematic representation of the various segments of the electron transfer chain as shown here is defined by
measurements of the parameters shown in the table and based on Cahen et al., 1976.

Abbreviations used in this table are: A, area under curve of fluorescence induction; Asc. DCIP, ascorbate-
dichloropheno! indephenol mixture; cyt. f, cytochron f; Fl. ind., fluorescence induction; F,, variable fluorescence;
L. H., light harvesting; MV, methyl viologen; PC, plastocyanine; PQ, plastoquinone; Red., reduced.

yield, light saturation of photosynthetic activity,
measurements of reduction of artificial electron
donors and acceptors, and oxidation or reduction
of membrane-bound carriers can be used, and the
electron-transfer chain can thus be dissected as
shown (Table III) into defined, discrete parts, and
their interconnection evaluated. The presence, ac-
tivity, and interconnection of these segments dur-
ing membrane development was analyzed in detail
in C. reinhardtii y-1 mutant (Ohad, 1975; Cahen
et al., 1976). During the initial phase of the green-

ing process, detection of PS II activity precedes
that of PS I. The connection between PS I reaction
center and the natural donor or acceptor sites
develops independently. The connection of PS II
to the rest of the chain (photoreduction of cyto-
chrome f) is achieved only after both PS I and PS
IT activities are significantly developed. This is
especially striking, since components such as cyto-
chrome f or plastocyanin are present in the mem-
brane in relatively large amounts before they are
photochemically active (Eytan et al., 1974). In the
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y-1 mutant, the link and final proportion between
light-harvesting chlorophyll and PS II reaction
center is established during the first hours of the
greening process. Complete development of the
light-harvesting chlorophyll of PS I is achieved
later during the greening process. Thus, during the
early phase of the greening (1-3 h), both existing
and new components are integrated in the photo-
synthetic-active segments, which are later inter-
connected and finally establish an operative, com-
pleted chain. This phase is characterized by a fast
rise in specific photosynthetic activity per chloro-
phyll unit, reduction of the apparent size of the
photosynthetic unit, and increase in the quantum
yield. During the remainder of the greening pro-
cess, the activity per cell continues to rise, but, on
a chlorophyll basis, most parameters measured re-
mained practically constant, indicating that during
the actual growth the composition and organiza-
tion of the membrane is kept practically constant.
Stepwise insertion and activation of segments of
the photosynthetic electron-transfer chain compat-
ible with this scheme have been reported to occur
in other algae (Senger, 1970; Dubertret and Jo-
liot, 1974), wild-type Chlamydomonas, and
higher plants (Thorne and Boardman, 1971).
Changes in the membrane organization during
development can also be demonstrated by assess-
ing the susceptibility of various membrane pep-
tides and the related activities to digestion with
trypsin from the outer or inner surface of the
thylakoid (Regitz and Ohad, 1974). This ap-
proach yielded valuable information. Polypeptides
of 63-65, 49, 30-32, 28, and 22 kdaltons exhibit
transient sensitivity or resistance toward trypsin
digestion at different developmental stages of the
membrane. However, the activity of both PS II
and PS I reaction centers is stable toward trypsin
digestion during all times of the developmental
process. The 63 to 65- and 28-kdalton polypep-
tides are sensitive to trypsin digestion in mem-
branes from dark-grown cells in which the chloro-
phyll-protein complexes are not detectable. How-
ever, the polypeptides in the region 30-32 and
22-24 kdaltons are resistant. At later stages of the
greening, when the relative proportion of these
peptides in the membrane is changed, chlorophyll-
protein complexes become detectable and photo-
synthetic activities are established, the 63 to 65-
kdalton polypeptide become resistant while the
polypeptides in the region 30-32 kdaltons become
extremely sensitive. At the same time, the sensi-
tivity of the 28-kdalton polypeptide is not signifi-
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cantly altered while a fragment of about 2 kdal-
tons is clipped off from the 22-kdalton polypep-
tide. However, the latter remains associated with
the CP II complex (Bar-Nun et al., 1977). In
membranes formed in the presence of chloram-
phenicol in which the CP I complex and all photo-
synthetic activities are absent, the 63 to 65-
kdalton polypeptides remain sensitive and the 30
to 32-kdalton polypeptides remain resistant to-
ward trypsin digestion.

Insertion and Activation of
PS II Components

The C. reinhardtii y-1 mutant, in which chloro-
phyll synthesis is light-dependent, does not form
photosynthetic membranes when grown in the
dark, and those initially present are diluted out
among the daughter cells (Ohad, 1975). When
such cells are exposed to the light in the presence
of chloramphenicol, peptides of cytoplasmic trans-
lation are rapidly synthesized together with chlo-
rophyll, and membranes in which a CP II complex
is detectable are formed. However, because of the
absence of peptide synthesis by the chloroplast
70S ribosomes, the reaction center of PS I and PS
II are not formed as well as the CP I complex
(Bar-Nun et al., 1977; Fig. 1 A). When the cells
are washed free of the inhibitor and further in-
cubated in the light, additional chlorophyll is
synthesized together with the missing peptides of
chloroplastic origin, and both PS I and PS II ac-
tivities are reestablished, as is the CP I complex
(Fig. 1 B). However, when the cells are incubated
in the dark, although the same polypeptides are
synthesized and integrated, and activities of both
PS T and PS II develop, the CP 1 complex is not
reestablished. Thus, in addition to the previous
conclusions drawn from such experiments regard-
ing the independent formation of CP I and PS I,
one can conclude that when integration and ac-
tivation of peptides required for PS I and PS II
activity occur simultaneously, they can take place
in the dark and photosynthetic electron flow is not
required (Ohad, 1975). This is further supported
by the fact that inhibition of electron flow during
membrane development by 3(3,4 dichloro-
phenyl)-1,2-dimethylurea (DCMU) does not pre-
vent formation of a complete membrane in which
all activities can be detected after the inhibitor is
removed.

A different situation is found in the C. reinhard-
tii T4 mutant (Kretzer et al., 1977). When these
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formation in y-I and T4 mutants of C. reinhardtii. For explanation, see text. | and 1 indicate insertion or
deletion, respectively, of membrane components or complexes following previous transfer of cells from

conditions A - B; A—> C; C— D.

cells are grown at 37°C, PS I activity and all
membrane polypeptides but two (44 and 47 kdal-
tons) are present, and PS II activity is absent, as is
the CP I complex (Fig. 1 C). The missing peptides
are synthesized and integrated into the existing
membranes, and a normal PS II activity (water-
splitting and 2,6 diphenyicarbaside [DPC] pho-
tooxidation) is reestablished if the cells are incu-
bated in the light at 25°C. As expected, no detect-
able CP I complex is formed if no additional
chlorophyll synthesis occurs. If the repair is car-
ried out at 25°C in the dark, both polypeptides are
inserted. If rifampicin (preventing chloroplast
transcription) is added during the repair at 25°C,
only the 44-kdalton polypeptide is inserted (Fig.
1D). In both cases, only PS II reaction center
activity can be measured with DPC as an electron
donor and water-splitting activity is not detecta-
ble, indicating that the 44-kdalton polypeptide is
associated with the PS II reaction center. This is
further supported by measurements of fluores-
cence induction (Chua and Bennoun, 1975).
When the 47-kdalton polypeptide is not inserted
into the membranes, water-splitting activity can-
not be detected in either the light or the dark.
Even when this peptide is present in the mem-
brane, it is not functional unless light-dependent

electron flow through PS Il is allowed for at least a
short period of time. When the 44-kdalton poly-
peptide is inserted with or without a nonfunctional
47-kdalton polypeptide, the photooxidation of
DPC is unstable. The activity, as well as the pep-
tide(s), is lost from the membrane upon heating
the cells or isolated membranes at 38°C for a short
time or by treating the membrane with Tris or
deoxycholate at concentrations which would not
affect normally active membranes. Thus, insertion
of both missing peptides does not necessarily in-
sure their proper integration and activation.
Apparently, electron flow induces a certain
rearrangement of the membrane that is required
when PS II components are reinserted into a
membrane that already contains an active PS I,
but not when both photosystems are integrated
simultaneously. The PS II activity present in T4
cells grown at 25°C is not destroyed, but is diluted
among the daughter cells after growth at 37°C. In
the absence of division, the activity is stable at
37°C for 48-72 h. In cells that have a significant
residual activity and are incubated at 25°C in the
dark, the partially repaired PS II (DPC photooxi-
dation) is thermosensitive, whereas the initial ac-
tivity (H,O and DPC oxidation) is not. These
observations demonstrate that the PS II units,
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when properly organized, do not dissociate and
probably do not exchange components with the
newly formed ones. Thus, one can consider that
they exist as definite, individual entities, as also
seems to be the case for the chlorophyll-protein
complexes.

Stepwise addition of components required for
PS II activity and dissociation between develop-
ment of PS I and PS II and the synthesis of
chlorophyll have also been found in Euglena chio-
roplasts (Gurevitz et al., 1977).

A similar situation might be found in the results
of experiments in which etiolated higher plants are
greened in a regime of intensive, extremely short
light flashes (milliseconds) interspersed within
longer dark periods. In such conditions, chloro-
phyll is synthesized and PS I develops. However,
water-splitting activity is not detectable, although
PS II reaction center is present. After a short,
continuous illumination, water-splitting activity is
restored (Remy, 1973).

Correlation between the Insertion of
Membrane Peptides, Membrane
Stacking, and Photosynthetic Activity

Alteration of membrane composition and activ-
ity might induce changes in the stacking pattern of
the membranes. Such relationships have been de-
scribed for Chlamydomonas mutants (Gooden-
ough and Stachelin, 1971). An example of mem-
brane-morphology alteration following deletion of
specific polypeptides is found also in the T4 mu-
tant. When grown at 37°C with loss of PS II
activity (but displaying PS I activity and normal
levels of chlorophyll) the membranes become ex-
tensively stacked (Fig. 2a). However, after incu-
bation at 25°C for a few hours, during which only
small amounts of the missing peptides are synthe-
sized and inserted and only about 10% of the PS
II recovered, the membrane stacks dissociate (Fig.
2b). Thus, large expanses of thylakoid surfaces
are exposed to the chloroplast matrix. Polyribo-
somes, which are active in synthesizing the two
missing membrane polypeptides, might bind to the
membrane and cause dissociation of the stack
even before the quantity of the missing peptides
inserted reaches substantial amounts. Dissociation
of thylakoids and increase in the surface area of
thylakoids available for ribosome binding have
been reported to occur at specific times during the
life cycle of synchronously grown C. reinhardtii.
This might coincide with the insertion of peptides,
resulting in an increase of PS II activity.
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From the data obtained from the T4 mutants, it
seems that polypeptides of chloroplastic transla-
tion which are essential for PS I formation, and
peptides of cytoplasmic origin, including the chlo-
rophyll-binding peptides, can integrate in stacked
membranes. However, insertion of peptides of
chloroplastic translation which 