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I N T R O D U C T I O N  

NEVER BEFORE in history has man been beset with such unrelenting and 
global problems as now confront him. The specters of war, poverty, 
hunger, overpopulation, pollution, and other social and ecological im- 
balances cast ominous shadows on all human progress. It is pointless to 
blame science for these pandemic ills or to call a moratorium on scien- 
tific research in a panic-stricken attempt to avert chaos, especially at a 
time when epoch-making scientific and technological accomplishments 
are pointing the way to the cure of many dread diseases and are opening 
new insights into nature. Rather, we should mobilize every resource of 
science and technology and develop vigorous civic, political, and spirit- 
ual leadership, which, acting in concert, would be capable of charting a 
course leading to even greater fulfillments of the human mind and spirit. 

If the physical basis of brain function were better understood, substan- 
tial progress could be made in the alleviation of mental ills and in the 
search for an understanding of the nature of man as a cognitive indi- 
vidual. Concomitantly, new dimensions of mental capability would be 
available to solve the pressing survival problems facing man today and 
to open up unexpected opportunities of human accomplishment. 

With a deep commitment to the achievement of such objectives and 
to an investigation of the nature of learning, memory, and thought 
processes, a group of eminent scientists from various disciplines joined 
forces in 1962 to establish a new idiom of productive interaction by the 
founding of an interuniversity organization, the Neurosciences Research 
Program (NRP) under the sponsorship of the Massachusetts Institute of 
Technology. 

A major activity of NRP is to bridge intellectual and professional gaps 
between the disparate neural and behavioral sciences and to help estab- 
lish a unified neuroscience. Accordingly, NRP holds triennial Intensive 
Study Programs (ISP) modeled after the program sponsored by the 
National Institutes of Health and held in 1958 at the University of Colo- 
rado in Boulder for the purpose of integrating and nucleating the disci- 
plines of biophysics and biophysical chemistry. Publication of the result- 
ant volume, Biophysical Science-A Study Program, and the subsequent 



founding of the Biophysical Society aided greatly in merging several 
sciences that had been widely separated-in the traditional sense of uni- 
versity disciplines-into a unified field with new vigor. 

The first ISP in neuroscience, convened in 1966, surveyed the field at 
each level from the molecular and cellular through the neural to the be- 
havioral. The resultant volume, T h e  Neurosciences: A Study Proyram, is 
now in its fourth printing. Attesting to the rapid growth of neuroscience 
and furthering the trend toward unification of the field in the United 
States, a national Society for Neuroscience has since been founded under 
the auspices of the National Academy of Sciences, and similar societies 
have recently been formed in other countries. The maturation curve of 
worldwide neuroscience has left the slow-rising induction period; the 
slope is increasing rapidly through what may well prove to be a transi- 
tion to a curve comparable in its exponential rate of rise to that which 
characterized the recent golden decade of molecular genetics. 

Whether neuroscience will indeed gel and lead to signal advances in 
an understanding of the human brain and behavior will depend on the 
imagination and industry of neuroscientists, but will also require appro- 
priate professional societies, versatile publications, and strong support 
from public and private funding. The most important factor will be key 
discoveries comparable in importance for neuroscience with those made 
by molecular geneticists-namely, that microorganisms and viruses can 
be employed effectively in genetic research and that genetic information 
can be encoded, transcribed, and translated from one type of supermole- 
cule, DNA and RNA, to another macromolecular type, protein. The 
latter theoretical line probably will not apply directly in neuroscience in 
the sense that psychological information is directly encoded in giant 
macromolecules, as is genetic information. However, macromolecular 
properties, such as recognition, specific conformations and their rapid 
alteration, and allosteric interaction will doubtless play a major role in 
neuroscience. In all likelihood, other macromolecular properties even 
more significant for brain function will be discovered, possibly involv- 
ing giant macromolecular nets controlled cybernetically. 



One of NRP's purposes is to scan the horizon for physical and biologi- 
cal theories that could lead to key discoveries that may resolve some of 
the mysteries and complexities of neuroscience, including those of the 
relationship of molecules to mind. However, NRP's primary concern 
during the present transition period will be to stimulate research on 
many fronts and to emphasize especially significant salients, some of 
which have already been perceived and made the primary themes of the 
1969 ISP* : 
1. Molecular neurobiology, including relevant recent advances in mo- 

lecular genetics. 
2. The ontogenetic development of the nervous system, including phy- 

logenetic and behavioral changes. 
3. The "language" (i.e., bioelectrical encoding and processing of infor- 

mation) of neurons, neuronal assemblies, nets, and other brain sub- 
systems. 

4. Determinants of neural and behavioral plasticity and of complex psy- 
chological functions. 

The same high standards that characterized the 1966 ISP were applied 
to the selection of topics, speakers, and other participants for the 1969 
ISP. Again, the long and intensive planning process included many dis- 
cussions with panels of NRP Associates, Consultants, and Stag 

In 1969, as in 1966, some 50 Fellows from many parts of the United 
States and from 10 other countries participated. These young scientists 
were selected on the advice of eminent neuroscientists here and abroad 
and proved to be, as predicted, an extraordinarily able group. Their con- 
tributions during the lecture and symposium discussions enriched the 
program immensely and were included in many of the manuscripts. 

For three weeks, from July 21 through August 8, 1969, 160 scientists 
participated in scheduled lectures and symposia. In the mornings paired 
plenary lectures covered specific topics from two points of view; after- 
noons were devoted to two seriatim sets of three symposia, each set of 

*This structuring was done primarily by Dr. Gardner C. Quarton, Program Director 
of NRP at that time. 



three being held concurrently. Plenary lectures treated topics that could 
be defined sufficiently to be encapsulated in lecture form. The symposia, 
each occupying six afternoons, dealt with topics that are too broad or 
are burgeoning too rapidly to be covered adequately in lecture form. 
The chairman and one co-spokesman of each symposium reported its 
highlights to all participants at plenary sessions; the essays based on these 
lectures help integrate the several sections of this book. 

The chairmen, besides being responsible for the organization, plan- 
ning, and functioning of their symposia, also undertook the responsibil- 
ity of the scientific editing of manuscripts of the plenary lectures that 
were related to their symposium themes. Any success that attends the 
publication of this volume is due in no small measure to the insight, tact, 
and hard work of these chairmen-editors whose names are cited on the 
title page. 

The lecture-symposium format adopted in 1969 had the advantage of 
permitting in-depth examination and discussion of the four broad 
themes selected. As a result offormal and informal discussions at Boulder 
and of subsequent reconsideration by the authors, the majority of the 
chapters go beyond the manuscripts originally prepared and given at the 
ISP. The arrangement of this book follows the four thematic strands; 
plenary and symposium lectures are clustered in accordance with the 
subject matter. Ordering of the 88 chapters and section introductions is 
in an array of blocks that somewhat recapitulates the historical trend in 
the neurosciences-as, indeed, in all other sciences-toward studying 
ever-smaller entities and ever-faster phenomena. 

The editorial and esthetic quality of the series has been maintained in 
the face of rising costs by the staff of The Rockefeller University Press, 
especially by its Director, Wdiam A. Bayless, Assistant Director 
Reynard Biemiller, and Editor Helene Jordan Waddell. The last-named 
once more began her arduous year-long editorial task by attending the 
entire program at Boulder and discussing manuscripts with authors after 
presentations. We thank the staff, as we thank the previous and the pres- 
ent Presidents of the Rockefeller University, Dr. Detlev W.  Bronk and 



Dr. Frederick Seitz, for permitting its nonprofit press to undertake this 
relatively costly venture. 

At Boulder the opening words of welcome on behalf of the sponsor- 
ing institution were given by Dr. Howard W.  Johnson, President of the 
Massachusetts Institute of Technology, who attested to the deep interest 
of M.I.T. and of himself in neuroscience and who attended the first 
week of lectures and symposia. His presence at the ISP and his hearty 
encouragement were greatly appreciated. 

We also thank Dr. Irwin W. Sizer, Dean of the Graduate School at 
M.I.T., and Dr. John B. Goodenough, also of M.I.T., who participated 
throughout the meeting as counselors to Fellows and who, along with 
Dr. Dana L. Farnsworth and Dr. Seymour S. Kety, both of Harvard 
University, served on the NRP Fellowship Selection Committee. 

We thank the morning chairmen who presided over the plenary lec- 
tures and steered the discussion along the most profitable lines. We  also 
thank the administration and the staff of the University of Colorado at 
Boulder-particularly Mr. William E. Wright and his coworkers in the 
Bureau of Continuation Education-for their effective management, 
constant cooperation, and hospitality before, during, and after the three- 
week program. We thank the Federal and the philanthropic agencies 
acknowledged on page x for the generous support without which the 
ISP could not have been held or the book written and published. And 
finally we thank most heartily the NRP Associates and Staff for their 
untiring efforts to make ISP 1969 and this book maximally effective. 

Brookline, Massachusetts 
15 March 1970 
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EVOLUTION 

OF BRAIN AND 

BEHAVIOR 

In this simple classification of chordates, the lowest 
form of animal in each classification exhibits features 
associated with communication behavior, as listed at 
right. Brackets indicate that each group possesses 
or has evolved beyond the characteristics exhibited by 

all the groups below. (Adapted jom " T h e  Origin of 
Speech" by Charles F. Hockett. Copyright @ 1960 by 

Scientific American, Znc. Al l  rights reserved.) 
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Prefatory Comments on 

Evolution of 

Brain and Behavior 

G A R D N E R  C. Q U A R T O N  

THE LAST FIFTY YEARS have witnessed a dramatic upheaval in 
the study of evolution. Classically, scholars have attempted 
to demonstrate that evolution can account for the diversity 
of living things, to provide a systematic basis for categoriza- 
tion, and to describe the anatomy, physiology, and behavior 
of man's closest relatives in an attempt to find the key to 
man himself. 

With the eruption of modern genetics, however, studies 
have diverged sharply &om the traditional path. They have 
led toward using the new knowledge to compare different 
living species and to reconstruct the evolutionary continu- 
um by analyzing gene expression at the levels of both mo- 
lecular biology and population genetics. 

Yet, the classical and the new approaches are not neces- 
sarily mutually exclusive. Because the structure and function 
of nervous systems help to determine the behavior of orga- 
nisms and because behavior, in its turn, makes successful 
adaptation possible and, therefore, influences phylogenetic 
selective processes, the evolution of brains and of behavior 
should, ideally, be studied together. The reasons are similar 
to the rationale for studying the development of the nervous 
system and the behavior patterns which accompany that de- 

G A R D N E R c . Q u A R T o N Director, Mental Health Research 
Institute, The University of Michigan, Ann Arbor, Michigan 

PREFATORY C O M M E N T S  5 



velopment. In both cases, investigation of the sequential par- 
allel and interlocking steps that lead to highly differentiated 
structure and function will reveal information about the 
entire system-even one as complex as man-that would 
not be available if we dealt only with that system in its com- 
plete form. However, one obstacle has proved, so far, to be 
insurmountable. In the developmental sequence, all of the 
steps can, in principle, be studied longitudinally in real time, 
but a formidable road block lies in the difficulty of finding 
adequate ways to observe and separate all of the events in 
developmental biology that take place simultaneously in a 
very rapid sequence. In the biology of evolutionary change, 
an additional problem is posed. Most of the steps can never 
be observed in real time. Therefore, we must reconstruct 
the sequence by fragments of information, some acquired 
&om comparative study of living animals and some &om an 
analysis of fossils and other records of past events. 

Without question, scientists tend to be uncomfortable 
when they speculate about how they might use information 
they do not have or perhaps can never have. At the same 
time, a clarification of the goals of comparative neurobiol- 
ogy and psychology, if such is possible, might substantially 
influence research strategies. 

For instance, if we had relatively complete descriptions of 
the brains and behaviors of all of the animals that have ever 
lived, organized in a plausible evolutionary tree, we would 
be able to use the words "ancestor" and "descendant" with- 
out q ~ a ~ c a t i o n .  We  could then examine change, and ex- 
plore correlations, in the differentiation of brain structures, 
brain functions, and behavior. For instance, if a descendant 
possessed two cell types in a locus where the ancestor ap- 
peared to have only one, we could quite legitimately ask if 
we were correct in identifying only one type in the ancestor. 
If we agreed we were justified in our anatomical findings, 
we could explore changes in functions in the descendant as- 
sociated with the differentiation of cell type. Similarly, we 

. - 

could examine the effect of changes in connectivity patterns 
between elements of the nervous system or in the function 
of the system. 

At branch points in the evolutionary tree, it would be 
possible to study two descendants, or lines of descendants, 
each of which had evolved from a common ancestor and 
each of whlch had apparently made a successful adaptation 
to its environment. By comparing two different anatomical 
and physiological systems, identical in most respects but dif- 
ferent in some one significant fashion, it might be possible 
to identify the biological basis for behavior differences or to 
identify two different biological mechanisms. 

If the whole tree were front of us, it also would be 

much easier to assess the part played by environmental con- 
ditions in producing parallel evolution. Animals with differ- 
ent ancestral lines but similar habitats could be compared 
systematically with animals with shared ancestral lines and 
different environments. 

On the other hand, if we were able to identify the genes 
involved in the shift from ancestor to descendant and the 
intervening events in gene expressions, we should be able to 
clarify the mechanisms underlying the differences in behav- 
ior at a much more detailed level. This strategy is the basis 
for today's great interest in animals much simpler than ver- 
tebrates, in which it may at least be possible to construct 
reasonably complete gene maps and to identify the elements 
and connectivity patterns of the nervous systems. 

If more knowledge were available concerning man's im- 
mediate ancestors, we might ask if some of the physiologi- 
cal and psychological traits that presumably were "inher- 
ited" phylogenetically were not more relevant for the adap- 
tation of those ancestors than they are for living man. How- 
ever, faced with the impossibility of reconstructing most 
ancestor-descendant relationships in detail and with the 
great complexity of brains and behavior of living animals, 
we must decide if any of these lines of research can be fol- 
lowed at all. 

One happy consequence of current interest in compara- 
tive studies of brain and behavior is that it has forced upon 
us the inescapable conclusion that whereas our knowledge 
of neuroanatom~ is often surprisingly incomplete, we have 
not let that deter us. The studies on the visual system of 
birds, reported in several essays in this volume, not only 
clarify visual mechanisms in vertebrates and stress the im- 
portance of two anatomical systems for vision. They also 
illuminate the fact that we now realize that for a long time 
we missed this vital second system. If such a significant sys- 
tem can be overlooked, isn't it possible that many other 
brain systems may have escaped detection by our anatomi- 
cal methods? Fortunately, there appears to be an increased 
interest in more detailed anatomical investigation of the 
brains of many different species, and these studies can use 
the relatively new electron microscope, new staining meth- 
ods that outline tracts with putative transmitters, new tech- 
niques that bring out small fibers and synapses, and more 
sophisticated combined anatomical and physiological inves- 
tigations. 

A complete review of comparative neurobiology and 
psychology would be out of place in this volume. The pa- 
pers that appear in this section represent, instead, attempts 
to present overviews of selected problems. 

Nauta and Karten summarize trends in the evolution of 



the vertebrate brain, first by developing a schematized and reconstruction of an evolutionary tree. Washburn and 
generalized picture of that brain as a Gamework for the dis- Harding have presented a picture of the evolution of pri- 
cussion of differences in structure and organization and, mate behavior and have connected this sequence with what 
second, by analyzing some specialized systems in greater little is known of the evolution of primate brain. 
detail. Hodos has concerned himself with the assumptions All three papers deal in different ways with strategies for 
we must make and the limitations that are necessary if we future research in comparative studies of nervous systems 
are to draw inferences Gom studies of living animals for the and of behavior. 

2 A General Profile of the Vertebrate Brain, with 

Sidelights on the Ancestry of Cerebral Cortex 

WALLE J. H. N A U T A  and HARVEY J. KARTEN 

THE MOST elementary tenet of the theory of evolution is 
that animal specification followed a temporal sequence such 
that one order of species developed from another, and in 
time gave rise to one or more further orders. The recon- 
struction of the "tree of evolution," one of the most con- 
stantly pursued goals of biology, is attended by numerous 
difficulties, foremost among which is the circumstance that 
existing forms of life represent little more than "leaves on 
the ends of branches" of a tree, the trunk and limbs of which 
have long been extinct. Virtually all extant animals appear 
to be specialized forms that have diverged in greater or 
lesser degree from any of the identified or presumed main- 
lines of evolution. The identification of such "mainlines," 
furthermore, is often highly uncertain, the more so because 
several vertebrate classes appear to have evolved not from 
one, but from several ancestors. Modern amphibians, for 
example, are suspected of representing several develop- 
mental lines originating from various piscine forms. 
Similarly, monotremes, marsupials, and placental animals 
may represent parallel phyletic lines among mammals, each 
evolving from a different reptilian ancestor. 

These and other constraints of evolutionary biology, re- 
viewed more systematically elsewhere in this volume, apply 
to comparative neurology no less strictly than to other 
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phylogenetic disciplines. Current knowledge of brain 
evolution is, however, limited by two additional circum- 
stances. In the first place, neural tissues rapidly disintegrate 
after death, and there is thus no hope that any but indirect 
and relatively superficial information about the brain's 
architecture in extinct forms will ever be obtained. Second, 
and for the moment no less restricting, intensive systematic 
studies of brain organization so far have been limited very 
largely to mammalian species--a consequence, perhaps, of 
the fact that neuroanatomy received a major early impetus 
from the neuropsychiatric clinic. It would be unfair to say 
that nonrnammalian brains have been neglected, but the 
enormous amount of work devoted to such brains during 
the past century has resulted almost exclusively in normal 
anatomical descriptions and, until quite recently, has in- 
cluded only sporadic studies by the more rigorous experi- 
mental methods that have been used so profitably in the 
study of mammalian brain organization. 

As a result of this incongruity, our understanding of non- 
mammalian brains is really quite limited, too much so to 
permit far-reaching conclusions as to  fundamental organi- 
zational differences among the brains of different classes. 
For example, the brain of a frog clearly differs from that of a 
lizard with respect to external features and, at a slightly less 
macroscopic level, with respect to the relative size and 
topography of nerve-cell groups and "fiber systems" (axon 
bundles). In the absence of more detailed knowledge of in- 
terneuronal relationships, however, it is impossible to deter- 
mine whether such differences represent dissimilarities in 
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fundamental structural organization, or signify no more 
than variations in the relative degree of development of 
various central nervous subsystems common to both classes. 
Clearly, an enormous amount of experimental work- 
anatomical, physiological, biochemical, and behavioral- 
remains to be done before the fundamental steps of brain 
evolution and their functional corollaries can be fully 
recognized. It seems likely that future studies will lead to 
the identification of several crucial determinants of brain 
evolution. Such determinants may consist in the emergence 
somewhere in phylogeny of a novel neuronal element, or 
in a re-grouping of neurons or of synaptic junctions, 
possibly in response to the development of a new afferent 
relationship with one or another part of the brain, or in the 
first appearance of a distinctive chemical specification of a 
particular neuronal system, or even in a restructuring of 
glia-neuron relationships, leading to a significantly different 
partitioning of brain tissue. 

Far from dealing with all these presumable aspects of 
brain evolution, the present chapter is focused on one of the 
central issues of comparative neurology, namely, the prob- 
lem of homology of neuronal systems. This term needs the 
following explanation. The evolution of the vertebrate 
brain is characterized primarily not by a linear increase in 
the size of the central nervous system or in the number of 
its constituent neurons, but, instead, by more or less pro- 
gressive modification of neuronal subsystems. Scch ten- 
dencies are especially noticeable in the forebrain, where 
structural rearrangements can be profound enough to cause 
severe problems in determining which, if any, of a diversity 
of neuron groups found in a more recently evolved class of 
vertebrates corresponds to a particular cell group or system 
of interrelated cell groups in the ancestral class. A particu- 
larly precipitous recomposition of the vertebrate forebrain 
takes place at the transition between reptiles and mammals. 
Both birds and mammals have modified the ancestral rep- 
tilian forebrain structure, but, whereas in birds the resulting 
organization still appears relatively comparable to that of 
modern reptiles, the forebrain of modern mammals has 
deviated so much from the presumed precursory pattern 
that it can no longer be compared readily with the latter by 
routine cytoarchitectonic and fibroarchitectonic compari- 
son. Instead, such identifications require detailed experi- 
mental studies of afferent and efferent relationships, as well 
as a search for common embryological derivations. The 
more refined, recent, histochemical techniques may provide 
an additional approach to the homology problem in brain 
evolution. 

In the last part of this chapter, the search for interphyletic 
homologies in brain evolution is illustrated by some recent 
studies conducted by experimental-anatomical and histo- 
chemical methods. To place the results of these studies in 
proper perspective, however, it is necessary first to consider 

some general structural features of the vertebrate central 
nervous system. Needless to say, the following brief account 
can provide no more than a generalized survey of this highly 
complex subject. Its main purpose is to identify some of the 
major organizational features that distinguish the forebrains 
of mammals from those of nonmammalian forms. The 
scheme of the nonmammalian brain given below is based 
largely on recent experimental findings in birds and reptiles; 
in the absence of comparable data for other nonmammalian 
classes, it is impossible to say to what extent its fundamental 
aspects are valid for a generalization of "the nonmammalian 
vertebrate brain." 

General overview o f the  vertebrate brain 

GROSS MORPHOLOGICAL FEATURES The nonmammalian 
brain. Some major general features of the central nervous 
system of nonmarnmalian vertebrates are represented sche- 
matically in Figure 1A. The central nervous system of all 
vertebrates can be subdivided into an unpaired, bilaterally 
symmetrical neuraxis and a paired subdivision, the cerebral 
hemisphere, or telencephalon. The neuraxial subdivision con- 
sists of (1) the spinal cord, (2) the rhombencephalon with the 
associated cerebellum, (3) the mesencephalon or midbrain, 
and (4) the diencephalon. In the diencephalon, three sub- 
divisions are distinguished: thalamus, subthalamus (not shown 
in Figure I), and hypothalamus. It represents the unpaired 
middle part of the prosencephalon, lateral parts of which be- 
come extruded in early embryonic development to form 
the cerebral hemisphere. The ternforebrain, used repeatedly 
in the following account, is a literal translation of prosen- 
cephalon, and invariably refers to the complex formed by 
the diencephalon and cerebral hemisphere. 

In the cerebral hemisphere, three major neural territories 
can be recognized: 

1. The o@ctory system, largely composed of primitive 
cortical formations *-the olfactory bulb, which receives the 
axons of the olfactory receptor cells, and a variety of other 
cortical regions that receive the projections from the olfac- 

* The term cortex denotes variously complex neural organizations at 
the surface of the brain that are distinguished from subcortical (non- 
cortical) cell organizations by the following combination of char- 
acteristics: (1) neuronal cell bodies are arranged in more or less 
clearly distinguishable layers, varying in number from one or two in 
the allocortex (see below) to five or six in the neocortex; (2) there is 
an additional, most superficial layer (plexiform or molecular layer), 
which essentially is a fiber stratum containing numerous axons and 
dendritic processes but few neuronal cell bodies; and (3) numerous 
neurons in at least the most superficial cell layer (in the neocortex, all 
cell layers) emit at least one major "apical" dendrite perpendicularly 
toward the brain surface; many such dendrites reach into the first 
(plexiform) layer even from the deepest cell layer of the neocortex. 
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FIGURE 1 Diagramatic representation of the central ner- 
vous system of a nonmammalian vertebrate in longitudinal 
view. The diagrams are based on recent findings (explained 
in the text) with respect to connectional patterns in avian 
and reptilian brains in particular; it is uncertain to what 
extent they are valid for other nonmammalian vertebrate 
orders. A. General overview, showing the principal divi- 
sions of the neuraxis and, in various line and stipple patterns, 
the major territories of the cerebral hemisphere as itemized 
in the text. B. Schematic illustration of some major neural 
conduction pathways. For reasons of convenience, ascend- 
ing fiber systems have been indicated in the dorsal half of 
the spinal cord and brainstem, descending pathways in the 
ventral half (in the forebrain this separation could not be 
maintained). Motor neurons are schematically indicated as a 
row of solid black triangles near the ventral periphery of 
spinal cord and brainstem. Only three primary sensory neu- 

rons are included in the diagram: one enters the spinal cord 
(left upper corner of diagram), a second one represents the 
auditory nerve (immediately behind the cerebellum), and 
a third one is an olfactory receptor cell (right lower extreme 
of drawing). All other neurons appearing in the diagram are 
indicated as open triangles and, strictly speaking, are inter- 
mediate between sensory and motor neurons. It should be 
kept in mind that the diagram represents an attempt to 
express some apparent principles rather than actual com- 
plexities of neuronal alignment. Abbreviations: a, amygdala; 
cer, cerebellum; dla, dorsolateralis anterior of thalamus; h, 
hippocampus; HYP, hypothalamus; ic, inferior colliculus; 
MES, mesencephalon; ov, nucleus ovoidalis thalami; p, 
paleostriatum primitivum ; pa, paleostriatum augmentatum; 
RHOMB, rhombencephalon; rt, nucleus rotundus thalami; 
s, septum; SPIN. CORD, spinal cord; THAL, thalamus; to, 
optic tectum. 
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tory bulb and form a major basal part of the cerebral hem- 
isphere, the piriform lobe. 

2. The corpus striatum, which forms the central core of the 
cerebral hemisphere and (in reptiles and birds, at least) can 
be subdivided readily into two major territories, here to be 
named internal striatum (paleostriatum); and external striatum, 
each, in turn, composed of more or less clearly demarcated 
neuronal territories. In the avian brain, for example, the 
internal striatum consists of a magnocellular medial seg- 
ment (the paleostriatum primitivum) and a larger lateral 
aggregate of smaller neurons (the paleostriatum augmenta- 
tum), and the external striatum is sharply subdivided into at 
least four segments-the ectostriatum, archistriatum, neo- 
striatum, and hyperstriaturn. Evidence mentioned in the 
final section of this paper suggests that the external striatum 
is a neuronal territory typical of nonmammalian phyla, and 
is absent as such from mammals. 

3. The limbic system. This term, derived from mammalian 
neuroanatomy, is preferable to the more traditional name 
rhinen~e~halon, which too exclusively came to imply a 
specific relationship with the olfactory system. The term 
denotes a heterogeneous array of structures, some of which 
(the hippocampus and adjacent cortical regions) compose a 
considerable dorsomedial part of the pallium (cortical 
mantle of the hemisphere) separated from the more ventral- 
ly situated olfactory cortex by a smaller or larger expanse of 
corticoid tissue (dorsolateral or general cortex). Together 
with the olfactory cortex and the general cortex, the limbic 
cortexes are often classified as allocortex, a term used to 
distinguish these primordial forms of cortex, with only a 
small number of cell layers, from the multilayered isocortex 
or neocortex, which appears as an additional form of cortex 
only in the pallium of mammals. The limbic system, how- 
ever, also includes noncortical formations such as the amyg- 
daloid complex and septum. 

Much like the olfactory apparatus, the limbic system is 
characterized by a fairly stable evolutionary history. Despite 
considerable phylogenetic modification of several of its 
components, the amygdala in particular, its character of a 
major forebrain complex connected with the hypothalamus 
remains preserved throughout vertebrate evolution. 

The mammalian brain. Figure 2A epitomizes the gross 
morphological features of the mammalian brain. The dia- 
gram emphasizes only two of the major characteristics that 
distinguish the brain of the mammal from that of its phy- 
logenetic prototypes, as well as from the avian brian, which 
represents a contemporary but far more conservative evo- 
lution fiom the ancestral reptilian model. 

The most outstanding feature of the mammalian brain is 
the replacement of the "general cortex" by a large expanse 
of novel type, the multilayered isocortex (often called neo- 
cortex), a development that crowds the more primordial 
allocortical formations of the limbic system (hippocampus 

and associated regions) relatively farther toward the edge 
(limbus) of the mantle. At the same time, the corpus stri- 
atum, although still massive, shows a marked reduction in 
relative size. This reduction, as is documented below, is at- 
tributable to an apparent loss of the external striatum, the 
structure accounting for the larger part of the striatal mass 
in reptiles and birds. 

Even the most cursory survey of the external features of 
the vertebrate brain reveals a striking phylogenetic increase 
in the relative size of the forebrain (Figure 3). A small 
rostral prominence in the fish brain, the forebrain becomes 
progressively larger in the amphibian-reptilian sequence, 
and in birds and mammals (believed to have branched off 
from reptilian ancestors) forms the largest subdivision of 
the central nervous system. Progressive phylogenetic mod- 
ification of the forebrain is, however, a matter not only of 
relative size but also of internal structure. Interphyletic dif- 
ferences in the configuration of the cerebral hemisphere, 
especially that of the corpus striatum and the pallium, pose 
the most challenging problems in attempts to trace the 
course of brain evolution. Such differences are paralleled by 
equally profound changes in the architecture of the dien- 
cephalon, especially that of the thalamus. 

By comparison, more caudal parts of the brain, partic- 
ularly the rhombencephalon, exhibit a much greater con- 
stancy of organization. Even though considerable inter- 
phyletic and species differences are encountered in com- 
parative studies of these more caudal brain regions, such 
variations are only rarely so profound that homologies can- 
not be recognized readily. A functional corollary of this 
contrast in the structural evolution of forebrain and hind- 
brain suggests itself. Whereas the intrinsic mechanisms of the 
rhombencephalon and spinal cord appear to be involved 
largely with the maintenance of primordial stabilities, such 
as those of the internal milieu (internal homeostasis) and 
somatic posture (stability in space), the intrinsic function 
that most typifies the more rostral parts of the brain, and 
especially the forebrain, appears to lie in the perception of 
goals and goal priorities, as well as in the patterning of 
behavioral strategies serving the pursuit of these goals 
(stability in time, or stability of goaldirected behavior). 

Regardless of class or species, it is likely that, in order to 
discharge this function, the forebrain has access to, and pos- 
sesses mechanisms for, the integration of all available forms 
of sensory information concerning the environments, both 
internal and external, ofthe organism. It is unfortunate that 
comparative data on the subject of sensory afflux to the fore- 
brain are at a premium; unfortunate because any concept of 
interphyletic homology in central nervous organization, if 
it is to be better than speculative, should be based first and 
foremost on reliable identification of similarities in the 
afferent and efferent connections of forebrain components. 
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FIGURE 2 Schematic drawings representing the mammalian 
brain. In comparisons with the diagrams of the nonmam- 
malian brain shown in Figure 1, the most pronounced dd- 
ferences appear in the composition of the pallial mantle in 
which the general cortex has become replaced by neocortex; 
the apparent absence of the nonmammalian external stri- 
atum; and the appearance of a circumscript somatic sensory 
nucleus (v) in the thalamus receiving, among other somatic 
sensory lemnisci, part of the spinothalamic tract and most of 
the medial lemniscus originating in the nuclei of the dorsal 

funiculus (nfd). Major conduction pathways afferent and 
efferent to the neocortex have been indicated in slightly 
bolder line. Abbreviations: a, amygdala; cer, cerebellum; 
c-p, caudoputamen; gld, lateral geniculate body; gm, 
medial geniculate body; gp, globus pallidus; h, hippo- 
campus ; HYP, hypothalamus ; ic, inferior colliculus ; lp, 
nucleus lateralis posterior of thalamus; MES, mesen- 
cephalon; nfd, nuclei of the dorsal funiculus; RHOMB, 
rhombencephalon; s, septum; sc, superior colliculus; SPIN. 
CORD, spinal cord; THAL, thalamus. 
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FIGURE 3 A series of side views of brains of various vertebrate 
orders, to illustrate the progressive increase in relative size of the 
cerebral hemisphere (stippled). A, codfsh; B, frog; C, alligator: D, 
pigeon; E, cat; F, man. The optic tectum, indicated by vertical 
shading, is obscured from view in the two mammalian forms by 
the overlying cerebral hemisphere. The drawings, made on vastly 
different scales, are based in part on an illustration appearing in 
Strong and Elwyn, 1964. 

INTERNAL STRUCTURE OF THE VERTEBRATE BRAIN Gen- 
eral considerations. The central nervous system of all verte- 
brates, at its most elementary level, can be characterized as a 
three-neuron nervous system. Presumably evolved from one- 
and two-neuron stages of primitive Metazoa, the three- 
neuron organization is characterized by having a net of 
synaptically interconnected intermediate neurons interposed 
between the primary sensory nerve cells and the motor 
neurons. The appearance of this "great intermediate net" 
(Herrick, 1922) undoubtedly marks a fundamental step in 

the evolution of the nervous system. It became virtually the 
sole recipient of sensory messages from the environments of 
the organism (it is by-passed only by the direct, i.e., mono- 
synaptic, reflex connections between primary sensory neu- 
rons and motor neurons, possibly a relatively late develop- 
ment of particular adaptive value for terrestrial vertebrates). 
By virtue of its intermediate position, it must have permit- 
ted a phenomenal amplification of the limited possibilities 
for sensory processing and integration afforded by the more 
primitive one- and two-neuron organizations. 

It must be pointed out that the neuronal population of the 
vertebrate central nervous system (brain and spinal cord) con- 
sists exclusively of intermediate neurons and motor neurons: 
the cell bodies of the primary sensory neurons are outside 
the central organ, even though naturally their centrally 
directed axons must enter (and often extend far into) the 
brain and spinal cord to establish synaptic contacts. 

Of modest size at the outset, the net of intermediate 
neurons rapidly expands in phylogeny so that in all verte- 
brates it forms the largest part by far of the central neuron 
population. In higher primates, the total number of brain 
cells is commonly estimated to be of the order of 10 billion 
(1Ol0), of which number no more than a few millions are 
motor neurons. These figures suggest that many mammalian 
brains contain at least as many as 2000 intermediate neurons 
to each motor neuron, a surprising ratio when it is realized 
that it is only by way of motor neurons that the activity of 
the central nervous system can be expressed in movement, 
whether in the form of a simple reflex or a complex, goal- 
directed behavior. A numerical relationship of this order 
suggests a very high degree of convergence of central 
neuronal conduction pathways toward the motor neurons, 
and emphasizes the appropriateness of Sherrington's char- 
acterization of the motor neuron as the "final common path- 
way" of the nervous system. 

It is clear from these numerical data alone that the com- 
plexity of the brain is, in essence, the complexity of the 
intermediate net of neurons. Moreover, because the neurons 
composing the intermediate net account for something like 
99.95 per cent of the neuron population of the mammalian 
brain and spinal cord, the term intermediate net becomes 
nearly synonymous with the central nervous system as a 
whole and, hence, loses much of its practical usefulness in 
discussions of neural organization. From a conceptual point 
of view, however, the term is nonetheless important, for 
it recalls the essential fact that an overwhelming majority of 
the neurons that make up the brain and spinal cord (in fact, 
all but the motor neurons) cannot be classified as either sen- 
sory or motor in the strict sense. This is true even though 
some intermediate neurons obviously are more directly in- 
volved in the receipt and processing of sensory information 
conveyed into the organization by true (i.e., primary) sen- 
sory neurons than are others that may, by contrast, have 
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relatively direct (i.e., oligosynaptic) efferent connections 
with motor neurons. Such differences in relative position 
vis-A-vis the afferent and efferent portals of the central ner- 
vous system have made it customary to refer to certain 
groups of intermediate neurons as "sensory" and to others 
as "motor," but it should be emphasized that the terms in 
this application indicate relative rather than absolute char- 
acteristics of such cell groups. 

Some basic organizational features of the nonmammalian 
central nervous system are illustrated in Figure 1B. For 
reasons of convenience, the motor neurons (solid black 
triangles) are shown aligned near the ventral surface of the 
spinal cord and brainstem. As shown in the diagram, motor 
neurons (strictly, neurons the axons of which leave the cen- 
tral nervous system and innervate peripheral effector tissues 
either directly, as in the case of skeletal musculature, or by 
the mediation of a second, peripheral motor-neuronal ele- 
ment, as in the case of smooth musculature and gland cells 
of the viscera) are limited to the spinal cord, rhomben- 
cephalon, and mesencephalon. Not shown in the diagram is 
a variant form of motor neuron that is limited to the dien- 
cephalon and is typical of the hypothalamic connection with 
the anterior lobe of the pituitary complex. The axon of this 
unique type of effector neuron does not leave the central 
nervous system, but terminates in close relationship to a 
superficial plexus of blood capillaries, the effluent venous 
vessels of which ("hypothalamo-pituitary portal system1') 
enter the anterior lobe of the pituitary complex, in which 
they break up into a second capillary plexus. The effect of 
these hypothalamo-pituitary effector neurons on the gland 
is thought to be conveyed by means of neural transmitter 
substances ("releasing factors") released into the capillaries 
and reaching the anterior pituitary by way of the portal 
blood vessels. 

Of the fir more numerous intermediate neurons, only a 
small sample has been indicated, all in the form of open 
triangles. The sensory neurons are characterized by having 
cell bodies that are outside the central nervous system, 
usually in a peripheral sensory ganglion, but, in the unique 
case of the olfactory system, in the surface epithelium prop- 
er. The optic system represents a special case: the retina is 
a forwarded outpost of the brain itself, and impulses elicited 
by photic stimulation of the retinal receptor cells have 
passed at least two synapses in the retina before arriving at 
the midbrain and diencephalon by way of the optic tract 
(heavy arrow in Figure 1B immediately behind the cerebral 
hemisphere). 

Sensory Systems SENSORY MECHANISMS OF SPINAL CORD 

AND RHOMBENCEPHALON Figure 1B diagramatically illus- 
trates a common model of the possible neuronal sequences 
followed by impulses transmitted to the central nervous 
system over primary sensory neurons entering the spinal 
cord and rhombencephalon. At the far left of the diagram 

the central axonal process of one primary sensory neuron 
forming part of a spinal segmental nerve is shown distribut- 
ed to a group of intermediate neurons in the dorsal part of 
the gray matter of the spinal cord. Such cell groups of the 
intermediate net, in direct contact with primary sorysen 
neurons and hence "first in line" in terms of sensory process- 
ing mechanisms, are often termed secondary sensory nuclei. 

The pool of secondary sensory neurons that come into 
contact with each sensory nerve shows considerable local 
differentiation, exemplified in the mammalian spinal cord 
by the different cellular characteristics of the substantia 
gelatinosa, nucleus proprius, and columna dorsalis Clarkei, 
respectively, and in the rhombencephalon by marked archi- 
tectonic differences between various subdivisions of the 
cochlear nucleus. There are only scattered data with respect 
to the question whether such differentiations correspond to a 
selective processing of one particular component (sub- 
modality) of the incoming information by each subdivision 
of the secondary sensory complex or, alternatively, to a 
parallel processing of each submodality by various special- 
ized secondary sensory cell groups. In the cochlear-nucleus 
complex, the latter of these alternatives appears to prevail. 

The axons arising from second sensory nuclei form the so- 
called secondary sensory pathways, conduction channels 
which extend the spread of sensory information far beyond 
the first processing station. These secondary sensory channels 
can extend in any or all of the following directions: (1) the 
local reflex channel to motoneurons, either directly or by the 
intermediary of one or more internuncial neurons; (2) the 
cerebellar channel leading to the cortex of the cerebellum; (3) 
the lemniscal channel. 

The term lemniscus refers somewhat loosely to fiber sys- 
tems originating from secondary sensory cell groups and 
ascending toward the forebrain, in particular to the thal- 
amus. The lemniscal pathway arising from the spinal cord 
in the nonmarnmalian animals largely corresponds to the 
so-called spinothalamic tract of mammalian forms. This path- 
way is sometimes referred to as the spinal paleolemniscus to 
distinguish it from a parallel spinal neolemniscus or medial 
lemniscus, originating from the so-called nuclei of the dorsal 
funiculus (dd, in Figure 2A), a massive conduction system 
in mammals that appears to be either absent from or only 
weakly developed in nonrnammahn forms. The spinal 
paleolemniscus is characterized by having a widespread dis- 
tribution in the brainstem. Most of its fibers terminate in 
the reticular formation of the rhombencephalon and mesen- 
cephalon, and only a minority extend beyond these levels 
to the thalamus. The relatively small thalamic component 
of the paleolemniscus is probably augmented by tertiary 
fibers arising from neurons of the reticular formation, but, 
as these neurons are believed to receive neural afflux also 
from several sources other than the spinal cord, such tertiary 
links cannot be regarded as specific carriers of impulse pat- 



terns originating in the spinal cord or in any other source of 
secondary sensory pathways. 

It is noteworthy that no well-defined thalamic cell group 
for the receipt and processing of spinal (i.e., somesthetic and 
visceroceptive) impulses has been identified in nonmam- 
malian forms. Findings in experimental studies in birds and 
reptiles suggest that the relatively sparse spinothalamic 
fibers are distributed among a diffuse cell population in the 
caudal thalamus rather than in a characteristic, circumscript 
thalamic nucleus. This apparent absence of a well-defined 
homologue of the mammalian ventrobasal thalamic nucleus 
is the more remarkable as circumscript thalamic cell groups 
associated with the visual and auditory systems have re- 
cently been identified in birds and reptiles (see below). 

With considerable individual variation, the central con- 
duction pathways associated with sensory cranial nerves are 
patterned after the spinal cord model. With the exception 
of the optic and olfactory tracts-which, strictly speaking, 
neither are true cranial nerves nor are composed of primary 
sensory neurons--all the sensory cranial nerves have their 
central distribution in secondary sensory cell groups in the 
rhombencephalon. These first-order sensory processing 
stations include the complex of the trigeminal nucleus receiv- 
ing somatic sensory afflux from the face region and the 
linings of the oral and nasal cavities, the nucleus ofthe sol- 
itary tract receiving impulses originating in taste receptors 
and invisceroreceptors (mechano-receptorsandchemorecep- 
tors in the walls of internal organs, particularly the cardio- 
vascular system, the digestive, and the respiratory tracts), 
and the vestibular and cochlear nuclei, the impulse afflux of 
which originates in highly specialized receptor epithelia of 
the membranous labyrinth. 

Each of these secondary sensory nuclei originates a local 
reflex channel, sometimes of great complexity, as in the 
cases of the vestibular nuclei and the nucleus of the solitary 
tract. The vestibular nuclei give rise to a prominent cerebel- 
lar channel, but cerebellar projections arise also from other 
secondary sensory nuclei of the rhombencephalon, with the 
possible exception of the nucleus of the solitary tract. As to 
lemniscal conduction channels, a variety of long, ascending 
fiber systems arising from rhombencephalic sensory nuclei 
has been identified, but in nonmammalian forms none of 
these is known to extend directly to the thalamus. In mam- 
mals, several fiber groups ascend from the trigeminal nu- 
cleus to the thalamus, at least one of which forms a com- 
ponent of the medial lemniscus, but similar pathways so far 
have not been demonstrated in nonmammalian forms. 

It is not clear to what extent the avian quinto-jontal tract 
(Wallenberg) is comparable to any component of the tri- 
geminal lemniscus of mammals. Originating from the 
principal nucleus of the secondary sensory trigeminal com- 
plex, this peculiar fiber system terminates in the so-called 
nucleus basalis near the ventral surface of the forebrain, a cell 

group whose relationship to the thalamus, if any, is un- 
known. 

THE AUDITORY SYSTEM Of particular relevance, in view 
of recent findings mentioned below, is the thalamic repre- 
sentation of the auditory system. Neither in mammals nor 
in any nonmammalian form thus far examined have lemnis- 
cal fibers from the cochlear nuclei (lateral lemniscus) been 
traced directly to the thalamus; none appears to extend ros- 
trally beyond the inferior colliculus of the mammalian mid- 
brain tectum (ic, in Figure 2A), or, in nonmarnmalian 
forms, beyond the nucleus mesencephali lateralis dorsalis 
(ic, in Figure lA), the apparent homologue of the mam- 
malian inferior colliculus. From this mesencephalic struc- 
ture, however, a massive fiber system, the brachium of the 
inferior colliculus, leads to the thalamus. In mammals, this 
last link in the auditory path ascending to the forebrain ter- 
minates in the medial geniculate body (gm, in Figure 2A), a 
major complex of thalamic cell groups from which orig- 
inates a massive fiber radiation to the auditory region of the 
neocortex. Only recently has the circumscript nucleus ovoid- 
alis (ov, in Figure 1A) in the thalamus of reptiles and birds 
been identified as the nonmarnmalian counterpart of the 
medial geniculate body, in the sense that it appears to be, 
like the mammalian nucleus, the major thalamic receiving 
station of the ascending auditory conduction system. It 
must be stressed, however, that the nucleus ovoidalis, un- 
like the mammalian medial geniculate body, does not ap- 
pear to project to any part of the pallial mantle. Instead, in 
birds it has recently been found to have its major efferent 
relationship with the external striatum, more specifically 
the so-called "field L" (Rose, 1914) of the neostriatum (Fig- 
ure 4B). 

CENTRAL MECHANISMS OF VISION Composed of the effer- 
ent fibers ofthe retina, the optic tract is the only major affer- 
ent system that is distributed &om the sensory receptor 
organ immediately to the mesencephalon and diencephalon. 
In all vertebrate classes, a large number of retinal fibers (in 
nonmammalians the majority by far) terminate in the dorsal 
part of the midbrain, the tectum mesencephali. In nonmam- 
malian vertebrates, the recipient region forms the optic 
tectum (to, in Figure lA), a large, multilaminate structure in 
most classes, and especially highly differentiated in birds. In 
mammals, the optic tectum appears in modified and gen- 
erally reduced form as the superior colliculus(sc, in Figure 2A). 

The mammalian superior colliculus, as well as the non- 
mammalian optic tectum, emits a massive descending fiber 
system to the brainstem reticular formation (tecto-bulbar 
tract) and beyond it to at least the upper segments of the 
spinal cord (tecto-spinal tract). On the basis of physiological 
observations, it appears likely that, by these descending con- 
nections, the tectum is prominently involved in the conju- 
gated eye- and body-axis (neck or whole body) movements 
subserving the tracking of moving objects. 



FIGURE 4 TWO transverse sections of the pigeon brain, striatum dorsale; hv, hyperstriatum ventrale; iha, nucleus 
stained for cell bodies by the Nissl method. A, a rostra1 level intercalatus of hyperstriaturn accessorium; L, "field L" of 
of the cerebral hemisphere; B, a more caudal region. Also neostriatum; n, neostriatum; oc, olfactory cortex; p, pale- 
shown in B is the diencephalon (lower half of the figure). ostriatum prirnitivum; pa, paleostriaturn augmentaturn; 
Abbreviations: a, archistriaturn; e, ectostriaturn; gc, general pc, parahippocampal cortex; rt, nucleus rotundus thalami; 
cortex; h, hippocampus; H, hypothalamus; hd, hyper- THAL, thalamus; W, Wulst. 

Only recently has an important ascending connection of 
the optic tectum been identified. In mammals, the pathway 
in question extends from the superior colliculus to the thal- 
amus, where it terminates largely in the so-called nucleus 
lateralis posterior (lp, in Figure 2A), a cell group projecting to 
widespread (and thus far inadequately delineated) regions of 
the neocortex, probably including at least part of the "visual 
cortex," defined below. In birds and reptiles, the thalamic 
cell group receiving the ascending projection from the optic 
tectum is the nucleus rotundus (rt, in Figures 1A and 4B). The 
largest and most conspicuous thalamic nucleus in these non- 
mammalian forms, the nucleus rotundus has recently been 
found in birds to project to a well-defined subdivision of 
the external striatum, the ectostriatum. 

Judged by its structural characteristics and efferent con- 

nections, the optic tectum appears certain to convey hlghly 
coded information from the retina, not only to effector 
mechanisms of the brainstem and spinal cord, but also to the 
forebrain. The path over the mesencephalic tectum, how- 
ever, is not the only route by which retinal impulses can be 
transmitted to the forebrain. In most (and possibly all) 
vertebrates, at least part of the fibers of the optic tract are 
distributed directly to the thalamus. Of modest volume in 
most nonmammalian forms, this direct retinothalamic con- 
nection in mammals becomes a major conduction route for 
retinal impulses. In most primates, for example, it has con- 
siderably outgrown the retinotectal pathway. The thalamic 
region involved in this connection in mammals is the dorsal 
nucleus ofthe lateralgeniculate body (gld, in Figure 2A), a well- 
defined-and in primates and other advanced forms strik- 



ingly laminated-cell group from which originates the 
massive optic radiation distributed to a large occipital region 
of the neocortex, the so-called visual cortex. 

In birds and reptiles, the thalamic cell region receiving 
direct retinal afflux has recently been identified as the nucleus 
dorsolateralis anterior (dla, in Figure IA), a relatively indis- 
tinct territory in the pigeon, but a prominent, circumscript, 
and highly dgerentiated complex in the owl. There is con- 
vincing evidence, both anatomical and physiological, that 
this cell region of the avian thalamus projects selectively to a 
remarkable territory of the cerebral hemisphere, situated in 
the region of transition between the most dorsal zone of the 
external striatum (hyperstriaturn) and the pallial mantle. 
The region in question occupies a substantial rostra1 part of 
the external prominence of the avian cerebral hemisphere 
known as the "Wulst." It is characterized by a sharply de- 
fined layer of small neurons (granule cells) quite reminiscent 
of the granular fourth layer of the mammalian visual cortex 
(Figures 4A and 7). 

An important conclusion to be drawn from the foregoing 
accounting of central sensory systems in nonmammalian 
forms is that, contrary to earlier views, the cerebral hemisphere 
of birds and reptiles receives well-defined projectionsjoin specific 
visual and auditory nuclei in the thalamus. Unlike their mam- 
malian counterparts, however, these thalatno-cerebral aferents, 
with the exception $the retino-thalamo-cerebral pathway to the 
Wuls t ,  do not (or at least not immediately) involve the pallial 
mantle; instead, they are each distributed to a circumscript region 
o f  the external striatum. The question of the extent to which 
these systems of sensory conduction to the hemisphere are 
comparable to those of mammals is discussed further in a 
final section of this chapter. 

NEURONAL SYSTEMS OF NONSPECIFIC AFFERENTATION 
In the foregoing account of sensory conduction mechanisms 
believed to be relatively highly modality-specific, only oc- 
casional mention has been made of conduction systems of 
lesser specificity-in other words, systems composed of 
neurons receiving afferents from more than one single 
source. It seems likely that, in the neuraxis of all vertebrates, 
such multi-afferented neurons outnumber the more nearly 
unimodal nerve cells. Apparently all vertebrates, besides 
depending heavily for their orientation in the external en- 
vironment on "labeled lines" conveying information of 
high spatial and temporal precision, also need for their sur- 
vival other, more diffusely afferented, neuronal systems. 

In vertebrates, neurons corresponding to this general de- 
scription are found throughout the brainstem and spinal 
cord. In the rhombencephalon and mesencephalon they 
occupy major parts of the cross-section; the circumstance 
that a large part of their territory is traversed at these levels 
by numerous disseminated fascicles of myelinated fibers has 
led to the term "formatio reticularis alba et grisea," later 

modified to brainstem reticular formation. The systemic con- 
notation of the term reticular formation, however, cannot 
but arbitrarily be limited to regions that have such a "retic- 
ulated" gross appearance. On the basis of continuity of fiber 
connections and similarity of cytological characteristics, it 
would seem arbitrary not to extend the "brainstem reticular 
formation" forward beyond the midbrain into certain 
regions of the thalamus, and through the hypothalamus into 
the septal region, or down beyond the rhombencephalon 
into the spinal cord. 

Such continuity, needless to say, does not imply bnc- 
tional equivalence throughout. The septal region may be 
comparable to the rhombencephalic tegmentum in terms of 
general cellular characteristics; it may be reciprocally con- 
nected with the latter by polysynaptic chains of neurons, but 
the fact remains that neurons of the rhombencephalic retic- 
ular formation receive direct afferents from the spinal cord, 
from the cerebellum, from such secondary sensory cell 
groups as the vestibular nuclei and the nucleus of the sol- - - 
itary tract, and from the sensorimotor cortex, but those of 
the septum, by contrast, receive a major afferent fiber sys- 
tem from the hippocampus. Clearly, the reticular forma- 
tion, however continuous throughout the neuraxis, is by no 
means an undifferentiated neural continuum; witness also 
the considerable number of its  toar architectural subdivisions 
that have been recognized in studies by the Nissl method. 

The reticular formation is quite generally characterized 
(1) by being composed of neurons with long, poorly 
ramified dendrites (a pecularity that has led Ram6n- 
Moliner and Nauta [I9661 to suggest the term "isodendritic 
core" as a substitute for "reticular formation") and (2) by a 
tendency of its conduction lines to be organized in the form 
of polysynaptic chains among which, however, some longer 
axonal lines are not completely lacking. Conduction systems 
of such predominantly polysynaptic composition can be 
described as "open systems3' in the sense that each line at 
each synaptic interruption is open to at least several further 
afferent inputs. Convergence of various different afferent 
systems on a single neuron indeed appears to be among the 
most prominent characteristics of the brainstem reticular 
formation (Figures 1B and 2B include several examples of 
such heterogeneously afferented neurons). 

Understandably, this mode of organization is often 
described as "nonspecific" or "diffuse." It deserves emphasis, 
however, that several major efector man@stations of the 
reticular formation cannot be considered diffuse. Among 
such functions are the maintenance of the respiratory 
rhythm and other homeostatic processes that require exqui- 
sitely specific rather than diffuse neural guidance. Further- 
more, a majority of the "motor" systems descending from 
the forebrain converge on the pool of motor neurons by 
way of neurons of the brainstem reticular formation. Such 
reticular intermediaries can be interpreted as interrzeurons of 



the motor system in the same sense that adheres to this term 
as applied to groups of neurons near, and channeling im- 
pulses to, motoneuronal cell groups in the spinal cord and 
brainstem (see below). In this context, likewise, the reticular 
formation, despite its apparently diffuse and "open" or- 
ganization, can hardly be considered diffuse functionally. 

The same considerations apply to ascending conduction 
pathways involving the reticular formation. Although 
several sensory systems, notably the somatic (in mammals at 
least), visual, and auditory, have well-developed lemniscal 
pathways to the forebrain, others appear to lack such 
relatively "closed" ascending conduction lines, and it there- 
fore must be assumed that information transmitted by such 
systems can reach the forebrain only by way of intermediary 
neurons in the rhombencephalic and mesencephalic retic- 
ular formation. Such extralemniscal pathways exist in all 
sensory systems, but they appear to be the only route to the 
forebrain available to, for example, the visceroceptive sys- 
tem represented by the nucleus of the solitary tract. The 
information conveyed by this afferent system must be of 
fundamental significance to the hypothalamic and limbic 
organizations governing visceral and endocrine effector 
mechanisms, and it would seem strange, at first glance, that 
its transmission to the forebrain should be less than direct. 

In view of the foregoing considerations, a general inter- 
pretation of the reticular formation would seem to be based 
more appropriately on the effector characteristics of the 
organization than on the complexity and apparent diffuse- 
ness of its afferent relationships. Clearly, several major func- 
tional manifestations of the reticular formation must be 
classified as highly specific, and the "openness" of the 
structure would in these functions appear to subserve con- 
vergent integration, rather than diffusion, of multiple forms 
of information. Nonetheless, other functional aspects of the 
reticular formation, notably its well-documented central 
role in mechanisms determining the general activity state of 
the organism, could be considered "diffuse," at least from a 
phenomenological point of view. In this latter class of func- 
tioning, the reticular formation appears to have the signif- 
icance of a general adjustment mechanism of the central ner- 
vous system itself, capable of modulating the processing of 
information in both afferent and efferent systems, and there- 
by the responsiveness of the organism to its external en- 
vironment. 

The great complexity and wide ramification of its neu- 
ronal concatenations have naturally interfered with a 
detailed anatomical analysis of the reticular formation. 
Polysynaptic, "short-neuron" systems are much more dif- 
ficult to trace out by either anatomical or physiological 
methods than are the more nearly "closed" long-axon con- 
duction pathways. Only relatively long links in the reticular 
organization have therefore been identified anatomically, 
and what is known about them has been derived almost 

exclusively from studies of mammalian species, the cat and 
rat in particular. Some of the longer conduction lines in- 
volving the reticular formation have been indicated sche- 
matically in Figures 1B and 2B, but it must be stressed that 
these diagrams emphasize the apparent principle rather than 
the details of the reticular organization. Interphyletic 
differences in the organization of this widespread neural 
apparatus are almost certain to exist, but comparative data 
on the subject are too scarce to supply a basis for phy- 
logenetic conclusions. 

THE MOTOR SYSTEM This term is here used in its custom- 
ary loose sense to indicate not only the motor neurons but 
also the neural systems descen&ng upon these "final com- 
mon pathway" elements in a !generally convergent manner. 

From quantitative anatomical impressions, it appears 
likely that most of the neural instructions issued to motor 
neurons in the spinal cord and brainstem come from a large 
population of nerve cells, the so-called interneurons. Neurons 
of this category are numerous in both the ventral horn and 
zona intermedia of the spinal cord, as well as in the dorso- 
lateral (parvicellular) region of the rhombencephalic teg- 
mentum. Together with the motor neurons, these generally 
smaller "pre-motoneuronal" elements compose a functional 
system that could be termed the lower motor system, an or- 
ganization consisting in turn of local functional units here 
to be named local motor apparatus, for the reason that each 
appears to be organized in correspondence with the patterns 
of movement peculiar to the skeletomuscular mechanism 
that it controls (arm different from leg, facial musculature 
different from external eye muscles, and so forth). 

The notion of a lower motor system composed of motor 
neurons and the associated interneurons is based, among 
other considerations, on the observation that the so-called 
motor pathways (with considerable variation) appear to 
terminate for the most part among the pools of inter- 
neurons, and to a lesser extent in direct synaptic contact with 
motor neurons. Such fiber systems converge on the lower 
motor apparatus from virtually all levels of the brain. In 
mammalian forms, the better-known of these systems arise 
from the rhombencephalon (reticular formation and vestib- 
ular nuclei), the mesencephalon (superior colliculus and red 
nucleus), and the sensorimotor region of the neocortex. 

Several of these fiber systems, in particular the reticulo- 
spinal and reticulobulbar tracts, originate in cell territories 
converged on by afferents from diverse brain regions, and 
could thus be viewed as common last links of confluent 
encephalomotor systems. For example, the magnocellular 
medial region of the rhombencephalic reticular formation, 
which gives rise to a substantial reticulospinal pathway, is 
converged on by fibers from area 6, i.e., the trunk region of 
the sensorimotor cortex, and from medial, apparently also 
trunk-related components of the cerebellum. The red nu- 



cleus, originating in the rubrospinal and rubrobulbar tracts, 
likewise receives major fiber afflux from the sensorimotor 
cortex and the cerebellum, but the cortical and cerebellar 
regions from which these afferents arise appear to be in- 
volved in the motor mechanisms of face and extremities 
rather than trunk. 

Other major effector systems appear to affect the lower 
motor apparatus only by way of more polysynaptic path- 
ways of transreticular conduction. For example, the princi- 
pal efferent path descending from the corpus striatum, the 
ansa lenticularis arising from the globus pallidus, does not 
extend directly beyond the mesencephalon, and it appears 
likely that impulses traveling over this pathway to the lower 
motor apparatus must pass at least one additional synapse in 
the rhombencephalic reticular formation. A similar poly- 
synaptic organization appears to exist in the pathways 
leading from the forebrain to the lower motor apparatus of 
the visceral motor system. Such pathways arise largely from 
the hypothalamus, a region of the diencephalon receiving 
most of its afferent supply from the limbic and olfactory 
systems (in mammals, from the frontal neocortex as well) 
of the cerebral hemisphere, and from the mesencephalic 
reticular formation. No fibers of these descending hy- 
pothalamic tracts have been traced beyond the mesencepha- 
lon, and it therefore seems likely that the conduction of 
hypothalamic impulses to the lower visceromotor levels in- 
volves synaptic transmissions in the mesencephalic and 
rhombencephalic reticular formation. Judged by physiolog- 
ical observations (and contrary to the diagramatic repre- 
sentation in Figures 1B and 2B) the course followed by 
these transreticular visceromotor pathways is quite diffuse 
in the sense that they are spread over a large part of the 
cross-section of the brainstem. 

Much less is known of the organization of the central 
motor system in nonmammalians. From normal anatomical 
descriptions as well as from sparse experimental studies, it 
appears likely that, at least in birds and reptiles, the descend- 
ing fiber systems are largely comparable to those of mam- 
mals. Comprehensive comparisons, however, with the 
mammalian motor system must await more detailed experi- 
mental studies in a large sample of nonmammalian forms. 
If the highly variable modes of propulsion characterizing 
individual species be considered, fundamental variations in 
the organization of the central motor apparatus seem al- 
most certain to exist, but it cannot be predicted whether 
such differences will be found to have their major anatomi- 
cal expression at the level of the lower motor system, at 
higher levels, or in the disposition of descending conduction 
systems. 

Despite this dearth of comparative data, there is one 
observation with respect to descending conduction path- 
ways that might hold a clue applicable to the problem of 
forebrain homology. It is a remarkable fact that only one of 

the major fiber systems descending from the mammalian 
forebrain, namely the neocortical projection, has been 
found to extend directly (i.e., without synaptic interruption) 
beyond the mesencephalon. Neither the ansa lenticularis 
originating from the corpus striatum, nor the conduction 
pathways descending from the limbic system and hypo- 
thalamus, appear to exceed the caudal limits of the mesen- 
cephalic reticular formation (Figure 2B). By contrast, a 
considerable proportion of the corticofugal projection by- 
passes the mesencephalic level and distributes itself directly 
to the pontine nuclei-which, in turn, project to the cere- 
bellum (this cortico-ponto-cerebellar system is not included 
in Figure 2B)-and to the rhombencephalic tegmentum and 
spinal cord. In most mammalian species, the neocortical 
efferents to the rhombencephalon and spinal cord form a 
compact, more or less prominent fiber bundle on the 
ventral surface of the medulla oblongata, the so-called 
pyramidal tract. 
- A  

There is some recent evidence that in birds and reptiles, 
likewise, the fiber systems descending from the limbic sys- 
tem and hypothalamus, as well as the conduction pathways 
arising from those striatal subdivisions (internal striatum) 
that are comparable to the mammalian corpus striatum, do 
not extend directly below the mesencephalon. Naturally, as 
birds and reptiles do not have a neocortex, it is debatable 
whether any descending fiber system in such nonmam- 
malian forms could be considered homologous with the 
mammalian pyramidal tract. Nonetheless, experimental 
studies in birds have produced evidence of a long fiber sys- 
tem descending from the forebrain and extending directly 
beyond the midbrain to the rhombencephalic tegmentum 
and to at least the upper segments of the spinal cord. It is 
remarkable that this avian cerebrobulbar and cerebrospinal 
projection system, in contrast to the mammalian pyramidal 
tract, does not originate in the pallial mantle but, instead, in 
a dorsal region of the so-called archistriatum (the archistria- 
tum, labeled a in Figure 4B, is a ventral component of the 
"external striatum"; its ventrocaudal part appears to be 
homologous with the mammalian am~gdala). In its course 
and distribution, this avian fiber system bears a marked 
resemblance to the corticobulbar fiber bundle described in 
ungulates by Bagley (1922) and Haartsen and Verhaart 
(1967). 

Structural and functional homology in 
the vertebrate forebrain 

In the foregoing account, reference was made to a striking 
contrast between the evolution of the forebrain (dien- 
cephalon and cerebral hemisphere) and that of the mesen- 
cephalon, rhombencephalon, and spinal cord. The latter, 
more caudal, subdivisions of the central nervous system 
have evolved in a fairly stable manner that allows relatively 
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easy interphyletic comparisons to be made for most of the 
motor and secondary sensory nuclei, and even for major 
subdivisions of the brainstem reticular formation. The 
evolution of the forebrain, by contrast, is characterized by 
considerable architectural modification, which culminates 
in the abrupt emergence of a neocortex in the pallial mantle 
of mammals, an event accompanied by seemingly profound 
changes in the composition of the thalamus and corpus 
striatum. 

The following discussion is addressed largely to the 
radical departure in organization that distinguishes the 
mammalian brain from its probable ancestral prototypes. 

Histochemical observations The principal features distin- 
guishing the forebrain of mammals from that of nonmam- 
malian forms are vividly illustrated by a comparison with 
the avian forebrain. The comparison is the more interesting, 
as birds (which share with mammals a reptilian ancestry) 
appear to have further elaborated, rather than modified, the 
basic plan of the reptilian forebrain. 

Figure 4 shows two transverse sections of the forebrain of 
the pigeon. It will be noted that by far the largest part of the 

section is occupied by structures bearing designations ending 
with the suffix "striatum," whereas only a small amount of 
pallium appears. The large number of striatal subdivisions is 
striking when a bird's forebrain is compared with that of a 
rat (Figure 5) : in this, as in all other mammalian forms, only 
two major striatal territories are evident, viz., the caudo- 
putamen and the globus pallidus. It has been widely assumed 
in the past that the corpus striatum of birds is, in its totality, 
homologous with, even though far more differentiated 
than, that of mammals. This assumption was based ex- 
clusively on rather gross morphological criteria, such as the 
striated appearance of the gray matter, comparable positions 
of the structures in question with respect to the ventricle of 
the forebrain, and comparably subcortical (rather than 
cortical) arrangement of the component neurons. Further- 
more, the absence of a structure in the pallium of reptiles 
and birds that could be compared with the mammalian 
neocortex was taken to imply a virtually de novo genesis in 
mammals of huge populations of specific sensory neurons 
in the telencephalon, without precedence in ancestral forms. 

Reasonable as these assumptions appeared to be, recent 

F~GURE 5 Transverse section through the rostral part of the 
forebrain of a small mammal (rat). Note that the mam- 
malian corpus striatum consists of the caudoputamen (c-p) 
and globus pallidus (gp), and that it is adjoined laterally and 
dorsally by the neocortex (NC). The olfactory cortex, char- 
acterized by a dark band of pyramidal cells, can be seen at 
the left lower margin of the photograph. The hippocampus 
does not appear at this rostral level, but two of its major 
fiber systems, the hippocampal commissure (hc) and fornix 
(f) are visible in the section. Other abbreviations: co, optic 
chiasm ; H, hypothalamus. 



histochemical observations have made it questionable 
whether, indeed, the entire corpus striatum of birds is com- 
parable to the mammalian corpus striatum. It is well-estab- 
lished that the mammalian caudoputamen contains exceed- 
ingly large amounts of both dopamine and acetylcholin- 
esterase. Dopamine in the telencephalon is confined almost 
exclusively to the caudoputamen (c-p, in Figures 2A and 5), 
but acetylcholinesterase, although present throughout the 
telencephalon, is particularly highly concentrated in the 
same region. Recent studies of the pigeon (Juorio and Vogt, 
1967; Karten and Iversen, unpublished) have yielded the 
unexpected observation that, in the avian telencephalon 
(Figure 6), such high concentrations of dopamine and 
acetylcholinesterase are characteristic of the paleostriatum 
augtllentatunz (pa, in Figure 1B). Furthermore, subsequent 
experimental studies (Karten, 1969) produced evidence that 
this particular subdivision of the avian striatum, much like 
the mammalian caudoputamen, has massive efferent con- 
nections with the large-celled, most internal striatal com- 
ponent, which is known in birds as the paleostriatum 
primitivum (p, in Figure lB), in mammals as the globus 
pallidus (gp, in Figures 2A and 5). A homology of the avian 
paleostriatum primitivum with the mammalian globus pal- 

FIGURE 6 Transverse section of the pigeon forebrain stained for 
acetylcholinesterase by Koelle's method, and counterstained for 
cells by the Nissl technique. The histochemical reaction identifies 
the paleostriatum augmentatum (pa) as the forebrain structure 
containing by far the highest content of acetylcholinesterase. Other 
abbreviatioris: hv, hyperstriatum ventrale; n, neostriatum; p, pale- 
ostriatum primitivum. 

lidus is suggested by the observation that each in its re- 
spective class is characterized by having a selectively high 
content of iron compounds, and both project by way of 
comparable, well-defined fiber systems (the ansa lentic- 
ularis) to the mesencephalic tegmentum. 

Considered together, these independent forms of evi- 
dence strongly indicate that the mammalian caudoputamen 
corresponds to the avian paleostriatum augmentatum, and 
the globus pallidus of the mammal to the paleostriatum 
primitivum of birds. Implied in this notion is the conclusion 
that the mammalian corpus striatum (caudoputamen and 
globus pallidus) corresponds to no more than the internal 
striatum (paleostriatal complex) of birds, and the question 
arises: What, then, is the nature of the huge and differenti- 
ated "external striaturn" that overlies the avian paleo- 
striatal complex? 

That the external striatum of reptiles and birds appears to 
have no readily identifiable counterpart in the mammalian 
brain-identifiable in the gross-morphological sense of 
similarity in relative position with respect to the ventricle, 
for example--should not lead to the a priori conclusion that 
this vast neuronal population somehow became "lost" in 
the transition from the ancestral reptiles to their descendent 
mammalian forms. Before such a conclusion is drawn, an 
alternative possibility should be considered, namely, that 
the neurons composing the external striatum of birds and 
reptiles have come to occupy a radically different position 
in the mammalian brain. There is no direct evidence of such 
translocation, but circumstantial support for the notion 
would be provided if cell groups in the mammalian brain 
could be identified, the neural associations and physiological 
properties of which were comparable to those of the exter- 
nal striatum of nonmammalian forms. Such indirect evi- 
dence is indeed available. 

All the recent anatomical findings point to the neocortex " L 

as the mammalian brain structure most comparable to the 
nonmammalian external striatum with respect to afferent 
and efferent relationships. Some of the principal findings 
supporting this comparison are mentioned in the foregoing 
overview of the vertebrate brain. In the following account, 
several further details of the neural connections in question 
are briefly reviewed. 

T h e  representatiotz of the visual systerrl in the aviatz forebrain 
As mentioned earlier in this chapter, two separate circum- 
script pathways appear to be available in birds for the 
transmission of visual information to the forebrain. One of 
these leads from the retina to the optic tectum, and from 
there, via the nucleus rotundus of the thalamus (Karten and 
Revzin, 1966), to a circumscript subdivision of the external 
striatum, the ectostriatum (Revzin and Karten, 1966167). In 
more detailed studies (Karten and Hodos, in press), the 
distribution of this tecto-thalamo-ectostriatal conduction 
pathway was found to be restricted to a cytologically 
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distinct central core of the ectostriatum; a more peripheral 
"periectostriatal" zone, however, receives projections from 
this central core, as also do the adjoining neostriatum and a 
laminated population of cells on the dorsolateral surface of 
the hemisphere. That this tectofugal conduction system in- 
deed plays a vital role in a bird's visual function has been 
demonstrated by the finding that destruction of the nucleus 
rotundus in the pigeon causes gross disturbances of visual 
discrimination, the exact nature of which is currently being 
investigated (Hodos and Karten, 1966; in press). Curiously, 
in a recent study Revzin (1967) found the neurons of the 
nucleus rotundus responsive to photic stimuli delivered at 
any point within an extremely large part of the visual field, 
a characteristic contrasting markedly with the generally 
more restricted receptive-field properties of neurons in 
other parts of the forebrain (see below). 

The tecto-thalamo-ectostriatal conduction pathway of 
birds bears a resemblance to a conduction route in the mam- 
malian brain leading from the superior colliculus to a rela- 
tively well-defined cell group in the caudal part of the 
thalamus, the nucleus lateralis posterior (Altman and Car- 
penter, 1961; Morest, 1965; Abplanalp, 1968; Schneider, 
1969). This nucleus of the mammalian thalamus appears to 
project to widespread regions of the neocortex. These 
regions have not yet been adequately defined, but Snyder 
and Diamond (1968) have recently reported evidence that 
the nucleus projects in part to a peripheral region of the 
visual cortex, the so-called circumstriate belt (the term 
"striate," in this context, refers not to the corpus striatum 
but to the central region of the visual cortex, called striate 
cortex because of a particularly well-developed fiber plexus 
in its fourth layer, the stripe of Gennari). 

The comparison between the respective representations 
of the visual system in the forebrains of birds and mammals 
cannot end at this point, for in both classes another im- 
portant route is available for the conduction of visual im- 
pulses to the forebrain. As pointed out in the foregoing 
overview, in mammals this pathway leads from the retina 
over the lateral geniculate body of the thalamus to the 
visual region of the neocortex (striate cortex together with 
the surrounding "circumstriate belt"). Long considered a 
unique feature of the mammalian visual system, this mas- 
sive pathway recently has been found to have an analogue 
in the avian brain, in the form of a conduction route from 
the retina to the thalamic nucleus dorsolateralis anterior 
(Cowan et al., 1961 ; Karten and Nauta, 1968), a cell group 

The region of the avian Wulst that receives the retino- 
thalamo-cerebral projection is difficult to classify. Extremely 
well developed in the owl, this composite region is char- 
acterized by the presence of a distinct layer of closely spaced 
small neurons (granule cells), termed the nucleus intercalatus 
ofthe hyperstriaturn accessoriutn (iha, in Figure 4A and Figure 
7) and quite comparable in appearance to the conspicuous 
granular fourth layer of the mammalian striate cortex. The 
termination of the thalamic projection, however, is not 
entirely confined to this small-celled layer, for it also in- 
volves a deeper stratum of larger cells, the hyperstriaturn 
dorsale (hd, in Figures 4 and 7). The thalamic projection to 
this remarkable cell region appears to have a precise 
("point-for-point") topographical organization, much like 
the mammalian geniculo-cortical projection. The parallel 
between the visual region of the avian Wulst and the mam- 
malian visual cortex is further emphasized by the recent 
observation (Revzin, 1969) that the neurons of the Wulst 
of pigeons have several of the physiological characteristics 
(small receptive fields, columnar organization of neurons 
with comparable stimulus requirements) that were earlier 
identified in the neuronal population of the mammalian 
visual cortex (Hubel and Wiesel, 1962). 

The two routes for the conduction of visual impulses to 

u .  

that, in turn, projects to a well-defined region of the 
FIGURE 7 Transverse section through the region of the "Wulst" "Wulst" of the hemisphere (Karten and Nauta' 
in the owl. Compare with the corresponding region of the pigeon, 

1968) In re~tiles, as a pathway from the retina to the shown at lower magnification in Figure 4*, and note the great 
has been identified ( K n a ~ ~  and Kang. 1968; development of the granular layer ih. (''nucleus intercahtus ofthe 

Hall and Ebner, 1969), but in this class the corresponding accessory hyperstriatum") in the owl. Also appearing in the photo- 
projection on the cerebral hemisphere has not yet been graph are the hyperstriaturn dorsale (hd) and part of the hyper- 
determined. striatum ventrale (hv). 
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the avian forebrain are illustrated in diagramatic form by 
Figure 8. 

Auditory structures in the avian forebrain The auditory 
conduction pathway to the forebrain in birds is described 
briefly in an earlier section of this chapter and is illustrated 
in ~emidia~ramatic form by Figure 9. As in mammals, a 
massive lateral lemniscus originating from the cochlear 
nuclei of the rhombencephalon (Am, Al, Av and Mm, M1 
and Mvl) ascends to the mesencephalon, where it terminates 
in the nucleus mesencephali lateralis dorsalis (MLD), the 
apparent avian homologue of the mammalian inferior col- 
liculus (Karten, 1967). From this mesencephalic cell group, 
a well-defined tractus ovoidalis, apparently homologous 
with the mammalian brachium of the inferior colliculus 
(BCI), extends forward to terminate in the nucleus ovoidalis 
(Ov) (Karten, 1967), a circumscript thalamic cell group, 
which, in turn, projects to field L, a medial region of the 
neostriatum characterized by a high density of its neuronal 
population (Karten, 1968; see also Figure 4B). 

The problem of forebrain homology appears in sharp 

Thalamofuga l Tectofugal 

FIGURE 8 Schematic drawing of the two principal pathways lead- 
ing from the retina to the cerebral hemisphere in the owl. All 
retinal efferents, forming the optic tract, cross in the optic chiasm 
to the opposite side. The right half of the diagram shows the path 
over the optic tectum (to) and nucleus rotundus thalami (rt) to the 
ectostriatum (e), a ventral component of the external striatum. On 
the left, the conduction route over the nucleus dorsolateralis 
anterior thalami (dla) is shown; this pathway is distributed to 
various cell layers of the "Wulst" (W), a complex part of the 
pallial mantle. The drawing is oriented in the frontal plane. pa, 
paleostriatum augmentaturn. 

outline when the avian auditory and visual systems are com- 
pared with those of mammals. It appears likely enough that 
the avian nucleus ovoidalis thalami corresponds to the 
mammalian medial geniculate body, for each of these 
nuclei in its vertebrate class is the major thalamic recipient 
of the ascending auditory lemniscus. Major problems are, 
however, encountered in extending the suggested homol- 
ogy to the respective efferent relationships of the two 
thalamic cell groups: whereas the medial geniculate body 
projects primarily to the auditory area of the neocortex, the 
nucleus ovoidalis has its major efferent connection, not 
with any region of the avian pallial mantle, but with 
field L of the distinctly noncortical neostriatum. Many of 
the same problems arise in attempts to identify homologous 
structures in avian and mammalian visual systems. As in the 
auditory realm, homologies appear fairly self-evident up to 
the thalamic level: there is good reason to compare the 
avian nucleus rotundus to the mammalian nucleus lateralis 
posterior on the basis of common afferent relationships with 
the mesencephalic tectum, and the avian nucleus dorsolater- 
alis anterior to the lateral geniculate body of mammals by - 
the criterion that each in its class appears to be virtually the 
only thalamic cell group to receive afferents directly from 
the retina. Nonetheless, beyond the thalamus, comparison 
becomes questionable, for the mammalian nuclei project 
mainly to various components of the visual neocortex, 
whereas the avian nucleus rotundus projects to the non- 
cortical ectostriatum, and the nucleus dorsolateralis anterior 
to a region that forms a transition between the hyper- 
striatum and the pallial mantle (the Wulst). 

Discussion and conclusions 

The major conclusions to be drawn from the foregoing ac- 
count can be stated as follows: 

1. The "external striatum" of reptiles and birds is absent 
as such from mammals, in which, conversely, a "neocortex" 
appears in the pallial mantle. 

2. The nonmammalian external striatum is comparable to 
the mammalian neocortex in the sense that, as is the latter, 
it is the major recipient of specific visual and auditory pro- 
jections from the thalamus, and appears to be the only fore- 
brain component to project directly to the rhomben- 
cephalon and the spinal cord. 

Naturally, in view of these conclusions, it is tempting to 
suggest that the mutual exclusiveness of the two cerebral 
structures may be more than coincidental. In fact, it would 
seem reasonable to postulate that the same neurons that in 
reptiles and birds cornpose the large external striatum, it1 main- 
tnals have corne to occupy the pallial tnantle andfortn a tnajor 
proportion o f the  cell population o f the  neocortex. 

It is interesting that the same hypothesis arrived at here by 
histochemical evidence and comparisons of the respective 
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neural connections was postulated earlier by Kallkn (1962) 
on the basis of comparative-embryological findings. The 
external striatum is known to arise in embryonic develop- 
ment by cell proliferation in the so-called dorsal ventricular 
ridge. In nonmammalian forms, its neuroblasts mature i i ~  

situ, that is to say, without radical migration away from 
their matrix. A dorsal ventricular ridge also appears as a 
zone of intensive cell proliferation in early mammalian 
embryos, but in later stages of embryonic development the 
structure gradually dwindles. Is it possible that, as sche- 

FIGURE 9 Diagramatic representation of the principal au- 
ditory conduction pathways of the pigeon. Shown on the 
left side of the lower drawing is the auditory nerve and its 
distribution to the cochlear nuclei. The remainder of the 
diagram illustrates the conduction pathway ascending from 
the cochlear nuclei to the nucleus ovoidalis thalami, and 
thence to field L of the neostriatum. (From Boord, 1969). 

matically indicated in Figure 10, the neuroblasts generated 
in this region in the mammalian embryo migrate around 
the lateral corner of telencephalic ventricle and invade the 
pallial mantle? Direct proof of such migration is not avail- 
able and would be difficult to obtain, for it would require 
selective radioactive labeling of the dorsal ventricular ridge, 
followed at later developmental stages by the identification 
of labeled neuroblasts in the pallial mantle. 

In the absence of such direct proof, the present hypothesis 
can be supported only by indirect evidence, in particular by 



FIGURE 10 Schematic illustration of the postulated dif- 
ference between nonmammalian (A) and mammalian (B) 
forms with respect to the ontogenetic derivation of neurons 
composing the pallial mantle. In both forms, numerous 
pallial neurons are proliferated in embryonic development 
by the ependyma of the mantle proper (arrows 1 and 2). 
Only short stretches of the continuous ependymal lining of 
the cerebral ventricle have been indicated (in black). It is 
suggested in the text that the mammalian neocortex results 
from an augmentation ofthe intrinsic pallial cell population 

the observation that major neural connections of the non- 
mammalian external striatum are strikingly comparable to 
those of the mammalian neocortex. Obviously, the hy- 
pothesis is based on two assumptions: first, that the neurons 
originating in a particular matrix, or even in particular ter- 
ritories thereof, are somehow so specified as to be allowed 
synaptic connections only with particular neuronal systems 
elsewhere in the brain, and second, that such specifications 
remain, in principle, unchanged across class boundaries, in 
this case across the transition from reptiles to mammals. 
Some support for the first of these assumptions is supplied 
by a recent observation in the golden hamster suggesting 
that the fibers of the developing optic tract are subject to 
considerable territorial constraints in establishing their 
synaptic contacts (Schneider and Nauta, 1969). The second 

by neuroblasts proliferated by the ependyma of the dorsal 
ventricular ridge (DVR, arrow 3 in B); the corresponding 
proliferation in nonmammalian forms produces the external 
striatum (arrows 3, in A). As in Figures 1 and 2, the pale- 
ostriatal complex of the nonmammalian brain and the 
caudoputamen-globus pallidus of the mammal are indicated 
by vertical shading; the nonmammalian external striatum 
is shown by cross-hatching. Abbreviations: DVR, dorsal 
ventricular ridge; IC, internal capsule; LFB, lateral fore- 
brain bundle. 

of the aforementioned premises is at present only inferential 
and, although supported by the present data, cannot yet be 
fully evaluated. 

It should be emphasized that the present notion does not 
imply that the whole of the mammalian neocortex is 
homologous with the nonmammalian external striatum. It 
is possible, and even likely, that the neocortex contains 
large numbers of neurons that were proliferated by the 
ependyma of the pallial mantle proper. It would therefore 
seem more appropriate to suggest that the neuronal popula- 
tion of the external striatum has become incorporated into 
the mammalian cortex, and thus to formulate the notion of 
hotnologous neurons rather than homologous composite 
structures. For example, it would seem conceivable that 
field L of the nonmammalian external striatum corresponds 



only to those neurons of the mammalian auditory cortex 
that stand in direct synaptic contact with the fibers of the 
auditory thalamocortical radiation. 

A further point to be emphasized is the uncertainty as to 
whether all the sensory areas of the neocortex contain 
neuronal aggregates that have homologous counterparts in 
the nonmammalian external striatum. As stated earlier in 
this chapter, no circumscript cell territories specifically 
representing the somatic sensory system have been identified 
so far either in the thalamus or in the external striatum of 
nonmammalian forms. Future studies may yet show such 
cell groupings to exist, but until such time it must be con- 
sidered possible that the somatic sensory cortex of the 
mammal has no functional correspondent in the nonmam- 
malian external striatum. 

For somewhat different reasons, the same doubt could be 
entertained with respect to the area striata of the mam- 
malian visual cortex. As pointed out earlier, this principal 
recipient of the retino-geniculo-cortical conduction system 
has a parallel of sorts in the avian Wulst, a complex struc- 
ture that straddles the transition between the external 
striatum and the pallium. Observations in the chick embryo 
(Kuhlenbeck, 1938; Northcutt, 1969) indicate that the 
Wulst develops from the ependyma of the pallium rather 
than that of the external striatum, a conclusion supported by 
the recent finding that in turtles (which, as do all reptiles, 
lack a structure readily comparable to the avian Wulst) the 
corresponding thalamic nucleus (dorsolateralis anterior) 
projects to the pallial mantle (personal communication from 
Dr. Ford F. Ebner). Taken together, these data suggest that 
the mammalian striate cortex has its ancestral prototype in 
the pallial mantle, rather than in the external striatum of 
nonmammalian forms. 

The evidence reported and discussed in the foregoing 
parts of this paper suggests that the mammalian neocortex 
should not be regarded as a huge mass of neurons that had 
no precedence in ancestral forms. The comparison of mam- 
malian ascending and descending systems with their non- 
mammalian counterparts leads to a quite different sup- 
position, namely, that the neocortex resulted from a trans- 
location of large masses of neurons, which in ancestral 
forms occupied subcortical stations, in particular the region 
of the external striatum. The indisputable uniqueness of the 
neocortex, according to this view, would reside not in any 
novel origin, but rather in the alignmerzt of its neural com- 
ponents. 

The question naturally arises as to what benefits might 
accrue to organisms in which subcortical cell groups are re- 
aligned so as to become integrated into a cortical organiza- 
tion. It could be argued that the characteristic "stacking" of 
neurons in layers, combined with the parallel, palisade-like 
orientation of apical dendrites, entails greater economy in 
the expenditure of axonal material, and thereby permits a 

greater number of neurons per unit volume to be connected 
with one another in cortical tissue than in subcortical gray 
matter. This point may have some relevance in a considera- 
tion of the respective evolutionary potentialities of cortical 
and noncortical neural tissues, but it remains to be seen 
whether the neocortical neurons of such mammals as the 
hedgehog or opossum are more numerous or more intri- 
cately interconnected than are the neurons of the formida- 
ble and differentiated external striatum of such avian forms 
as the owl. Moreover, it appears that whatever bnctional 
advantages may result from a cortical reorganization of 
subcortical gray matter are not necessarily manifested (as 
pointed out by Hodos elsewhere in this volume) either in a 
greater capacity for sensory discrimination or in greater 
refinements of movement. The essential functional charac- 
teristics of neocortical tissue as opposed to subcortical neu- 
ronal groupings have escaped definition thus far, but there 
is reason to hope that some pertinent answers may be pro- 
vided by more detailed physiological comparison of neo- 
cortical areas with their apparent subcortical counterparts in 
nonmammalian forms. Obviously, comparative-anatomical 
studies, such as here discussed, cannot be expected to ~ i e l d  
the answers. It can be said of neuroanatomical studies what 
was said of Coronado's children: It is perhaps not so impor- 
tant that they did not find the gold, as that they found a 
place in which to search for it. 
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3 Evolutionary Interpretation of Neural and 

Behavioral Studies of Living Vertebrates 

W I L L I A M  HODOS 

THE EVOLUTION OF the nervous system and behavior has this area o f  research, relatively little progress has been made. 
been a matter o f  enduring interest t o  scientists o f  many dis- T h e  causes of such underdevelopment have been partly 
ciplines since the impact o f  Darwin's ideas was felt more technical and partly conceptual. T h e  ethologists, because o f  
than a century ago. In spite o f  the long-standing interest in  their close touch with systematic biology, have been keenly 

aware o f  the problems involved in evolutionary research. 
They  have generally tended t o  avoid these problems by  
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ogists, on the other hand, either have been unaware of the 
problems or have pretended that they did not exist. How- 
ever, if the evolutionary issues are faced realistically, means 
can be found of overcoming the difficulties in order to 
achieve a reconstruction of the historical sequences in the 
development of the brain and behavior. 

The fundamental question in neural and behavioral ev- 
olutionary studies is: Can the study of animals that are alive 
today tell us anything about animals that lived tens of 
millions or hundreds of millions of years ago? I believe that 
the answer is a qualified "Yes," provided that one is willing 
to make certain assumptions and accept the limitations in- 
herent in this type of research. My purpose here is to de- 
scribe some of the assumptions and limitations. 

THE PHYLOGENETIC SCALE A principal impediment to 
progress in evolutionary research on the brain and behavior 
seems to be the widespread failure of workers to differenti- 
ate between two conceptual schemes. The first is the popu- 
lar notion of a phylogenetic scale and the second is the evo- 
lutionist's concept of a family tree of organisms, i.e., a phy- 
logenetic tree. The phylogenetic scale is a ranking of living 
things according to the pre-Darwinian zoological and theo- 
logical view that all organisms occupy a natural rank in a 
continuous, unidimensional hierarchy, the scala nattirae or 
Great Chain of Being (Wightman, 1950; Lovejoy, 1936). 
In its most scientifically based form, the scala naturae was 
only a taxonomic device and, according to Simpson (1961), 
not an attempt to depict evolution. A phylogenetic tree, on 
the other hand, is a geneology of living and extinct organ- 
isms based on the currently available data of paleontology, 
comparative morphology, physiology, behavior, and sys- 
tematic biology. The basis of the confusion between the 
two organizational schemes seems to be that both arrange 
living things according to similarities ; and similar organisms 
are often more closely related than are dissimilar organisms. 
The concept of a phylogenetic scale has no scientific status, 
but its superficial similarity to a phylogenetic tree has 
served to perpetuate its use in the scientific literature. The 
persistence of the phylogenetic-scale concept has had a par- 
ticularly detrimental effect on the development of theory in 
comparative psychology (Hodos and Campbell, 1969). 

The notion of "higherm and "lower" animals is an out- 
growth of the phylogenetic-scale concept. Although the 
terms "higher9' and "lower" have specific meanings to a 
taxonomist or to a paleontologist, as ordinarily used in - 
categorizing animals, they are misleading and should be 
avoided, except in their specific technical sense. Other 
adjectives derived from the phylogenetic scale are "sub- 
human," "subprimate," and "submammalian." These 
terms should be avoided in favor of such designations as 
"nonhuman," "nonprimate," and "nonmammalian." 

Specialproblems ofneural and behavioral evolution 

In attempting to reconstruct the evolutionary history of the 
development of the nervous system and behavior, one en- 
counters a number of problems that are not usually faced 
by students of the evolution of the skeleton, dentition, in- 
tegument, and other hard morphological features. The 
foremost among these is that neither the nervous system nor 
behavior leaves a fossil record from which sequential de- 
velopments can be inferred. In the case of the nervous sys- 
tem, some statements about gross morphology can be made 
by an examination of impressions within the cranial cavities 
of fossils (Romer and Edinger, 1942 ; Edinger, 1948 ; Radin- 
sky, 1968), but these can tell us nothing about the details of 
connections between cell groups or physiology. Some be- 
havioral inferences can be drawn from fossilized skeletons 
and the geological strata in which they were found. Such 
inferences would include feeding habits, adaptations to ter- - 
restrial, aquatic, arboreal, or aerial environments, ability to 
manipulate objects, and so forth. However, conclusions 
about courtship patterns, parental care, learning and reason- 
ing ability, and other behavioral phenomena that are 
based exclusively on fossil finds would be extremely 
speculative. On the other hand, observations of living 
animals that are direct, relatively unchanged descendants of 
specific ancestral groups of animals can provide a firmer 
foundation for inferences about sequential developments 
within a particular lineage. 

Evolutionary history ofvertebrates 
Figures 1 to 3 are phylogenetic trees constructed by A. S. 
Romer, and the account of the evolutionary history of 
vertebrates presented here is based largely on Romer's 
(1966, 1968a, 1968b) interpretation of phylogenetic rela- 
tionships. Other interpretations, differing in some details, 
may be found in the writings of Gregory (1951), Jarvik 
(1968), Colbert (1955), Le Gros Clark (1959), QIrvig (1968), 
Carter (1967), and Young (1962). All these contain extensive 
bibliographies of research reports and theoretical papers. 

In discussing the evolutionary history of vertebrates, I 
follow Mayr's (1969) recommendation that the term "an- 
cestral" be used instead of "primitive" and that "derived" 
character be used instead of "advanced" or "specialized." 
Mayr made these suggestions because "primitive" is too 
often confused with "simple," and "advanced" and "special- 
ized" too often are taken to mean "complex." There are 
many examples of evolutionary trends in the direction of 
greater simplification (Simpson, 1967). 

Figure 1 is a phylogenetic tree (Romer, 1968a) showing 
the pattern of evolutionary relationships among fishes. The 
primordial vertebrates (of which we have any record) were 
jawless fishes, the ostracoderms. They were most abund'ant 



in the Devonian period and are probably represented today 
by thc cyclostomes (lampreys and hagfishes), which have in 
common with them a number of ancestral characteristics, 
the chief of which is the absence of jaws. Romer (1966) 
pointed out, however, that the living cyclostomes may not 
be good representatives of ancestral jawless fishes, because 
the latter were filter feeders, whereas the modern cy- 
clostomes have evolved into a predacious, parasitic exis- 
tence. Nevertheless, they possess many characters in com- 
mon with ancestral ostracoderms, not only in terms of 
somatic morphology, but also in the gross anatomy of the 
central nervous system (Ariens Kappers et al., 1960; Romer, 
1966; Carter, 1967). 

Another prominent group of the Devonian period were 
the placoderms, which were sharklike fishes that possessed a 
rudimentary jaw. They are probably represented by the 
modern chondrichthyes (cartilaginous, jawed fishes), such as 

FIGURE 1 A presumed pattern of evolutionary relationships 
of the fishes (Romer, 1968a). 

sharks and rays. Also attaining prominence in this age of 
fishes were the Osteichthyes, or bony fishes, which had 
branched into the actinopterygians (ray-finned fishes) and 
the sarcopterygians (fleshy-finned fishes). The fleshy fins of 
the sarcopterygians appear to have developed into tetrapod 
limbs. 

Thus, in the Devonian period, the progenitors of the four 
major lineages of living vertebrates were present: the 
ostracoderms leading to the modern cyclostomes, the 
placoderms leading to the modern sharks and rays, the 
actinopterygian line leading to the modern bony fishes, and 
the sarcopterygian line leading to the modern tetrapods. Al- 
though each of these four lineages presumably arose from 
some common ancestral line, each has followed its own 
evolutionary course. They have evolved in parallel, and 
therefore their living descendants should not be used to 
represent an evolutionary sequence. Although the cyclos- 
tomes, cartilaginous fishes, and actinopterygians do not rep- 
resent tetrapod ancestors, the study of these forms is never- 
theless important for our understanding of tetrapod evolu- 
tion; characters that are common to these animals and the 
sarcopterygians may be presumed also to have been present 
in their common ancestor. Moreover, within the actinop- 
terygians the possibility exists for studying animals that 
could be taken as representatives of a sequence in fish 
evolution, for there are living descendants of the palaeonis- 
coid fishes, the holostean fishes, and the teleost forms. Even 
within the teleosts, much information exists about probable 
phylogenies, so that several quasi-evolutionary series might 
be used as a means of inferring trends in neural and be- 
havioral evolution among these fishes. 

Among the sarcopterygians are the Dipnoi, represented 
today by the modern lungfishes, and the crossopterygians 
(lobe-finned fishes), represented by the living coelacanths. 
Until recently, the latter were thought to be extinct. The 
coelacanths are extremely important, because, among living 
forms, they are the most closely related to the rhipidistians, 
which are believed to be the ancestors of tetrapods (Szarski, 
1962). Unfortunately, their rarity makes them impractical 
for most types of laboratory investigations of the nervous 
system and behavior. 

Figure 2 shows the radiation of tetrapods from the earliest 
amphibians, the labyrinthodonts. These had an alligator-like 
appearance and presumably formed the basic amphibian 
stock. Although the modern urodeles, or tailed amphibians 
(newts and salamanders), bear some resemblance to laby- 
rinthodonts, they differ in a number of important ways. 
Even further removed from any resemblance to ancestral 
amphibians are the anurans (frogs and toads) and the legless 
Apoda. However, the relationship of the modern amphib- 
ians to either sarcopterygian ancestors or labyrinthodonts 
is unclear (Parsons andWilliams, 1963; Thompson, 1968; 
Hecht, 1969; Bolt, 1969). In view of the uncertain relation- 
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FIGURE 2 A presumed pattern of evolutionary relationships of the land vertebrates (Romer, 1968a). 

ship of modern amphibians to the ancestral amphibians that 
gave rise to reptiles, as well as their structural differences, 
data from modern amphibians, which are used as repre- 
sentatives of the ancestors of reptiles, should be examined 
with great caution. This uncertain status should be carefully 
considered when one evaluates Herrick's (1948) attempt to 
use the nervous system of the tiger salamander to represent 
that of the common ancestor of all tetrapods. Although 
Herrick's monumental studies have cast considerable light 
on the organization of the central nervous system of this 
animal, we should seriously question whether the urodele 
nervous system should be regarded as a tetrapod prototype. 

Somewhat similar to the labyrinthodonts were the coty- 
losaurs, the earliest reptiles. From this group a number of 
important reptilian forms appear to have radiated. The 
oldest surviving of these are the Chelonia (turtles and 
tortoises). The Lepidosauria (lizards and snakes) appear 
much later in the fossil record. Lizards appear in the Jurassic, 
and snakes first appear at about the same time as placental 
mammals. Although now extinct, the thecodonts of the 
Permian and Triassic periods formed the basic stock of the 
Archosauria and gave rise to a wide radiation of reptiles, 
including the dinosaurs and modern Crocodilia (alligators 
and crocodiles). Birds are also believed to have evolved 
from the archosaurian-stem reptiles. Romer (1968a, p. 221), 
in a description of the skeleton of an ancestral bird, stated 
that "the Archaeopteryx skeleton still preserves so many 
features of the ancestral archosaur pattern that, had feathers 
been absent, it might be argued that we were dealing with 

some unusual type of very small dinosaur." Mammals are 
traceable to a quite different line of reptiles, the s~napsids, 
which appear to have diverged from the cotylosaurs fairly 
early. 

The choice of living reptiles as representatives of ancestral 
reptiles is difficult. Turtles are descendants of a very old 
reptilian lineage but have developed a number of specializa- 
tions not found in the cotylosaurs. The tuatara (Sphenodon) 
probably descended from early lepidosaurs and retains 
many characteristics of the ancestral-stem reptiles (Romer, 
1968b). It would, therefore, be an extremely useful animal 
for neural and behavioral investigations, but it is rare and 
protected, so its introduction into the laboratory on a wide 
scale seems unlikely. Alligators and crocodiles, as surviving 
archosaurs, are reasonable representatives of the reptilian 
ancestors of birds. Both the archosaurs and the lepidosaurs 
are, however, so far removed from the synapsid reptiles that 
their usefulness in investigations of mammalian evolution 
is somewhat diminished. 

Mammals probably originated from an advanced group 
of synapsids, the therapsids, which were mammal-like rep- 
tiles. Many of the taxonomic characters that differentiate 
reptiles from mammals do not fossilize, so a clearcut distinc- 
tion between the fossil of a reptile-like mammal and that of 
a mammal-like reptile may be beyond the means of current 
methodology. Our knowledge of the earliest evolutionary 
history of mammals is further marked by the uncertainty as 
to whether all mammals are modifications of a single line of 
mammal-like reptiles or whether the modern mammalian 



orders are descended from several different groups of mam- 
mal-like reptiles (Simpson, 1959; Reed, 1960). As far as 
experiments with living animals are concerned, the question - 
is purely academic, as there are no known living mammal- 
like reptiles. On the other hand, the living monotremes 
(platypus and echidna) may provide some answers because 
they retain some reptilian characteristics (e.g., they lay 
eggs) and could be thought of as reptile-like mammals. The 
evolutionary relationship of the living marsupials to placen- 
tal mammals is not entirely clear, but they seem to be more 
closely related to placentals than to monotremes. A studY of 
marsupials, among which the opossums retain many an- 
cestral characteristics, should provide us with some insights 
into the nervous system and behavior of the earliest mam- 
mals. 

A presumed phylogenetic tree of placental mammals is 
shown in Figure 3. The stem placental mammals are gen- 
erally believed to have been insectivores, of which the sur- 
viving members are the moles, shrews, and hedgehogs. The 
earliest primates, the prosimians, appear to be derived from 
insectivores, as were carnivores and probably rodents. 
Therefore, the often-made comparison of rats, cats, and 
monkeys as representing a phylogenetic series is erroneous 
from a historical point of view; primates, rodents, and 
carnivores each followed independent lines of evolution. 
Most of the orders of living mammals represent the results 
of such parallel evolution rather than sequential evolution. 
Each of these groups has followed its own course to its 

present level of development. The only order of living 
mammals that can reasonably be regarded as representing 
the ancestors of primates are the insectivores. 

I do not go into detail on the evolution of primates, as 
this is discussed by Washburn (this volume), but I wish to 
point out that, although primates have a closer affinity to 
one another than to members of other orders of mammals, 
not all primates are representative of man's ancestors. For 
example, the New World monkeys (squirrel monkeys, 
spider monkeys, and others) are descendants of New 
World prosimians; the Old World monkeys (macaques, 
mangabeys, baboons, and so on), the great apes, and man 
are all descendants of Old World prosimians. These two 
larger groups have had a long period of independent de- 
velopment. There is no more point in regarding New 
World monkeys as representatives of man's ancestors than 
there is in regarding rats as representing the ancestors of 
cats. 

Some illustrations gphylogenetic analysis 

A NEUROANATOMICALEXAMPLE Figure 4, from a widely 
used textbook of neuroanatomy (Truex and Carpenter, 
1964), shows the brains of representatives of a number of 
vertebrate classes. One could easily form the impression 
that these brains represent successive stages in the evolution 
of the human brain, but Figure 5 shows that such is not the 
case. Here, the brains shown in Figure 4 have been placed 
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FIGURE 3 A presumed pattern of evolutionary relationships of the placental mammals (Romer, 1966). 
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FIGURE 4 Representative vertebrate brains (Truex and Carpenter, 1964). 

at the ends of branches of a phylogenetic tree. The codfish 
brain is irrelevant to a consideration of stages in the evolu- 
tion of the human brain, because actinopterygians were not 
ancestral to tetrapods. The frog and alligator brains could 
serve as representatives of earlier stages in the evolution of 
the human brain, subject, of course, to the limitations in- 
herent in the use of these animals as described earlier. The 
goose brain and cat brain are not directly relevant to the 
question of human brain evolution; neither birds nor 
carnivores were ancestral to primates. A frog-alligator- 
goose comparison could, however, reprcsent stages in the 

evolution of bird brains, and a frog-alligator-cat compari- 
son could represent stages in the evolution of carnivore 
brains. 

A BIOCHEMICAL EXAMPLE Figure 6 presents data onevo- 
lutionary trends in the synthesis of L-ascorbic acid in birds 
(Chaudhuri and Chatterjee, 1969). The amount of ascorbic 
acid synthesized (pg/mg of protein) in liver, kidney, or 
both, of a large number of bird species has been plotted on a 
phylogenetic tree of birds. Birds close to the presumed stem 
of the avian phylogenetic tree generally synthesized ascorbic 



T E L E O S T E A N S  

H O L O S T E A N S  



I N C A P A B L E  L I V E R  LIVER & KIDNEY 

f 

Otus bakkamoena, K.53 PASSERIFORMES 
STRIGIFORMES 

Fulica atra, K.lOO 
RALLIFORMES 

CUCULIFORMES 

Anser indicus, K.85 
ANSERIFORMES 

UPPERCRETACEOUS 

LOWER CRETACEOUS 

FIGURE 6 Synthesis of L-ascorbic acid in the liver and kidney microsome 
fractions of different species of birds (Chaudhuri and Chatterjee, 1969). 
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acid in the kidney. Among the Passeriformes, synthesis takes 
place in the liver, in both liver and kidney, or not at all. 
These data suggest phylogenetic trends in the biosynthetic 
activity of birds. 

A BEHAVIORAL EXAMPLE AS an example of how a be- 
havioral phylogenetic analysis might be carried out and to 
illustrate the difficulties in interpretation of such analyses, I 
present some comparative behavioral data that I hope have a bearing on the-evolution of behavioral The 
data that I have chosen to present are from the formulation 
of learning sets, or "learning to learn." Although a number 
of other indicators of plasticity in animals have been sug- 
gested (for reviews of these, see Munn, 1965; Riopelle, 
1967; Warren, 1965; Bitterman, 1965a, 1965b, 1969), the 
methods of animal testing and data presentation have been 
so variable as to render any comparison among them 
extremely dlfftcult. On the other hand, learning set lends 
itself well to a phylogenetic analysis because of the relatively 
high degree of consistency in methods of testing and 
presentation of data. Undoubtedly learning-set perform- 
ance is related to only one type of plasticity, and the 
failure of a particular group of animals to show progressive 
improvement should not be construed to mean that these 
animals are incapable of behavioral modification. 

A typical learning-set experiment employs a series of 
discrimination problems, consisting of pairs of stimuli, 
usually visual. The subject is rewarded for choosing one 
stimulus of the pair but not the other. The position of the 
positive stimulus (i.e., the one associated with the reward) is 
varied from right to left randomly to insure that the subject 
is discriminating the stimuli and not merely the spatial 
location of the reward. A large number of problems are 
used, from several hundred to a thousand. In some experi- 
ments, the discrimination training is continued until the 
discrimination is learned to a criterion, such as 90 per cent 
correct or better. In other experiments, the subjects are 
tested for a fixed number of trials on each problem, ir- 
respective of the per cent correct. The main dependent 
variable in these studies is the average performance of the 
subject on the second trial of a large block of problems, 
e.g., 50 or 100. A high proportion of correct second-trial 
responses in a block of problems indicates that the subject 
has acquired the learning set, or has learned to learn. Thus, 
the first trial of each problem serves as an information trial. 
It provides the subject with a cue about which stimulus is 
correct on that particular problem. 

The subject that has acquired the learning set has not 
merely learned to discriminate stimuli; he has learned a 
strategy or principle of responding that will result in a 
greater frequency of reward. The principle is: correct on 
trial one, stay with that stimulus; incorrect on trial one, 
switch to the other stimulus. In terms of evolutionary 

significance, the ability to develop an abstract principle 
from past learning experiences would seem to have a 
higher survival value than the ability merely to learn about 
the motivational consequences of particular responses to 
particular stimuli. Learning set provides the organism with 
the means for acquiring new skills rapidly in new situations 
with minimal failure. Without a learning set each problem 
must be learned anew. An animal that can apply a principle 
to a new situation would seem to have considerable ad- 
vantage over one that could not. 

In order to carry out a phylogenetic analysis of learning 
set, curves of learning-set performance of as many different 
species as could be found were plotted on a common set of 
coordinates. Only those learning-set studies that reported 
data in the form of per cent correct on trial two were used. 
Additional studies that reported data only in other forms, 
such as trials to criterion, were omitted because they could 
not be directly compared. Likewise, data from immature 
animals were omitted, because learning-set performance 
varies ontogenetically (Harlow et al., 1968; Zimmerman 
and Torrey, 1965). An exception was the human data, 
which are from children; comparable adult data could not 
be found. Smooth curves were drawn through the empiri- 
cal data points. In a number of cases, the data obtained from 
different species were so similar that they could be readily 
fitted to the same curve. The resulting curves are shown in 
Figure 7. In this figure, mean per cent correct on trial two 
is plotted as a function of the number of successive prob- 
lems. Each curve is based on data points that represent the 
mean per cent correct during successive blocks of prob- 
lems, e.g., every 50 or 100 problems. An important con- 
sideration in the interpretation of these curves is that, even 
when a learning-set curve shows little or no increase from 
problem to problem, the animals show progressive im- 
provement within problems, i t . ,  they learn, although they 
do not acquire the learning set. 

Devotees of the phylogenetic scale would be pleased, at 
first, to note in Figure 7 that squirrels and rats show little or 
no improvement after 1000 problems, cats improve at a 
modest rate, monkeys improve fairly rapidly, and the great 
apes and human beings, of course, acquire the learning set 
quite rapidly. A second look might be disconcerting ; squirrel 
monkeys and marmosets do no better than cats, and ferrets 
and minks acquire the learning set at about the same rate as 
some primates. Perhaps most awkward for the phylogenetic 
scale is that the performance of pigeons is comparable with 
that of New World monkeys. As indicated above, however, 
the phylogenetic scale bears only the most superficial re- 
semblance to a phylogenetic tree and leads to an erroneous 
view of the phylogenetic relationships among various 
groups of animals. Figure 8 presents a phylogenetic tree 
showing the presumed evolutionary relationships of the 
various animals listed in Figure 7. An index of the rate of 

34 E V O L U T I O N  OF B R A I N  A N D  B E H A V I O R  



Number of problems 

FIGURE 7 A family of "ideal" curves representing the de- 
velopment of learning set in various animals. The curves 
were obtained by the fitting of smooth curves to empirical 
data points. The data of the human children and chimpan- 
zees were from Hayes et al. (1953); those of the gorillas, 
from Fischer (1962); those of the rhesus monkeys, from 
Harlow (1959) ; those of the mangabeys, from Behar (1962) ; 
those of the squirrel monkeys, from Miles (1957) ; those of 
the marmosets, from Miles and Meyer (1956); those of the 

acquisition of the learning set is indicated next to the com- 
mbn name of each animal at the top of the figure. This 
index is the mean per cent correct on trial two after 100 
problems and is a rough approximation of the rate of 
learning-set formation. The index scale varies from 50 to 
100. A score of 50 represents no improvement; a score of 
100 represents maximum performance. 

The only nonmammals about which we have learning- 
set data are pigeons. Because there appear to be no data on 
other birds or reptiles, not much can be said about the 
evolutionary significance of the performance index of 
pigeons. In regard to mammals, the only stem mammals 
about which we have data are the insectivores, which are 
represented by the tree shrews. These animals did not show 
the slightest indication of acquisition of the learning set, 
even after 800 problems. 

Recently there has been considerable discussion as to 
whether tree shrews are arboreal insectivores or actually 
primitive prosimians (Campbell, 1966). Learning-set data of 
insectivores might add weight to one or the other side of 
the dispute, if any data on prosimians were available for 
comparison. Unfortunately, there seem to be none in the 
literature. Such lack of data is doubly unforturiate because 
the prosimians represent the stem of the primate lineage. 

The data of Figure 8 seem to suggest that animals that are 
closely related tend to acquire the learning set at similar 

cebus monkeys and spider monkeys, from Shell and Rio- 
pelle (1958); those of the squirrels and rats, from Rollin, 
cited in Warren (1965) ; those of the ferrets, minks, skunks, 
and cats, from Doty et al. (1967); those of the tree shrews, 
from Leonard et al. (1966) ; and those of the pigeons, from 
Ziegler (1961). As the human, gorilla, and chimpanzee in 
the development of learning set. The number next to the 
studies each reported data on only two subjects, the curves 
of each subject are shown separately. 

rates. The New World monkeys (Ceboidea) all acquire the 
set at low rates; the Old World monkeys (Cercopithe- 
coidea) all acquire the set at intermediate rates; and the 
great apes and human beings (Hominoidea) acquire the set 
at the highest rates. Among the rodents, squirrels and rats 
acquire the set at about the same extremely low rates, which 
may not be effectively different from chance performance. 
The carnivores studied acquired the learning set at about 
the same rate as the New World monkeys. Particularly 
striking is the similarity in acquisition rates of the minks and 
ferrets as compared with the acquisition rate of the skunks. 
All three species belong to the family Mustelidae, but minks 
and ferrets are classed in the same genus, Mustela, whereas 
the common North American striped skunks belong to the 
genus Mephitis. 

The data presented in Figure 8 can be regarded as only 
suggestive of evolutionary trends within the various orders 
of mammals indicated in the Figure. The data are far too 
sparse in numbers of species represented and numbers of 
animals within each species for any serious conclusions to be 
drawn about the phylogenetic development of learning-set 
ability. Furthermore, data are totally lacking for such 
critical taxonomic groups as the reptiles, monotremes, 
marsupials, and prosimians. Let us assume for the moment, 
however, that adequate representation had been given to all 
groups. Even so, a number of variables must be considered 
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FIGURE 8 A phylogenetic tree to show evolutionary trends acquisition. The range of possible scores is 50 (no improve- 
in the development of learning set. The number next to the ment) to 100 (maximum performance). 
name of each animal represents its rate of learning-set 

before one may conclude that the observed behavioral dif- 
ferences represent a phylogenetic effect. First among these 
is the problem of motivation and reward. We have no data 
to indicate whether a rat deprived of food for 24 hours is as 
hungry as a ferret deprived of food for the same period, or 
how much grain will be as rewarding to a pigeon as a 
raisin is to a monkey. Techniques are available (Hodos, 
1961; Hodos and Kalman, 1963; Hodos and Trumbule, 
1967) for scaling deprivation states and reward strengths, 
but, to my knowledge, these have not yet been applied to 
the matching of motivational conditions across species. A 
second problem is whether the animals studied were labora- 
tory reared or reared in the wild. Several investigators have 
discussed the drastic effects that laboratory rearing can have 
on behavior (Lockard, 1968; Harlow and Harlow, 1965). In 
general, wild-reared animals seem to be preferable to 
laboratory- or zoo-reared animals. A related problem is the 
extent to which the testing situation is suited to the par- 

ticular sensory and motor abilities of the animal under con- 
sideration. For example, all the stimuli in the experiments 
described above were visual. The relatively poor vision of 
the rats, compared with that of the other animals, may have 
contributed to their very low rate of learning-set acquisi- 
tion. Their performance might have been far superior on a 
test of olfactory learning set. Indeed, many of the other 
animals with welldeveloped olfactory systems might have 
more rapidly acquired the learning set if the stimuli had 
combined visual and olfactory stimuli. Another point worth 
consideration is that the testing situation was designed by 
human beings and, as such, might have biased the results in 
favor of themselves and their closest primate relatives. In 
order to obtain the best possible performance from an 
animal, the testing situation should be designed to reflect 
its normal interaction with its natural environment. 

Can these difficulties be circumvented? I believe that they 
can if we are willing to assume that each of the possibly 



confounding variables described above would always result 
in an underestimate of an animal's maximum capability, 
never in an overestimate. In other words, any one of a 
number of factors can cause an animal to perform at less 
than its best, but nothing can cause it to exceed its natural 
limitations. In practice, this would mean that the particular 
experimental technique that resulted in the highest per- 
formance level for an animal must be taken as giving the 
best estimate. All other techniques must be regarded as 
yielding underestimates. Just as the paleontologist would 
modify his phylogenetic trees to take new data into account, 
so the student of behavioral evolution would modify his 
conclusions about maximum levels of attainment as new 
data were acquired. 

Problems ofphylogenetic analysis 

One of the difkulties inherent in arranging data according 
to a paleontologist's or taxonomist's ph~logenetic tree is the 
probabilistic nature of the tree. All phylogenetic trees are 
nothing more than working hypotheses about relationships 
among different organisms, living and extinct, based on 
their similarities and differences. Moreover, the full details 
about the evolution of vertebrates are not known. There- 
fore, unless we ourselves are prepared to do original research 
in paleontology and taxonomy, we must enlist the aid of 
experts in these fields. In many instances, the experts do not 
agree, and we have no recourse but to await new data that 
will support one hypothesis over the other. 

Another problem in phylogenetic analysis is to avoid the 
tendency to regard a single living species as if it were an- 
cestral to another living species. The nervous system and the 
behavior of ancestral animals cannot be inferred from the 
study of a single living species. Only by looking for com- 
mon characteristics among related groups (including direct 
descendants of older lineages) can we hope to formulate an 
impression of what an ancestral form was like. Even then, 
we shall have a picture of only a hypothetical archetype, 
which may not bear a close resemblance to an actual com- 
mon ancestor (Simpson, 1961; Mayr et al., 1953; Mayr, 
1968). All too commonly, comparisons are made of the 
brains of "the reptile" and "the mammal" or the behavior 
of "the cat" and "the monkey," as if the particular reptile 
selected actually embodied the essence of reptilism or the 
particular monkey selected typified all monkeys, irrespec- 
tive of their great degree of diversity. 

Finally, not all comparative studies need be directed at 
the reconstruction of specific evolutionary sequences. An 
equally important purpose of comparative investigations is 
the analysis of adaptation and specializations. Indeed, most 
comparative studies fall into this category. The study of 
the relationship of structure to function and its implications 
for the survival of organisms in various taxonomic groups 

is as necessary for an understanding of the evolutionary 
process as is the determination of phylogenies (Davis, 1954). 
Moreover, the student of the general mechanisms of adapta- 
tion and survival is not limited to the study of groups of 
animals that are descendants of a common lineage, as is the 
student of specific evolutionary sequences. In adaptation 
studies, the comparison of the visual systems of a honeybee, 
an octopus, a pigeon, and a monkey can provide the basis 
for meaningful generalizations, provided that there is no 
suggestion that these animals form a historical sequence. 

In conclusion, neural and behavioral studies of living 
animals, if they are to be meaningful in terms of presntday 
interpretations of the evolutionary history of vertebrates, 
must be carried out with certain limitations in mind. First, 
the facts of vertebrate evolution are not fully known. 
Many of the facts that- are known have varying degrees of 
uncertainty attached to them. Second, living animals in an 
evolutionary study should be descendants of a common 
lineage. Third, neural or behavioral characteristics found in 
a single living species cannot automatically be assumed to 
have been present also in the ancestral species that the living 
animal is intended to represent. Fourth, a single species 
should not be used to represent a larger taxon, just as a 
single individual should not be used to represent an entire 
species. 

I believe that only by accepting the limitations imposed 
on us by paleontology and taxonomy, and operating within 
them, can we achieve the goal of a meaningful reconstruc- 
tion of the historical sequences in the evolution of brain and 
behavior that have brought living animals to their present 
state and that may affect the course of their future develop- 
ment. 
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4 Evolution of Primate Behavior 

S. L. W A S H B U R N  and R. S. H A R D I N G  

The study of evolution provides an intellectual background, 
a setting, for the understanding of the contemporary forms of 
life. Knowledge of evolution should help in the selection of 
animals for experimental purposes, in the formulation of 
comparative problems, and in interpretation. No one thinks 
that evolutionary investigations should dominate biology as 
they did in the nineteenth century, but we believe that they 
should be a useful part of biological science. 

Theory 

The present theory of evolution has been clearly stated by 
numerous authorities, especially Huxley (1964), Simpson 
(1949), Roe and Simpson (1958), Dobzhansky (1962), and 
Mayr (1963). The synthetic theory, which was formulated 
in the 1930s and accepted in the 1940s, has been greatly 
strengthened by the discovery of the nature of the genetic 
code and the new techniques which the discovery of DNA 
has made possible. The synthetic theory may be briefly 
stated as follows: Evolution is the result of changes in the 
gene frequencies in populations. Behaviors leading to 
reproductive success are favored by natural selection, and 
the genetic bases for these successful behaviors are incor- 
porated into the gene pool of the population. There is a 
feedback relation between behavior and its biological base, 
so that behavior is both a cause of changing gene frequencies 

s. L. WA s H B u R N and R. S. H A R D  I N G Department of Anthro- 
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and a consequence of changing biology. Evolution is adap- 
tation over time, and there are no trends except those that 
result from continuing selection. 

The most important conclusions that can be drawn from 
evolutionary studies stem from this basic theory, rather than 
from descriptive studies. For example, many persons have 
believed that large parts of the human brain (such as the 
frontal lobes or corpus callosum) had little functional im- 
portance, and surgical destruction of these and other parts 
of the brain has been defended on this basis. But, whatever 
particular theory of human origin one may believe, the 
brain has become larger over time, and, if selection has been 
for more and more frontal lobes, these parts must have 
important adaptive functions. Evolutionary gain or loss 
clearly indicates functional importance, even if the precise 
nature of the function is still debated by scientists. For ex- 
ample, the threefold to fourfold increase in the size of the 
human cerebellum in the last million years requires ex- 
planation in terms of new human adaptations. 

Evolutionary theory demands a radical departure from 
the assumptions and methods of traditional comparative 
studies. Not only do a frog, a rat, and a man not constitute 
an evolutionary sequence, but the division of creatures into 
systems makes it almost impossible to understand adapta- 
tion. Obviously, as a temporary research strategy, it is use- 
ful to look at the skeleton, for example, but interpreting 
evolutionary changes in the skeleton necessarily involves 
other systems. Such an involvement is an inevitable con- 
sequence of the fact that evolution is the result of selectioo 
for the biological base of successful behaviors of popula- 
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tions. Because the nervous system is a coordinating system, 
to view its evolution in isolation from the adapting animal 
of which it is a part is particularly misleading. 

The theory of evolution requires that we consider both 
the fossils and the living forms, and that this information be 
considered in the light of genetics and experimental biolo- 
gy. Each kind of information is essential and supplements 
the other, and both are briefly considered before the prob- 
lems of the primates and human evolution are discussed in 
more detail. 

Thefossils 

Science has revealed an incredible variety of life and an 
evolutionary process that has gone on for some three billion 
years. From the rocks comes evidence of multitudes of 
creatures which no longer exist and which have left no close 
living relatives. The variety of forms that are alive today 
are only a few end products of a few of the ancient lineages. 
For example, the 150 million years of dinosaur evolution 
could not be deduced on the basis of the study of con- 
temporary reptiles, nor could the diversity and complexity 
of their adaptive radiations be appreciated. Comparative 
anatomy of the surviving few is a completely inadequate 
approach to understanding the diversity of Me, and it is no 
accident that many of the scientists who have contributed 
most to the understanding of evolution have considered the 
fossil record, anatomy, and behavior (Romer, 1966; Simp- 
son, 1953; Young, 1950; Roe and Simpson, 1958). 

It is not only the faunas that are remote in time that are no 
longer represented, but without fossils there would be no 
evidence of the glyptodonts, giant sloths, camels, or saber- 
toothed cats of North America of only a few thousand 
years ago, and there would be no traces at all of the extinct 
faunas of South America (Simpson, 1965). It is clear that, 
even if a few forms survive with little change (such as the 
opossum), the succession of faunas can be appreciated only 
through a study of the fossils. There is no way to recon- 
struct the past without using evidence from paleontology. 

Living forms 

The contemporary forms of life are the representatives of 
those few lineages that were successful, and all have been 
evolving. The point is simply that the study of both con- 
temporary forms and the fossiis gives a better understanding 
than studying either one alone (Jay, 1968). For example, 
fossil skulls show that the earliest primates had long faces, 
wide interorbital regions, and small brains (Clark, 1962). In 
the contemporary prosimians these same features can be 
seen, and part of the primitive structure is directly related to 
the sense of smell (e.g., turbinate bones, cribriform plate of 
ethmoid, large olfactory bulb). Study of the living forms 

provides detailed information and permits reconstruction of 
the adaptive functions of the parts seen in the fossils. But, in 
addition, the living forms have a rhinarium, tactile hairs on 
the nose and elsewhere, scent glands, and a sense of smell 
that is far more important than it is in monkeys. These 
features were characteristic of primitive mammals in gen- 
eral, so it is reasonable to reconstruct far more anatomy and 
behavior than could possibly be determined from the fossil 
bone alone. 

But the contemporary prosimians are highly diversified 
and have evolved away from the form seen in the fossils. 
There is a great diversity of locomotor patterns, from the 
slow-moving lorises to the rapid-jumping galagos and 
tarsiers. There is no suggestion of anything like an aye-aye 
or an indri in the ancestry of monkeys. Some have evolved 
far from proportions of the Eocene forms, but some have 
changed remarkably little. Examination of both the living 
animals and the fossils shows which have changed least, the 
nature of some of the changes, and gives a far fuller under- 
standing of both. 

No living form is assumed to be primitive or to represent 
an unmodified ancestral stage. No feature of a contempor- 
ary creature is assumed to be the same as that in ancestors of 
many millions of years ago. Studying both the living 
creatures and the fossils of their ancestors shows that the 
basic adaptation of the primates is in the hands and feet, that 
the sensory adaptation was that of primitive mammals, 
and that the adaptation of the special senses and brain to 
arboreal, diurnal life came millions of years after the ap- 
pearance of other primate features. These general con- 
clusions provide a setting for the understanding of the 
primate special senses, brain, and biology that is compatible 
with all that is known of evolution and in no way depends 
on the great chain of being or an assumption that any 
particular primate is an unmodified ancestor. 

Trends 

When the adaptive radiations of any group of animals are 
investigated, trends can usually be discerned. As time 
passed, animals became larger, brains became larger, and 
teeth evolved. Such sequences were once attributed to 
orthogenesis, an inbuilt evolutionary momentum. Now it 
is believed that they are the result of selection, which, in the 
main, has been in one direction. Where data are abundant, 
the trends seem much less regular and much more com- 
plicated than was once thought, and, because the trend is the 
result of selection, there may be reversals. The existence of 
long-term adaptive trends brings some order into evolu- 
tionary comparisons and makes it easier to compare con- 
temporary forms. 

For example, the brains of the contemporary prosimians 
are much larger than those of their early Eocene ancestors. 



Comparisons with insectivores and rodents show that there 
has been substantial adaptation to arboreal life, and much of 
this may have taken place after the separation of the lines 
leading to contemporary prosimians and monkeys. For this 
reason, differences in the intelligence of Lemur catta and a 
macaque, for example, may be less than between Notkarctus 
and a macaque. Knowledge of the trends makes it possible 
to compensate for the biases which are introduced when the 
living forms are compared without reference to ancestral 
ones. 

New World and Old World monkeys are probably 
descended independently from some group of prosimians 
(Omomyidae?). The apparent similarities are the result of 
parallel evolution, which should help in the interpretation 
of adaptive trends. Whether in the New World or the Old 
World, brains associated with stereoscopic color vision and 
reduction in the sense of smell (and related systems) have 
evolved to a greater degree than have prosimian brains. The 
New World monkey is important in research on the cen- 
tral nervous system mainly because its nervous system af- 
fords us the opportunity to discover the selection pressures 
that resulted in this parallel evolution. No Old World 
monkeys have prehensile tails, but in New World monkeys 
there is every variation from long, primitive, balancing 
tails to prehensile grasping tails, complete with hairless skin 
that is comparable with that of a hand and is associated with 
a large area of cortex. 

This series offers a model of the evolution of the inter- 
relations of ability and brain. The issue is not ancestry, but 
the understanding that comes from the differential adapta- 
tion in a series of related forms. 

In summary, the existence of evolutionary trends, adap- 
tive radiations, and diversified behaviors offers the op- 
portunity to interpret the process of evolution, to plan 
experiments, and to understand biological differences or 
similarities. 

Time 

Most of the research in comparative anatomy was done 
prior to the development of time scales based on the use of 
radioactive elements. Viewing contemporary forms as rela- 
tively unchanged is much more credible if the times in- 
volved are short, as they were thought to be when the 
methods of comparative anatomy were talung shape. For 
example, the age of the world was supposed to be some- 
thing on the order of 30 to 40 million years in 1900 (Sollas, 
1905). This is approximately half of the time in which the 
mammals have been dominant, a quarter of the age of the 
reptiles, and less than one per cent of present estimates of 
the age of the earth. When Lord Kelvin concluded that 
organic evolution was impossible because there was not 
enough time, he was entirely correct-it was only the 

estimate of time which he used that was wrong. 
When Keith wrote that the ancestors of man and apes 

must have separated in the Oligocene, he thought that the 
time of the separation was approximately a million years 
ago. Middle Oligocene is now regarded as some 30 million 
years ago. Consider the difference of a separation between 
man and monkey a million years ago with subsequent evo- 
lution dominated by orthogenesis, and a separation 30 
million years ago with evolution the result of selection. Old 
World monkeys have been evolving, adapting, and radi- 
ating for at least 30 million years after their lineage separated 
from that leading to man. And on the human side our an- 
cestors were evolving, adapting, radiating for 30 million 
years; therefore when men and macaques are compared, 
it must be remembered that there are at least 60 million 
years of evolutionary events that separate the two. 

It is useful, therefore, to look at the adaptations that have 
evolved in each group in light of this long biological separa- 
tion. On the monkey side, locomotor patterns have re- 
mained much the same. On  the ape-human side, quad- 
rupeds evolved into brachiators, brachiators into knuckle- 
walkers, and knuckle-walkers into bipeds. On the monkey 
side, animals remained primarily vegetarian, mostly ar- 
boreal, and did not use objects. On the ape-human side, 
animals began to hunt, lived on the ground, and used ob- 
jects. There is every indication that the contemporary 
apes have evolved farther from early Miocene ancestors 
than the monkeys have from theirs, and man has advanced 
structurally and behaviorally beyond the apes. 

Adaptation and comparative behavior 

The problems which arise in comparing behaviors that 
result from adaptation over long periods of time may be 
illustrated by considering three of the most commonly 
compared animals: pigeons, rats, and men. Birds have had 
a distinct evolutionary history for at least 150 million years, 
which means that at least 300 million years of evolutionary 
events separate pigeon and rat. There are some parallel 
adaptations, such as a high metabolic rate, but, for the most 
part, adaptations to flight have been quite different from 
mammalian adaptations. The resulting behaviors, on the 
other hand, may seem similar at first glance. Two experi- 
ments typify the h d  of behavioral adaptation in birds that 
appears understandable in terms of mammalian behavior, 
but is not. First, the courtship display of the male turkey 
before the female turkey seems quite comprehensible to the 
human observer. Yet Schein and Hale (1965) have shown 
that the male turkey will go through a complete display 
when confronted with nothing more than the stuffed head 
of a female; in other words, most of what the male turkey 
sees does not influence his behavior at all. Or, to take an- 
other example, a hen turkey shows what appears to be nor- 



ma1 maternal behavior toward her chicks, and protects them 
vigorously. Yet a deafened turkey will kill her own chicks 
(Schleidt, 1960). Conversely, a turkey hen with normal 
hearing will attack a or any other small predator, 
but will not attack a stuffed polecat that has been made to 
chirp like a turkey chick. In other words, the chirp of the 
turkey chick functions to keep the hen from attacking, and 
she will attack any small, moving object that cannot be 
heard to chirp. Clearly, then, avian behavior achieves the 
same ends as does comparable mammalian behavior, but it 
rests on a fundamentally different biological basis. The adap- 
tation to flight has dominated the evolution of the brain of 
the bird, just as it has that of the skeleton and many other 
parts of the body. Complex behavior is highly adaptive, but 
flight puts very severe restrictions on the size of the brain. 
The avian solution is complex stereotyped behavior (de- 
pendence on vision and hearing) which is controlled by a 
highly simplified relation to the environment and a mini- 
mum of learning. 

Now consider the social rat. When a strange rat ap- 
proaches the nest, it is attacked (Barnett, 1963). The rats 
appear to recognize the members of their own group, but, 
if the stranger is rubbed with litter from the floor of the 
nest box, it is not attacked. And if a member of the group 
is removed and cleaned, it is then attacked. Recognition is 
by the sense of smell, and the rat makes a distinction that 
neither the pigeon nor man can make. 

Obviously, pigeons and rats have different abilities which 
enable them to adapt to different ways of life. From the 
point of view of evolution, to ask which is more intelligent 
is meaningless. Pigeons cannot live like rats, nor can rats 
live like pigeons. Both represent successful ways of life, 
and the differences cannot be measured by any simple 
psychological test. Because man is visual and equates intel- 
ligence and learning, man presents pigeons and rats with 
learning sets based on visual clues, but rat intelligence is 
based on the sense of smell, touch, and proximity, rather 
than on vision and distance. It would be easy to devise 
tests in which the senses of rats were favored; the intelli- 
gence of pigeons and men would then be rated as low. 

In summary, tests may be given to pigeons, rats, and men, 
and their performance on these tests may be compared. 
Performance will depend at least as much on the tests as on 
"intelligence." One may also be interested in the evolu- 
tionary process that has produced the very different adapta- 
tions of these highly diverse forms. 

The rate of maturation in pigeons and man gives a useful 
measure of the fundamentally different adaptive nature of 
their nervous systems. Birds mature in less than one per cent 
of their lifetime span. Imprinting may take place in a few 
hours. Only a little practice is necessary for the maturation 
of skills. In man, on the other hand, critical periods (as 

in language acquisition) have ranges of many months or 
years. Adult skills (such as chipping a stone tool, throwing 
a spear) can take years to acquire. It has been adaptive for 
man to store a very large amount of information and to be 
able -to learn a wide variety of behaviors. For a human to 
mature normally, there must be years of social interaction 
and learning. 

Obviously, scientists may be interested in what a pigeon 
and a man have in common, and some generalizations about 
learning may apply to the most diverse vertebrates; how- 
ever, the study of evolution attempts to give some his- 
torical understanding of how birds and man have adapted 
differently. 

From an evolutionary point of view, the study of rats is 
very different from that of birds. The sense of smell and 
touch, and nocturnal activity, are as important to rats as 
they are to prosimians. Many of these features are basically 
mammalian, and many of the early primates had enlarged 
incisor teeth similar to those of the contemporary rodents. 
Study of the fossils, contemporary prosimians, and rodents 
helps in the understanding of an actual stage in human evo- 
lution. 

Human evolution 

Human evolution is the result of the success of a series of 
ways of life. Each of these was based on abilities which have 
changed over time. 

The general stages may be discerned in both the fossils and 
the most closely related living forms. The primates became 
separated from the insectivores as a result of their adaptation 
to climbing with grasping hands and feet. The replacement 
of claws by nails is anatomically exceedingly complicated, 
and this major locomotor adaptation appears to have taken 
place only in one group of mammals. The unity of the early 
primates is shown in features of the skull (Van Valen, 1965) 
and teeth (Szalay, 1968). Increase in the size of the brain 
followed (Hofer, 1962) ; the olfactory bulb remained large 
and the cerebrum and cerebellum small. Fossil forms were 
numerous and highly diversified (Russell et al., 1967), and 
the same is true of the surviving prosimians. The monkeys 
of both the New World and the Old World are probably 
descended from one family of prosimians, and the surviving 
prosimians have been evolving in separate lineages for some 
50 million years. The existence of a wide variety of living 
prosimians and of fossils from many families allows con- 
siderable reconstruction of the way of life of our ancestors 
for some 30 million years, after the primates had separated 
from other mammals and before the evolution of the 
monkeys. 

During the Oligocene period, some 40 to 30 million years 
ago, monkeys evolved. Again, with our understanding 



based on the living forms and the exceedingly fragmentary 
fossils, the principal changes were the evolution of stereo- 
scopic color vision, together with a great increase in the size 
of the brain and a loss of the structures associated with the 
sense of smell. The major changes are clearly reflected in 
the anatomy of the skull, but the fossil record is so incom- 
plete that there is no way of deciding how far the evolution 
may have progressed in the latter part of the Eocene. There 
are only fragmentary skulls from the critical period (Simons, 
1959, 1967). 

As shown by the limb bones, our ancestors were quad- 
rupedal, arboreal forms for some 20 million years before 
the ape pattern of locomotion evolved. During this period, 
the general pattern of adaptation appears to have been very 
similar to that of the contemporary Old World monkeys. 
In spite of the variety of kinds of monkeys, many structures 
and behaviors are shared. All are quadrupedal, with many 
common features of hands, feet, limbs, and trunk. All sleep 
in a sitting position, which is reflected in the callosities and 
in the ischia. All are highly social, mature slowly, and bear 
single offspring. These monkeys have been highly success- 
ful, with the density of a single species rising to more than 
200 per square mile in favorable localities. 

Interest in human evolution leads to an emphasis on the 
behavior and structure of apes, but the fossil record shows 
that the monkeys have displaced all the small African apes. 
Small apes were numerous in the Miocene, but now only 
the large ones can compete in the African forests, and they 
are rare and most unsuccessful compared with the monkeys 
of the Cercopithecus, Cercocebus, and Papio groups. In Asia, 
where competition was with monkeys of the Colobinae 
only, small apes (gibbons) survive. 

In short, study of the contemporary Old World monkeys 
does give many clues to the way our ancestors lived for 
millions of   ears--arboreal, visual, social, with learning 
important. Comparisons with parallel adaptations in New 
World forms allows controls on many of the interpreta- 
tions. 

Apes (Pongidae) 

Long after Old World monkeys (Cercopithecidae) and 
apes (Pongidae) could be distinguished on the basis of the 
dentition, a new way of climbing-feeding evolved in the 
apes. As shown in the contemporary apes, this pattern in- 
volves the independent use of individual arms and legs in 
climbing, hanging, and feeding. This new arboreal pattern 
is correlated with the structure of the trunk, the upper 
limbs, and the arrangement of the thoracic and abdominal 
viscera. It is clearly reflected in the bones forming the 
fingers, wrist (Lewis, 1969), elbow joint, and shoulder 
(Washburn, 1968a). Man shares this structural-functional 

pattern with the contemporary apes, but in the fossils of 
some 20 million years ago only the shoulder shows the 
beginning of this locomotor specialization. Men and apes 
must have shared a common ancestry long after the kind 
of adaptation seen in the limb bones of Proconsul (Napier 
and Davis, 1959) or Plio~ithecus (Zapfe, 1958). Unfortunate- 
ly, there are no ape skeletons of Pliocene age. 

The gibbons are the most extreme in their adaptations to 
hanging in the trees, and many lines of evidence suggest 
that their lineage diverged before that of the great apes and 
man, but after the locomotor adaptation described above. 
For example, gibbons sleep sitting and have the monkey 
kind of ischial callosities, whereas the great apes build nests, 
sleep in positions very similar to those of man, and have, at 
most, traces of callosities. 

The great apes manipulate objects and use them in ag- 
gressive displays. Van Lawick-Goodall (1967, 1968) de- 
scribed chimpanzees throwing branches, grass, and stones 
in displays, and playing extensively with objects. Leaves are 
used for cleaning the body, and grass or sticks for obtaining 
termites. Lancaster (1968a) has put these activities into per- 
spective by pointing out that, although they do not seem 
to be much from a human point of view, chimpanzees put 
objects to more different kinds of uses than all other mam- 
mals combined. Termiting involves a long period of learn- 
ing for the young chimpanzee, and this activity, which re- 
quires much skill and concentration, may last for hours. 

Chimpanzees hunt to a limited degree, and as many as 
four males may cooperate in extended hunting. Reynolds 
(1966) pointed to numerous features in which chimpanzee 
social behavior may afford the most useful model for the 
possible behavior patterns of our ancestors. But it must be 
stressed that chimpanzees have also evolved since their 
separation from the human lineage. No claim is made that 
chimpanzees are unmodified ancestors, but it is asserted 
that the rich data on chimpanzee behavior give a very dif- 
ferent picture from what would be the case if the behavior 
of contemporary monkeys were used as the only standard. 
Further, any speculations may be checked against gorilla 
behavior, as described by Schaller (1963), and the whole 
understanding of ape behavior will soon be enriched by 
studies now in progress (Horr on orang; Fossey on gorilla). 
It should be emphasized that man is most similar to African 
ground-living, knuckle-walking apes, not to the forms that 
remained arboreal (Washburn, 1968b). 

The brain of the apes has been traditionally described as 
advanced in a human direction over that of monkeys, and 
the behavioral data certainly support this interpretation. 
Certainly, slower maturation, object play, object use, coop- 
erative hunting, some food sharingall  suggest a brain- 
behavior complex that is much more human than that of 
the monkeys. 
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Men (Hominidae) to uniquely human selection pressures. If the brain evolved 
in a feedback relation with hand skills, social skills, and, 

Isolated teeth show that the human lineage had separated 
from that leading to the apes by 3.7 million years ago, and 
the actual separation must have been more than four million 
years ago (F. C. Howell, personal communication). Many 
fossils dated on the order of two million years ago show 
that, by that time, our ancestors (Au~tralo~ithecus) were 
bipedal. Apparently these creatures used stones and shaped 
some by knocking off a few chips. They lived in the savanna 
and hunted at least small game, and also possibly large 
animals. The teeth of these fossils were remarkably human. 
The foot was fully human, and the ilium was similar to that 
of man in most respects and very different from the com- 
parable bone of any other primate. 

The brains of these creatures were no larger than those of 
the contemporary great apes, representative capacities being 
from 400 to 550 cc. One hand has been well preserved, and 
the phalanges are halfway between that of a knuckle- 
walker and that of man. Judged from a terminal phalanx, 
the thumb was small compared with that of modern man, 
but large compared with an ape thumb (Napier, 1962). 
The molars erupted on the same delayed pattern as in man 
and very much more slowly than in the apes (Mann, 1968). 

It is probable that this small-brained, bipedal stage in 
human evolution lasted for at least two million years and, 
possibly, twice as long. By some 600,000 years ago Homo 
erectus had replaced Au~tralo~ithecus, and the brain had 
doubled in size. The large-brained men are associated with 
stone tools, which take great manual skill to make. Even 
when suitable material is supplied and careful instructions 
and demonstrations are given, it takes months to learn to 
copy some of the better tools of half a million years ago. 
These people used fire, killed large animals, and were human 
in the usual sense of this term. But, even so, there was very 
little change in the form of the stone tools. The same as- 
semblages have been found over large geographic areas 
and over many thousands of years. It was not until 40,000 
to 30,000 years ago, when men who were, in skeletal charac- 
ters, virtually indistinguishable from ourselves appeared, 
that history starts to proceed at a rapid rate. 

In the last 30,000 years before agriculture, the kinds of 
stone tools changed quickly, were locally highly diversified, 
and many technical advances were made, such as bows, 
boats, harpoons, ground stone, and so forth (Laughlin, 
1968). The rate of change and degree of local cultural adap- 
tation stand in marked contrast to earlier conditions in 
which the same kind of stone tool was made for hundreds of 
thousands of years. 

If this view of human evolution is at all correct, then 
most of the distinctive evolution of the human brain was 
long afier the separation of man and ape and was in response 

finally, language, the explanation of what is unique about 
the human brain lies in the evolutionary events of the last 
million years. In this sense, most of the human brain is a 
product of the success of the human way of Me, and it can- 
not be understood by the study of brains that have not 
undergone that particular evolutionary history. 

The point may be illustrated by a consideration of the 
hand. Among the contemporary primates, the human 
thumb is unique in its size, strength, and degree of opposi- 
tion of the fingers. The hand of Au~tralo~ithecus shows that 
its human features evolved long afier the use of stone tools 
began. The human hand is an ape hand rebuilt by selection 
pressures for efficient tool use. Likewise, the large area of 
human brain related to hand skills is the result of the success 
of skillful object using. The brain is important, not only 
in determining the possibility of manual skills, but in mak- 
ing learning possible. Object use is fun for men, and they 
easily learn a wide variety of manual skills (Hamburg, 
1963). Chimpanzees throw stones and may hit the intended 
target, but they do not make piles of stones and then prac- 
tice throwing. Other chimpanzees do not applaud a hit, nor 
does an organized society help the individual to see the 
possibilities and develop his skills to the utmost. (A human 
brain may easily guide a chimpanzee to a level of per- 
formance that lies well beyond the normal behavior of the 
species.) 

What has evolved in man is an ability, and one can see 
how remarkable this human ability is by an appreciation 
of the fact that, with all the families of primates equipped 
with grasping hands and feet, with dozens of genera and 
hundreds of species, there is only one instance of substantial 
object use. The study of evolution may be used either to see 
the common elements in hands and their actions or to see 
the unique elements and their special histories. 

Numerous social skills are also unique to man. There is 
virtually no planned cooperation among the nonhuman 
primates. Estrous behavior is universal. Rage may be only 
slightly controlled. Dominance behavior is common. Shar- 
ing of food is almost nonexistent, except to a slight degree 
among chimpanzees. Put in evolutionary terms, the success 
of the human kind of social system has been so great that 
it has exerted a major influence on the evolution of the cen- 
tral nervous system. Man has evolved a brain that can ma- 
ture normally only in a social setting; the advantage of 
slow maturation may be primarily that it allows the learning 
of social systems, including the knowledge and skills that 
make them possible. It must be remembered that, until 
very recently, there was little specialization in society, aside 
from the primary sexual division of labor. Each individual 
in a social system had to know all the skills, magic, religion, 
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and so on, of the society. Only after the advent of agricul- 
ture, and especially after the scientific revolution, were 
there many -individuals who had not mastered most of 
the slulls of society. Division of labor changes the whole re- 
lation of the way of life to the evolution of the brain. 

At the present time the greatest functional difference be- 
tween man and the nonhuman primates is language. In the 
communication systems of the nonhuman primates, the in- 
formation conveyed is concerned, for the most part, with 
the emotional states of the actors. Such systems are multi- 
modal (Lancaster, 1968b), using gesture, postures, and sound 
to convey general meanings, but there is no way to express 
a name. In social situations, animals may convey their inten- 
tions (to be aggressive, to submit, to groom, to flee, and so 
forth), but no specific information is conveyed about the 
environment. For example, sound may mean "danger" 
(more likely fear on the part of the sender of the message) ; 
in some monkeys different sounds may signal ground pred- 
ator or avian predator (Struhsaker, 1967), but there is no 
way to signal leopard or hyena, although this would seem 
to be of the greatest adaptive value. Language has been so 
important in human adaptation, and sounds are so common 
among nonhuman primates and mammals in general, that 
it is very difficult to understand why such a system of 
naming evolved only once. It is tempting to see this as 
originating in consequence of early tool using, which may 
have forced concentration on objects in a new manner. 
However the naming adaptation may have started, Lenne- 
berg (1967) has suggested that all modern languages may 
have had a common origin on the order of 50,000 to 30,000 
years ago, or about the time anatomically modern man ap- 
peared and the historical record rapidly became complex. 
Obviously, even if this speculation is correct, simpler ante- 
cedent forms of language may have existed. In any case, 
man is now so constituted that he can learn language, any 
language, and may learn several. This ability depends di- 
rectly on an extensive biological base (Masland, 1968; 
Sperry and Gazzaniga, 1967) and indirectly creates a pres- 
sure for vastly more memory and the possibility of complex 
planning. Nowhere is the difference between man and ape 
more apparent. In spite of great efforts, chimpanzees cannot 
be taught to speak because they lack the biological base for 
this learning (Kellogg, 1968). 

The brain has evolved in a feedback relation with the way 
of life, so the present structure of the brain reflects its evolu- 
tionary past. For example, the large area of brain associated 
with hand skills is an indication of the importance of this 
behavior in human evolution. Because the brain increased 
in size by approximately three times in less than a million 
years, the more that can be known about the new parts of 
the brain, the more we can understand the events of the last 
million years. Uncertainties of the fossil record and the gaps 

in our knowledge of the functions of the brain, however, 
make this correlation dficult. Penfield and Rasmussen's 
(1950) description of the function of the cortex corresponds 
with our view of this period in human evolution. What 
evolved were the hand skills and the technology they make 
possible, social skds with increased memory and planning 
and control, and linguistic skills, which are the basis of 
human communication. If Cobb (1958) was correct in his 
view that the newest part of the cerebellum is primarily 
concerned with learned hand skills, this would support the 
inferences we have drawn from Penfield and Rasmussen's 
interpretation of the function of the cortex. The threefold 
to fourfold increase in the size of the cerebellum in the last 
million years must be explained by the evolutionary im- 
portance of substantial new functions. Eccles et al. (1967) 
wrote that the cerebellum is important in learned skills and 
stated that "We have to envisage that the cerebellum plays 
a major role in the performance of all skilled actions. . . ." 
(p. 314). 

As pointed out at the beginning of this chapter, those 
structures that have increased over the millennia as a result 
of selection must have important functions. The more fully 
the functional differences between man and ape can be un- 
derstood, the more we can analyze the events that histori- 
cally separate man and ape. The more complete the fossil 
record becomes, the more accurately the origin of the more 
recent behaviors can be dated, but it may well be that in the 
next decade the increase in understanding of the human 
brain will do more to illuminate the fossil record than the 
other way around. 

In summary, human evolution must be seen as a succes- 
sion of ways of life. The nature of each way of life may best 
be understood by a study of both the fossils and the living 
primates. Fortunately the wide variety of living primates 
provides a rich source of dormation. Unfortunately, the 
fossils, although numerous, are fragmentary, leaving wide 
areas for reasonable disagreement. 

The ways of life are made possible by abilities, and each 
ability is made possible by inputs, internal coordination, and 
skilled performance. Over time, an ability may decrease 
(as has the sense of smell in the evolution of man or that of 
birds), or it may increase because of continued selection 
(as have hand skills in human evolution). Abilities may be 
determined almost entirely by heredity or be greatly in- 
fluenced by learning. In the latter case, the biology deter- 
mines the ease with which the behaviors can be initially 
learned or subsequently modified. 

Evolution (adaptation over time) is a complex process in 
which behavior is in a feedback relation with the biology 
that makes it possible. This process has resulted in an almost 
infinite variety of forms of life, most of which have been 
long extinct. There is no way that the few extant forms can 
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be arranged in any simple order of complexity or  intel- 
ligence. Study of the fossils and of the living forms may 
give us deeper understanding of adaptation, of evolution, 
and of the processes and settings that have produced the 
existing varieties of life, including man. 

NOTE: There have been many different theories o f  human 
origin and primate phylogeny. Recently, numerous studies 
of albumins, tr~nsferrins, hemoglobin, DNA,  and chromo- 
somes prove that men (Hominidae) are particularly close 
to the apes (Pongidae) and much less closely related to  Old 
World monkeys (Cercopithecidae). The  recent evidence . . 
supports the traditional conclusion that, among the apes, 
the order of relationship is: African apes, orangutan, gib- 
bons. The times of separation of the various lineages is still 
under debate, but a relatively recent separation between 
man and ape seems the most probable. The  evidence has 
been reviewed by Wilson and Sarich (1969) and by Good- 
man (1968). 
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DEVELOPMENT 

OF THE 

NERVOUS SYSTEM 

This is a photograph of dissociated sensory ganglia, in 

culture, o f  an eight-day-old chick embryo (VARON, PAGE 

90), which serves to introduce the discussions of the 

"ontogeny of the nervous system after the appearance of i ts  

earliest rudiments at the beginning of embryonic I+" 
(EDDS, PAGE 51). 





5 Prefatory Comments on 

Development of 

the Nervous System 

M .  V. EDDS, J R .  

THE ONTOGENY OF the nervous system after the appearance 
of its earliest rudiments at the beginning of embryonic life 
has been of interest to relatively few investigators. To  be 
sure, the roster of experimental neuroembryologists active 
since Harrison opened the field early in the century includes 
some of the most able developmental biologists. But one 
easily counts off their names without using up his fingers 
and, in retrospect, the field has had a disproportionately 
small influence on the neurosciences generally. 

The reasons for this state of affairs are easily identified. 
Embryologists during the first half of the century were pre- 
occupied with problems of early embryogenesis. Concern 
with the later phases of organogenesis and histogenesis was 
primarily descriptive and, until recently, not in the main 
stream of developmental studies. The emphasis on the mech- 
anisms of initial cellular differentiation has provided some 
critical insight into early developmental processes at several 
levels from tissue rudiment to molecule. But even these in- 
sights, by and large, have not been made explicit for the 
nervous system, of which our understanding has remained 
frustratingly incomplete. Accordingly, the contributions of 
analytical neuroembryologists such as Harrison, Detwiler, 
Weiss, Hamburger, and Sperry *were not just pioneering; 
they still stand out as lonely beacons in a research landscape 
given over to other matters. 

Furthermore, during the years when neuroembryology 
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was emerging, both as a descriptive and as an experimental 
subject, most biological disciplines were being pursued in 
relative isolation from one another. Although embryologi- 
cal studies finally came to share in the postwar growth of 
interdisciplinary hybridization, they were more tardy than 
most. Even now, a deplorable tendency to accept a level of 
chemistry or pharmacology or neurophysiology from de- 
velopmental biologists that is less rigorous than that prac- 
ticed by colleagues working on similar problems in adult 
organisms is too slowly declining. 

These facts, plus the admitted difficulties of analyzing 
neural development, make it understandable that most 
neuroscientists have accepted the nervous system as a fin- 
ished product and have restricted themselves to such ques- 

L ' 
tions as: What is it?" or "How does it work?" 

But now we are witnessing a rapid increase of interest in 
various aspects of neuroembryology. The upsurge of the 
neurosciences in the past decade has made the relevance of 
developmental studies much more obvious. Even those neu- 
roscientists with limited interest in embryological problems 
per se concede, or are at least willing to consider, that a 
developmental approach may shed important and other- 
wise unobtainable light on the logic of form and function of 
the nervous system. And, in their turn, developmental biol- 
ogists are returning to the problems of neurogenesis in the 
recognition that a long period of neglect, coupled with the 
availability of new concepts and new tools of analysis, will 
now inevitably lead to exciting advances. Neuroscientists 
who now inquire, "How did it get that way?" are much 
more likely to get penetrating answers. 

These considerations comprise the background for the 
section on the "Development of the Nervous System" that 
is reported in the following pages. The principal aim in or- 
ganizing the symposium that produced these chapters was 
twofold: 1) to express in a selective but representative man- 
ner the current status of the field, and thereby to delineate 
the predominant themes of genetic neurology; and 2) to in- 
fluence future strategies by exposing neglected areas and by 
calling attention to critical points from which optimal re- 
search leverage could be obtained.* 

No preface could convey the diversity and the richness of 
the information set forth by the participants in this group; 
each author must speak for himself. But it may be helpful to 
start with a brief overview of the key topics and their inter- 
relations. 

The symposium opens with a paper by Paul Weiss, who 
takes a broad view of a field he did much to create; he there- 
by provides a base from which the rest of the symposium 
flows. Students of neurogenesis have long recognized that 
events at the cellular level are critical in the shaping of neu- 
ral centers; hence, the first topic to be developed in depth is 
an analysis by Jay B. Angevine, Jr. of the role and the tem- 
poral gradients of patterned cell proliferations and migra- 
tions. His account is extended by Martin C. Prestige's treat- 
ment of cell differentiation and cell death, especially as these 
events depend quantitatively on interactions between devel- 
oping nerve centers and the periphery. Studies of peripheral 
influences on developing neurons have been enriched by in 
vitro culture of neural tissues; the prospect of further ex- 
ploiting this method, especially through cultures of nerve 
cells that have first been dissociated from one another, is out- 
lined by Silvio Varon. Then additional data bearing particu- 
larly on the programed cellular activities of the primitive 
neural epithelium are presented in a summarizing commen- 
tary by Richard L. Sidman. 

Once the requisite populations of young neurons have 
accumulated and positioned themselves appropriately, the 
next key event in neurogenesis is the establishment of con- 
nections, both among neurons and between the latter and 
peripheral tissues. The paper by Alfted J. Coulombre intro- 
duces the concept of neuronal specificity in the formation of 
these interconnections, particularly in emerging motor sys- 
tems. Marcus Jacobson then elaborates the evidence for neu- 
ronal specificity, stressing examples from the cutaneous and 
visual systems. 

All studies of the developing nervous system should, in 
the end, contribute to an understanding of the origins of be- 
havior. But critical information about this aspect of the sub- 
ject, despite repeated efforts, is still meager. David Bodian 
deals with fine-structural events during the development of 
synaptic connections as these relate to basic patterns of cir- 
cuitry development and to the emergence of progressive 
motor capability. Finally, Viktor Hamburger describes the 
appearance in the embryo of patterns of motility. He assesses 
their relation both to morphological and physiological pa- 
rameters and to the coordinated, purposeful movements 
that emerge later at hatching or birth. 

The report of this section finishes with a commentary, 
both retrospective and prospective, on some of the issues re- 
lated to neuronal specificity. 

*Quite unplanned, but emerging as an important byproduct of infor- it came from the entire group, the participants in the neuroembryol- 
ma1 discussion during the symposium, was a revision of the basic ter- ogy symposium constituted themselves as a "Boulder Committee," 
minology of cells in the developing brain and spinal cord. Four new and prepared a formal account for publication (Boulder Committee, 
names were proposed for the fundamental zones of the differentiating 1970. Embryonic vertebrate central nervous system: Revised termi- 
neural tube, as defined by the form, behavior, and fate of their con- nology. Anat. Rec. 166: 257-262). The new terms are used in the 
stitutent cells: the ventricular, subvenhicular, intermediate, and marginal present symposium articles. 
zones. Realizing that the proposal would receive greater attention if 
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THIS THEMATIC INTRODUCTION to the problems of neuro- 
genesis intends to indicate the place and role of neural de- 
velopment in the broad continuum of an integrated neuro- 
science. Addressing itself, therefore, not just to the neuro- 
embryologist, but to students of neurobiology and be- 
havioral science in general, its focus is on conceptual 
synthesis rather than on factual synopsis. 

To understand the life of a city, one must know more 
about the city than its name. To understand the intricate 
structure and integrated operation of the mature nervous 
system, one must know the countless steps by which it has 
come up to its maturity from a plain plate of cells ear- 
marked for that destination early in the developing germ. 
Descriptively, those steps have been roughly outlined in 
"stages" not unlike the series of anecdotal accounts and illus- 
trations of the historical course of the development of a 
community; static morphology-macroscopic, microscopic, 
and, lately, ultramicroscopic-have predominated. Urban 
historians had to rely largely on overt criteria of political 
events, because a deeper penetration into the underlying 
dynamics of human habitations was handicapped by the 
rudimentary states of scientific psychology, ecology, so- 
ciology, economics, and demography. In the same way, 
neurogenesis-the development of the nervous system- 
has had to go for a long time without a penetrating study 
of the dynamics, i.e., the operation in space and time, of the 
forces and interactions of which the transitory morpho- 
logical stages are but the manifest signs that happen to have 
surfaced into the range of visibility. 

Toward the turn of this century, the needed shift of 
focus from a sheer record of serial changes of morphological 
features to the exploration of the mechanisms underlying 
those transformations became noticeable. Yet the resulting 
trend of analytical research on neurogenetic dynamics has 
been slow; it certainly has failed to gain momentum com- 
mensurate with its significance for an understanding of the 
developed nervous system, even though technical oppor- 
tunities have been ample. 

Not all the needed advances pertain to missing factual 
information. Some lie in the direction of better exploitation 
of valid data already available, the relevance of which is not 
properly taken into account for either the validation or the 
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invalidation of existing hypotheses and theories. Moreover, 
research should be aimed at answering well-posed ques- 
tions; the somewhat fuzzy and loose framework of concepts 
and terms in which we phrase our questions is in need of 
being sharpened and tightened, lest the expected answers 
suffer from equal indefiniteness. 

As an example of one such conceptual bottleneck, it is 
still rare, except for writings in psychology, to find the 
nervous system treated as a true "system" in the full epis- 
temological meaning of the term. The present occasion 
not being appropriate for an elaborate discussion of the 
point, let me just refer cursorily to two recent accounts 
(Weiss, 1969, 1970), in which I have set forth more fully 
the properties that distinguish a "system," especially an 
organic one, from a sheer assembly or complex of matter. 
The distinction lies I) in the fact that the autonomy of the 
constituent parts of a system is rigorously restrained by the 
interdependency and interaction among them; and 2) in 
the peculiar dynamics of that interdependency, which is of 
such a nature as to preserve the cohesiveness, integrity, and 
entity of pattern of the whole dynamic complex, not by 
minutely stereotyped, microprecisely executed, and, hence, 
predictable courses of the individual components, but, on 
the contrary, in spite of the considerable range of un- 
predictable variability of the behavior of the parts in their 
individual courses. Applied to the nervous system, this 
means that two human brains are infinitely more similar in 
their standard, over-all configuration and operation as 
wholes than one could ever anticipate from the details of 
constellation and microcircuitry of the billions of constitu- 
ent neurons, the micropatterns of which are unique in each 
individual case. 

It is self-evident that one would be at a loss for how to 
explain that "systemic" integrative principle of the func- 
tioning mature nervous system unless its whole develop- 
mental course had already been subject to the same princi- 
ple of systemic order. That is to say that, however much we 
might be able to learn about the ontogeny of a given, arti- 
ficially isolated feature of the nervous system, that knowledge 
must remain fragmentary until we can supplement it by 
an understanding of how its own development is so coordi- 
nately linked with all the other emergent features that, 
despite the vagaries of their separate courses, the whole 
system ends up with the inner unity, consistency, and in- 
tegration that is displayed by the finished product. In short, 
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the mere summation of even the most comprehensive ac- 
counts of isolated studies of singled-out components of the 
nervous system can yield no comprehension of the system 
as a whole unless we can establish how the component 
processes mesh. 

That much of this program has remained a task for the 
future may be blamed in part on the widespread illusion 
that the course of development in general is lockstepped, 
microprogramed in precisely branching chains of reactions, 
precisely arranged in space, and precisely timed as to rates 
and sequential order. The faith of those who hold such a 
micromechanical concept is in direct proportion to their 
degree of remoteness from practical experience with devel- 
opmental phenomena. The shorthand terms, to which de- 
velopment must of necessity be reduced for the second- 
hand information of persons who lack firsthand familiarity 
with developmental reality, cannot possibly reflect the im- 
mense variety of epigenetic detail by which the "genetic 
program" of a fertilized egg is executed by incessant inter- 
actions with the cytoplasmic, later cellular, and always 
extraorganismic, environments of the developing unit. 
These are environments, the fortuitous erratic fluctuations 
of which leave their marks on the detailed component steps 
of the whole course, without, within limits, throwing the 
total design of the program off course. Given this basic fact, 
the acceptance of an empirical principle of "macrodetermina- 
cy, not reducible to detailed micr~determinac~" becomes logical- 
ly cogent (see Weiss, 1968, Chapter 2; Weiss, 1969). Evi- 
dently, this principle rules out any interpretation of the 
function of the mature nervous system in terms of a micro- 
precisely predesigned machine; to explain its precision 
would be the charge of the embryologist as the student of 
the process through which it is supposed to have come 
about. His demonstration that neuronal development defi- 
nitely does not proceed clichk-fashion thus renders unten- 
able any theory of central nervous functions that is predicat- 
ed on completely stereotyped connectivity. 

Now, there are two possible objections to the validity of 
this argument. One might submit that evolutionary ex- 
perience has endowed the germ with tolerances, that is, 
allowances for the variety of unforseeable, hence unpre- 
dictable, contingencies each specimen is bound to meet in its 
real and unique course of development. This contention is 
only partially correct. Evolution can operate only within 
and through the basic laws of dynamic nature; it cannot sus- 
pend, infract, or alter them and must submit to their 
rigorously set limitations. Evolution can fashion from the 
infinitely rich repertory of styles, in which the basic and 
unalterable dynamics of nature can find expression, mecha- 
nisms that have proved effective in meeting circumstances 
of constant repetitiveness. It can, for instance, establish pre- 
designed control circuitry, comparable to a thermostatic 
device, such as the carotid-sinus control arc for maintaining 

normal blood pH or the myotatic reflex arc for modulating 
limb movement and posture. Yet evolution can hardly 
have anticipated and provided for the infinite number and 
variety of specific detailed ad hoc adjustments that would be 
necessary to insure relative invariance of the whole de- 
velopmental pattern in the face of the capricious incon- 
stancy in detail of the conditions to which the component 
developmental steps are exposed. 

In short, structured neuronal feedback loops, such as 
those of the carotid and proprioceptive reflexes, molded 
by past evolutionary experience with major contingencies 
of rather consistent recurrence, cannot be put forward as 
rationale for claiming universal evolutionary prescience, 
as it were, of the myriad of minor and fortuitous future 
fluctuations of conditions during each individual and unique 
ontogeny. System dynamics provides for this primary 
general adaptiveness. 

A second possible defense of microdeterminacy of 
neural detail stems from the remarkably stereotyped pat- 
terns of shape, size, number, localization, connectivity, and 
functional specialization that have been found to charac- 
terize the mosaic of neurons in the central ganglia of mol- 
lusks and crustaceans. Although little is known about the 
developmental history of those patterns, it obviously is 
tempting to put forth the constancy of their cellular mosaic 
as a fair model of the nervous system of the higher forms, 
with its incomparably larger and more intricate populations 
of units. Yet one cannot avoid the positive evidence that in 
the higher forms such a presumed invariance of micro- 
detail just does not exist. Might, conceivably, the systemic 
functions of coordination, regulation, and integration, 
which in the higher forms are properties of large pools of 
neurons, be carried out in lower ones by intracellular dy- 
namics within single units, comparable to the coordinated 
performances within the single cell of a ciliate protozoan? 
As we shall deal here exclusively with higher forms, we 
need not dwell on this unresolved problem. 

At any rate, in the vertebrates there is definitely no pre- 
cise microanatomical congruity between different in- 
dividuals, even genetically identical ones ("identical twins" 
from single eggs), in either their developmental stages or 
their mature state. Despite that range of variance in detail, 
the developed organs turn out to be rather standard in 
organization and performance, raising to a prime problem 
of neurogenesis the coordinated and unified interaction 
among the coinponent developmental steps. Without 
further resorting in this summary to the theory of system 
dynamics, I shall treat coordinated developmental team 
work analytically in terms of interactions among identifia- 
ble components. 

Before entering on this task, let me dispel the antiquated 
notion that basic patterns of behavior are molded empirical- 
ly within an undifferentiated matrix by associational trial- 
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and-error methods. Coordinated function develops in the 
embryo autonomously, without the benefit of tests of func- 
tional adequacy and, indeed, in experimental situations, 
in direct contravention of functional utility (Weiss, 1968, 
Chapter 22). In order to appreciate this fact, one need only 
remember that motor patterns develop quite normally in 
embryos deprived from the beginning of their sensory ap- 
paratus. For further reinforcement of this point, see Viktor 
Hamburger's presentation in this volume. 

Our understanding of neurogenesis, therefore, hinges on 
the exploration of the intrinsic processes going on in the de- 
veloping germ in an incessant series of interactions among 
the ordered units of genes, chromosomes, cell organelles 
and matrix, cells, ground substances, formed cell products, 
tissues, organs, the internal milieu, and, in a supporting 
measure, the external environment. Now, to be fit for 
analytical study, this general listing must be spelled out far 
more concretely and specifically. 

Let me give an example. Figure 1 is a schematic diagram 
of the terminal organization of the neuronal fabric in the 
cerebellum. It represents levels or layers (symbolized by the 
lettered diamonds) populated by distinctly different species 

of neurons of specifically different configurations, intercon- 
nected by sheaves or tangles of nerve fibers that are, not in- 
dividually but statistically, rather predictable as to their 
terminations (indicated by arrows) ; the whole fabric is rel- 
evant to the adequate coordinated performance of that par- 
ticular portion of the brain. Considering that the various 
cell and fiber groups interpenetrate and intertwine as pro- 
fusely and haphazardly as plant roots in soil without oblit- 
erating the overall spatial and functional order of the sys- 
tem, one becomes aware of the staggering number of spe- 
cific questions that such a diagram raises in our minds. I 
quote from an earlier review (Weiss, 1955, p. 348): 

How does the neural plate transform into primordia of brain, 
spinal cord, and ganglia? How does it grow? How do its cell 
groups specialize for their respective formative tasks, how early, in 
what places and what sequence? What makes them divide or cease 
to divide? What causes them to migrate and in what directions, 
and what to assemble in defined locations? What sets the numbers 
and quotas of the different neuron types, and adjusts them to the 
functional needs of the individual? How do they achieve selective 
interconnections on which their later functioning will depend? 
And which ones of these are really relevant to the specific patterns, 

FIGURE 1 Model of neuronal fabric of cerebellum. (From Callatay,1969.) 
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rather than just the general execution, of central functions? What 
provides the neuron population with the proper contingent of sup- 
portive, protective, and nutrient cells and structures of other ori- 
gins, in varying combinations according to the local needs? And 
how much interdependence and interaction in !growth and differ- 
entiation is there between different central regions before and after 
they have become segregated? Where does the axon arise from the 
neuroblast? What causes its elongation? What gives it its course? 
What determines the volume and pattern of the dendritic tree? Do 
the trunks and branches of the mature nerves reflect the orientation 
of early outgrowth? Is axonal outgrowth strictly oriented or is it 
haphazard, followed by selective abolition of unsuccessful connec- 
tions? What determines deflections or other changes of course? 
What causes branches to form, and where? Are tissues flooded 
with nerve fibers, or is admission selective? If the latter, how is in- 
vasion held in check? And is penetration tantamount to function- 
ally effective innervation? What causes the association of sheath 
cells and nerve fibers, and what is the mechanism of myelin forma- 
tion? How do fibers group into bundles-by active aggregation or 
by the enveloping action of connective tissue? And what deter- 
mines the places and proportions in which the various tissue ele- 
ments combine to form nerves? How does it happen that fibers of 
similar function are often grouped together, and how do they each 
reach their appropriate destinations? Or do they? And if not, how 
could central functions fail to be confused? How does a nerve fiber 
gain in width, and what decides its final caliber? And how does it 
change with body growth? What controls the number of fibers 
available for a given area-size of the source, frequency of branch- 
ing, overproduction followed by terminal screening, or all of 
these? Does exercise and practice have a constructive, or at least 
modifying, effect on central pathways and central size? Are fluctu- 
ating peripheral demands taken into account in the development of 
centers, and, if so, by what means? Can growing centers adjust to 
lesions or deformation, and how-by regeneration, compensatory 
growth, or substitutive functional corrections? And can the devel- 
opment of overt behavior be correlated with, or even explained 
by, the stepwise emergence of neural apparatuses? 

Fundamental as these questions are to an understanding of 
the nervous system and of behavior, hardly any of them has 
thus far been answered adequately, partly for lack of con- 
clusive observations and incisive experiments, but mostly 
because dynamic networks are, in general, refractory to 
analysis in isolated bits, pieces, and steps. By confining an- 
alytical studies to sufficiently small sectors of a network, one 
can identify reasonably self-contained "causal chains," but 
as soon as one abandons that confinement of vision for a 
more comprehensive view, one recognizes the fragmentary 
nature of those conclusions; for then one notes that those 
chains are intimately interlinked into a cohesive system of 
interactions by branches and anastomoses. Nonetheless, in 
tactical regards, the analytical procedure of singling out for 
study the simplest fragments of such relational networks 
first, and only afterward paying attention to their crosslink- 
ages, remains unexcelled. One merely must bear in mind 
that such a procedure requires a deliberate act of abstraction 

from "context," neglect of which bars true understanding 
of any system, and of the nervous system in particular. 

Such, then, is the methodology that I have pursued in my 
own experimentation and tried to highlight in a review of 
neurogenesis in "Analysis of Development" (Willier et al., 
1955), to which the reader must be referred here for further 
detail. Figure 2, reproduced from that book, gives a graphic 
representation of some of the identified routes and way 
stations of "ne~ro~enesis," and of the net of their major 
interdependencies. The boxes denote sources and targets of 
relevant interactions (e.g., limb bud, neural crest, hor- 
mones), or phenomena and processes (e.g., elongation, re- 
cruitment, degeneration). The arrows represent sets of de- 
monstrable pathways or operations by which the boxes are 
connected with one another. One notes that arrows bifurcate 
and that almost every box receives, as well as issues, more 
than one arrow. These features of the diagram express 
better than words the true systems character of the whole 
dynamic complex called "ne~ro~enesis." 

The function of this diagram is twofold. In the first place, 
in juxtaposition with Figure 1, it typifies the true relation- 
ship between the process and the product of development: 
every single diamond and single arrow of Figure 1, the fin- 
ished brain, has passed through the whole coherent dynamic 
history of the network of Figure 2, and, conversely, every 
single box and arrow of Figure 2 is bound to have been in- 
volved in all the features of the total differentiated pattern of 
Figure 1. This simple mental exercise should uproot, once 
and for all, the naively preformistic notion of neurogenesis 
as simply the blind, piece-by-piece conversion of a minutely 
mapped-out cell mosaic into the configuration of the final 
product. 

Although, as some of the other chapters in this volume 
describe, the epithelium of the primitive neural plate and 
tube does contain parcels of cells already blocked out for 
specific developmental tasks, the masses of cells arriving 
from further ~roliferation of those blocks turn into neurons 
that individually are by no means single-tracked. Their fates 
and paths are still indefinite in detail and gain their unique 
definitions only progressively through continuous inter- 
actions with the unpredictably varying constellations of their 
local environments. The latter, in turn, are functions of an 
equally varied past epigenetic history of the whole system. 
In this sense, neurogenesis illustrates faithfully the relation- 
ship between genetic determination and epigenetic execu- 
tion of developmental patterns in general ; indeed, Figures 1 
and 2, set side by side, could stand more broadly as sym- 
bols of the dual epigenetic characterization of all develop- 
ment, according to which every gene affects potentially all 
characters of the developed organism, and every single 
feature of the latter, conversely, is influenced in some degree 
by all the genes. 

The second and major function of the diagram of Figure 



FIGURE 2 Diagram of some major "pathways" in the developmental dynamics of neurogenesis. (From Weiss, 1955.) 

2, however, is: Experience has shown that the questions I 
spelled out above in the form in which a plain observer of 
the structure and function of the mature nervous system 
would logically ask them (in the legal terms of "Who is re- 
sponsible" for a given act?) are scientifically unmanageable. 
They must be broken down into more specific and tangible 
issues to become answerable in analytical terms. The di- 
agram offers some pointers on how to do so. Each arrow sig- 
nifies a set of concrete developmental phenomena that have 
been recognized as causally (not just coincidentally) inter- 
related and have proved to be amenable to analytical explo- 
ration. In other words, the diagram is essentially a table of 
contents of a cohesive program for the disciplined study of a 
cohesive problem system. 

~ o o k i i ~  at it as one would look at the canvas for a huge 
painting in its early stages, and comparing it with the sparse 
crop of data on neurogenesis, one notes that the latter still 
correspond to widely separated daubs of paint, at times not 
even recognized as relevant to the whole design. Yet, not- 
withstanding their scarcity, the great majority can be fitted 
into the great over-all picture, mosaic-fashion, given a de- 
liberate effort. In stressing this point, I wish to make clear 
that progress in developmental neurology hinges not only 

on promoting well-focused new research but, in equal mea- 
sure, on exploiting more thoroughly the meager store of 
valid information that is already in our possession. This must 
be done by critical collation, correlation, and reconciliation 
of uncoordinated and unassimilated, but well-substantiated, 
data. The growing discrepancy, in our day, between the 
clamor for ever more research support, on the one hand, 
and the stringency of funds and wherewithal with which to 
meet the growing demands, on the other, might rekindle 
the search for treasures in the ashes of the past. 

In order to lend some substance to this proposition, I use 
Figure 2 and select from it at random, for closer inspection, 
a few of the examples that for decades have failed to show a 
significant momentum of progress. As the first example, I 
choose the interactions marked in the diagram by numbers 
1 to 7 (indicated in the text by brackets), which are part of 
the complex that is instrumental in the primitive shaping of 
the central nervous system (CNS).  If one compares the signif- 
icance attached in anatomy, physiology, and anthropology 
to the delineation of brain parts, folds, and fissures with our 
virtually complete lack of insight into the underlying form- 
ative dynamics, one might appreciate why I cite, in the fol- 
lowing, an account I gave 15 years ago (Weiss, 1955, pp. 
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371-372) of what little we knew or conjectured then about 
brain morphodynamics. No substantial contribution to the 
reduction of the vacuum has been made since, except per- 
haps the recognition of the role of localized cell death (see 
the report by Prestige in this volume). 

Early Morphogenesis ofgrain and Cord. The gross shapes of the 
early brain and cord, respectively, are anticipated in the propor- 
tions of the neural plate, whose wide anterior part, upon folding 
upward, forms the large vault of a brain ventricle, while the nar- 
rower posterior part encloses the narrow lumen of the central 
canal of the spinal cord. 

The shape of the canal varies with the details of the folding pro- 
cess. Uniform curling of the plate would leave a cylindrical lumen. 
This actually occurs in isolated pieces of plate in homogeneous sur- 
roundings (Holtfreter, 1934). The slit-shape of the normal tube 
has been shown to depend on the presence [I] of notochord (Leh- 
mann, 1935). The effect may be credited to a vertical system of 
fibers, spanning the thickness of the plate along a median strip co- 
extensive with the notochord and apparently attached to it, which 
holds the midline firmly anchored as a hinge about which the 
flanks of the plate fold up (Weiss, 1950). A similar fibrous plane 
seems to define the border between the alar and basal plate cell 
masses [4] ; as the latter grow and bulge [3], it gives rise to the lat- 
eral sulcus. Because of their importance for the later regular distri- 
bution and grouping of cell columns [2,7], such tangible traces of 
early subdivisions would merit more intensive study; at present, 
we have no more than vague hints as to their presumable role. 

After the closure of the groove, the turgor of the fluid in the 
lumen assumes the morphogenetic role of firm support for the 
limp walls, which otherwise would collapse. The source of this 
turgor has been found in the secretion of fluid [5] from the cells of 
the inner lining of the early ventricles (Weiss, 1934; Holtzer, 
1951). Furthermore, the ciliary beat [6] of the lining propels the 
fluid anteriorly, which in the normal embryo would help to main- 
tain the distention of the brain cavity. . . . The shrinkage of the 
central canal by partial fusion of its walls (Hamburger, 1948), par- 
alleled by the decline of mitotic activity [3], may reflect a reduction 
of turgor in the spinal portion. 

With hydrostatic pressure on the inside and the confining skull 
capsule on the outside, continued enlargement of the brain wall by 
growth 131, cell migrations [4] and the deposition of white matter 
[7] must be expected to lead to deformations, which, depending on 
the local conditions, manifest themselves as cave-ins, outpocket- 
ings, fissures or folds. Practically nothing is known about the me- 
chanics of these elementary shaping processes, although there are 
at least some indications that the fissures between major divisions 
of the cortex actually arise as cave-ins along lines of least resistance 
in the wall which tends to expand in confined space (Le Gros 
Clark, 1945; Kdltn, 1951). It must be emphasized, however, that 
the systematic pattern, according to which such mechanical events 
take place, is intrinsically prepared by the inequalities established 
previously by the locally ddering processes of proliferation [3], 
migration, aggregation and differentiation [4] (see Bergquist and 
Kalltn, 1953); the gross mechanical factors do not create these 
differentials, but merely translate them into more conspicuous 
spatial configurations. 

Accordingly, the attainment of normal brain configuration de- 
pends not only on the typical development of the brain wall, but 
also on the proper harmony between-the latter and the growth of 
the skull capsule [I] (or in the case of the cord, the spine) on the out- 
side, and the turgor of the cerebrospinal liquor [5] and its propul- 
sion by forwarddirected ciliary beat [6] on the inside. If this har- 
mony is disturbed, either by a genetically determined imbalance 
between the component tissues or by later trauma or nutritional 
deficiencies, serious aberrations of the CNS will ensue. Geneticallv 
conditioned hypersecretion of central fluid, for instance, leads to 
hydrocephalus and brain herniation (Little and Bagg, 1924 ; Bonne- 
vie, 1934) ; delayed closure of the folds past the onset of secretion, 
to various grades of spina bifida with draining fistulae (for an ex- 
ample of mechanical production of spina bifida, see Fowler, 1953) ; 
and retardation of skull growth in vitamin A deficiency, with un- 
impeded growth of the CNS, to brain compression and herniation 
(Wolbach and Bessey, 1942). The early cartilaginous capsule, at 
least in the spinal region, can accommodate its size to the actual 
dimensions of the enclosed CNS (Holtzer, 1952), but this adapta- 
bility is certainly greatly reduced in later stages. 

Against the background of all the massive progress made 
in the recent past in molecular biology, enzymology, elec- 
tron microscopy, membrane physiology, computer biol- 
ogy, immunology, and so forth, could one not expect at 
least a modicum of attention and work to be turned to the 
biomechanics of m~rpho~enesis, exemplified by the shaping 
of the most precious human possession-the brain? 

As a second example, I mention the problem of selectivity. 
Because a searching discussion of some instances of selectiv- 
ity are presented in this volume by Coulombre and Jacob- 
son, and because monologues, as well as reviews, dealing 
with neural specificity (see Weiss, 1966) are on record in 
abundance, I confine myself to a few supplementary com- 
ments on matters that seem to have escaped notice. 

The term "selectivity" denotes the relational property 
that enables two bodies to communicate or to combine in 
pairs to the exclusion of other combinations. The dynamics 
and mechanisms involved are of so many kinds and forms, 
and the selective interactions vary so widely in discrimin- 
ative sharpness, that it would be wholly unwarranted to 
postulate or search for any single master mechanism. The 
only common denominator to all of them seems to be a 
reciprocal matching of specific (nonrandom) spatial arrays 
or temporal sequences; matching steric configurations of 
molecules are as suitable for mutual recognition and conju- 
gation as are complementary time patterns of impulses. One 
might question whether there is any relevant interaction in 
a living system that does not exhibit some trace of selectivity 
-&om egg-sperm mating, enzyme-substrate interaction, 
hormone-target cell combination, to type-specific affinity 
among cells-but the development of the nervous system is 
certainly rich in examples ; so much so that it would clutter up 
the diagram if every relation (arrow) that bears signs of 
specificity were marked. Accordingly, only those pertinent 



to the problem of selective structural coupling have been 
labeled; moreover, because problems of molecular specificity 
will be taken up in a later section of this book, I confine my 
comments to the specificity of intercelhlar relations, especial- 
ly synaptic junctions. 

Selectivity among tissue cells in general has been well 
documented by the active self-sorting according to types of 
indiscriminate cell mixtures. Pertinent relations to selectivity 
are numbered 8 to 11 in Figure 2, and again are bracketed in 
the text below. Significantly, cells treat as compatible not 
only members of their own tissue type, but also those of 
types with which they normally have symbiotic affiliations 
in the body (e.g., epithelia and corresponding stromas; lung 
epithelia and macro~hages). Although direct observation, 
including cinemicrographic recording, of this process of 
association of like-to-like and segregation between like and 
unlike has been limited to non-neural cell types (summarized 
in Weiss, 1968, chapters 15, 17, and 1 9 ,  the evidence of ex- 
periments in embryos extends the validity of the same prin- 
ciple to the neuronal cell population. Schwann cells apply 
themselves preferentially to nerve fibers (Abercrombie et al., 
1949), but even more discriminative is the specific associa- 
tion between different classes of neurons and their appro- 
priate non-neural destinations [lo, 111. Tips of pioneering 
nerve fibers, emigrating from motor and sensory centers, 
take distinctly different routes through the tissue matrix 
long before reaching muscles and skin, respectively (Ham- 
burger, 1929); Taylor, 1944), which has led to the assump- 
tion that each is guided by corresponding chemical cues of 
the fibrous structures that serve as pathways ("selective con- 
tact guidance" [9] ; "selective fasciculation" [lo] ; Chapter 21 
in Weiss, 1968). Regardless of how they have arrived at the 
terminal tissues, however, motor fibers are accepted for in- 
timate synaptic junction exclusively by muscle cells, and 
sensory fibers by sensory epithelia and end organs only [Ill. 
Basically, this is just another instance of affinity between 
complementarily matching cell types, prematched for each 
other independently in the genetic program of the embryo, 
rather than by secondary epigenetic adaptation. 

Primary subspecificities do not seem to exist among pe- 
ripheral sensory neurons, although they are evidently in- 
strumental in the establishment of intracentral connections 
between given sectors of the retina and corresponding 
sectors of the optic tectum (Sperry, 1951 ;Jacobson, this vol- 
ume). The manner in which correct point-to-point projec- 
tion of a given retinal spot upon the prematched tectal cells 
takes place despite arbitrary experimental dislocations of the 
eyeball relative to the midbrain prior to optic-fiber connec- 
tions, and even later, after severance and regeneration of the 
optic nerve, is still unclear. It is even more obscure if one 
takes into consideration that the visual receptor neurons, 
oriented radially, are separated from the ganglionic cells of 
origin of the optic-nerve fibers by at least two intermediate 

neurons, which are highly ramified, course horizontally, 
and connect with many of the radial processes. Such com- 
munication shunts would seem to rule out any possibility of 
isolated private structural channels, cell for cell, between 
given visual receptors and given optic fibers. 

At any rate, in the motor field, the possibility of any pri- 
mary subspecification of motor neurons for specific individ- 
ual muscles can definitely be ruled out, because any motor 
fiber will accept transmissive junction with any uninnervated 
muscle at which it happens to arrive (for references, see 
Weiss, 1955). The further evidence, however, that even- 
tually the various motor neurons do "know" the precise 
identity of the particular muscle with which each has be- 
come connected, and identifies it by an individual constitu- 
tional characteristic of that muscle, rather than by anatom- 
ical position or functional role (Weiss, 1968, Chapter 22), 
raises the crucial question of how that final discriminative 
subspecification has come about. My answer (summarized 
in the preceding quotation), based on the bare minimum of 
logical inferences that can be distilled from a comprehensive 
overview of the known data to be taken into account, is as 
follows: The primary subspecification must lie in the mus- 
culature, in the sense that each individual skeletal muscle 
would acquire, in the process of its ontogenetic differentia- 
tion, a discrete, individual, biochemical character that dis- 
tinguishes it from other muscles, but is too subtle (as is "or- 
gan specificity" in general) to be demonstrated by present- 
day direct biochemical assays. These specific differentials 
would then secondarily, as if infectively, be passed on to the 
attached motor neurons [8], thus conferring upon them a 
mosaic pattern of subspecifications, which thereafter will 
represent faithfully the peripheral mosaic of muscles in the 
central system. I refrain from discussing what else goes on in 
the centers, as that would lead me into the broad problem 
field of the embryonic origin of the patterns of coordinated 
function, the phenomenology of which is treated in Ham- 
burger's paper in this volume. 

The postulated specific "modulation" (whatever this 
process may turn out to be) of motor neurons by their ter- 
minal effectors is no different in principle from the sub- 
specification of sensory nerves by their peripheral receptor 
areas (proprioceptive, Verzar and Weiss, 1930; corneal, 
Weiss, 1942; cutaneous, Miner, 1956; Jacobson, this vol- 
ume). Intracentral and peripheral neurons thus seem to differ 
in the mode of acquisition of their respective subspecificities: 
intracentral ones (e.g., retinal) becoming prematched by 
primary differentiation for later junction with correspond- 
ingly prespecified units; peripheral ones (e.g., somatic sen- 
sory and motor), which are destined for non-neural tissues, 
receiving their matching characteristics secondarily from 
those tissues after first establishing less specific junctions. 

Alternative speculations about motor neurons being 
finely subspecified by primary differentiation so as to be 
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enabled to find and mate with "their" appropriately pre- 
matched muscle partner are dealt with in Coulombre's re- 
view. Despite the force of factual arguments against them, I 
by-pass here the question ofjust how two elements become 
selectively related, rather than let its discussion distract at- 
tention from the fact that all the offered explanations have 
in common the explicit or implied acceptance of the exist- 
ence of discrete, qualitative diferences among d@ee (nonhomo- 
logous) muscles, among dierent sensory areas, and among the 
dgerent neuron species connecting or connected with them, as well 
as among dflerent neuron species engaged in intracentral com- 
munication. The establishment of this qualitative subspecifica- 
tion as an incontrovertible fact, regardless of any predilec- 
tions for its special explanation, has been the common tenor 
of virtually all the work that followed my first observations 
in 1922 on neuromuscular specification ("myotypic func- 
tion"). Its crux lies in having disclosed a key element in the 
understanding of how orderly correspondences among the 
several billions of units in the nervous system can emerge, as 
they do in development, without the benefit of experience 
from empirical trial-and-error tests. 

The modes by which cell-type subspecifications take 
place are still partly a matter of further research, partly of 
incisive logic. Our present ignorance about the processes 
underlying cell-strain diversification (subsumed under the 
conventional cover term "differentiation") is as profound in 
regard to the nervous system as it is in regard to the different 
muscles, skin territories, or any other tissue system or organ. 
The only certainty we have for all of them is that their inner 
diversity exceeds by far the range of distinctions fathomable 
by current optical or biochemical methods of detection; im- 
munological approaches might come a little bit closer. The 
main conclusion, however, is that we must now definitely 
let the nervous system join the other tissues of the body in a 
highly diversified specificity of elements and rescue it from 
the former monotony of purely morphological criteria 
(shape, dimensions, structural connectivity) and electrical 
parameters, which have been the only recognizable variables 
to be admissible in the construction of models of neural in- 
tegration and behavior. Evidently, the specific diversity of 
chemical constitution-the principle of "specif;city"-has 
earned a new and major place in our constructs. Although 
we have focused here solely on its relevance to the establish- 
ment and maintenance of developmental order, it would be 
plausible to presume that it would continue to operate in the 
developed nervous system as an instrument of maintaining 
functional order, as well as of restoring order after structural 
or functional disturbances. Synaptic junctions, based on 
matching specificity between joined partners, could be 
assumed to disjoin if the members of a couple were to be- 
come chemically "alienated" by exposure to sufficiently 
disparate influences. Conversely, new synaptic relations 
could be entered into as a result of chemical convergence. 

These prospects being largely for the future, I do not 
dwell on them. My purpose in bringing them up at all has 
been to indicate that, taking cognizance of the uninterrupted 
continuity of the life line from conception to death, the no- 
tion of a sharp discontinuity between a developmental and a 
postdevelopmental phase of an organism would be absurd, 
although certain aspects (e.g., native coordination) decline, 
while others (e.g., acquired skills, memory) rise in prom- 
inence. In other words, the diagram of Figure 2 is truncated, 
artificially lopped off at the bottom, and in order to be rep- 
resentative of the living nervous system, should be extend- 
ed downward without break. 

The lesson should be clear: whatever can and does happen 
in postembryonic behavior is rooted in the network of 
dynamic interactions, symbolized by the arrows of our di- 
agram, recognized now as but an arbitrarily isolated portion 
of the neural time continuum. Postembryonic neural and 
behavioral history, as it continues from the bottom of the 
diagram throughout life, can only modify, but never escape, 
the frame of conditions which the epigenetic realities, the 
play of countless interactions beset by unpredictable var- 
iances, stabilized by an invariant genome at the core, have 
elaborated. This progressively evolving pattern, and not 
some fancied preordained and minutely predetailed genetic 
cast, forms the "subjective" background and matrix that 
personal experience can enlarge, mold, and adapt. It can be 
done within the limitations set by the interactions of genetic 
endowment and epigenetic dynamics, but also with the im- 
mense opportunities for further development they have left 
open. 

The nervous system emerges from its embryonic phase 
well patterned and nothing could be more misleading than 
the impression that embryonic neurogenesis merely fabri- 
cates blank sheets on which experiential input from the outer 
world is then to inscribe operative patterns. To convey 
this message is perhaps the most important service that in- 
sight into neurogenesis can render in the search for a unified 
theory of the nervous system and of behavior. 
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Critical Cellular Events in the 

Shaping of Neural Centers 

J A Y  B .  A N G E V I N E ,  J R .  

A MAJOR PROBLEM confronting the neural sciences is not to 
find an explanation for neuronal specificity but to find the 
right one. Edds (1967) stated it well. Most of us share his 
conviction that neurogenesis depends heavily on those in- 
dividualized properties that enable neurons to enter selec- 
tively into functionally meaningful ensembles and intercon- 
nections. This specificity varies in degree and increases in 
steps oacobson, this volume). Its acceptance, nevertheless, 
as a mechanism for the attainment of neuronal connectivity 
provides a major but largely neglected key (Weiss, 1965) to 
greater understanding of the otherwise almost unbelievable 
story of brain development. In this regard, Ebert (1967) re- 
minded us that the nervous system, its functional unity and 
cellular diversity notwithstanding, ontogenetically is not a 
privileged exception. Cells of all tissues acquire such prop- 
erties during development. Moreover, elaboration of 
these properties occurs within a framework of four distinct 
but inseparable events (Hamburger and Levi-Montalcini, 
1949) common to the genesis of all organ systems: cell 
proliferation, cell migration, cell differentiation, and cell 
death. Emphasis is placed here on the first, while the others 
are discussed in detail by Sidman and others (this volume). 

In general, countless studies, utilizing classical and recent 
techniques of neuroembryology, affirm the orderliness and 
precise temporal sequence of these events. Indeed, the 
finished product certifies it in its blend of immense popula- 
tions of neurons (more than 1012 in man) and astonishing 
individualities of constituent cells. Furthermore, ingenious 
experiments, selectively and vividly reviewed by Edds 
(1967), demonstrate that these events are partly determined 
by built-in factors, which permit some developmental 
autonomy, and partly influenced by immediate or remote 
surroundings, especially the periphery, which can affect 
dramatically the quality and quantity of neurons in certain 
centers (Prestige, this volume). In addition, hormone-like 
effects of diffusible protein agents such as the nerve growth 
factor on these events are well known (Varon, this volume). 

Cell prolijration 

ORIGIN OF NEURAL PLATE AND FORMATION OF NEURAL 
TUBE The future nervous system first declares itself within 
the ectoderm of early vertebrate embryos as an elongated, 
oval, and thickened neural plate. Surrounding its margin is 
the presumptive epidermis. Beneath the plate, in the roof of 
the archenteron (primitive gut), lies the chordamesoderm 
which, preceded by the diffuse mesenchyme of the pre- 
chordal plate rostrally, becomes the discrete notochord and 
somites in caudal and middle regions of the embryo. These 
axial materials induce formation of the neural plate and 
confer regional specificity upon it (Sax& and Toivonen, 
1962). The plan of the forebrain, induced by prechordal 
mesoderm, will differ strikingly from that of the midbrain 
and hindbrain, induced by the chordamesoderm. Morpho- 
genetic effects of pure mesenchyme or of notochord and 
somites on the shape of the future neural tube (seeweiss, 
1955) foretell these regional differences or similarities in 
neural organization. 

In earliest stages, the prospective neural plate and epider- 
mis are alike, but soon the plate thickens and its cells 
elongate. Then the edges of the plate, outlined by pig- 
mented cells, elevate. By continued folding, the future 
neuraxis separates from the epidermis to form the neural 
tube. This process, neurulation, sweeps rostrall~ and cau- 
dally from the incipient cervical region. As neural folds 
unite, cells withdraw abruptly from the closure into the 
crevice between the tube and overlying epidermis, the 
margins of which also have united. This neural crest, 
originally a median flattened band, later becomes paired 
and segmented; it forms the craniospinal and sympathetic 
ganglia, adrenal medulla, and melanocytes. The Schwann 
cells, which form the neurilemmal and myelin sheaths of 
peripheral nerve fibers, are also derived from the neural 
crest, as shown by their absence following early removal of 
the crests and by autoradiography (Weston, 1963). Auto- 
radiography also indicates, however, that some Schwann 
cells arise in the neural tube. 
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imagine, many of the great figures in neurohistology par- 
ticipate; for every insight, a disagreement or uncertainty 
appears in an immense literature (see Sidman et al., 1959). 

A key observation by Altrnann in 1881 was that mitoses 
in all developing epithelia always occur at the surface far- 
thest from the mesoderm. In 1889, Wilhelm His identified 
in the neural tube the large, round germinal cells, generally 
in mitosis, at the edge of the neurocoel (primitive ventricle). 
His concentric early neuroepithelial zones foreshadow the 
ependymal, gray and white layers of the mature CNS. The 
names persist, although their original significance has 
changed (Boulder Committee, 1970, see below), as do his 
Bade Nomina Anatomica and his designations for the brain 
subdivisions. The innermost columnar zone contained the 
slender inner processes of elongated, transformed epithelial 
cells, the ~pon~ioblasts. The processes intruded between the 
pale germinal cells, but the nuclei lay deeper in a nuclear 
zone. Columnar and nuclear zones together formed the 
ependymal zone of later stages and descriptions. The outer 
processes of the spongioblasts united syncytially in a sur- 
rounding marginal zone. Rapid proliferation of germinal 
cells produced neuroblasts but never ~pon~ioblasts. Neuro- 
blasts migrated peripherally to accumulate between nuclear 
and marginal zones as a mantle zone. 

In contrast, Schaper in 1897 believed that the primitive 
neuroepithelium should not be divided into zones. He 
thought that germinal cells could produce spongioblasts, 
thus accounting for the large number of the latter, and that 
the germinal cell and spongioblast were thus dividing and 
nondividing forms of a single, undifferentiated cell type. 
This idea was very close to the truth (see below). Proximity 
of mitoses to the neurocoel suggested lesser mechanical 
resistance and greater nourishment there. 

Schaper further believed that germinal cells produced 
migratory indifferent cells which in the mantle zone could 
generate additional indifferent cells or differentiate into 
neurons or glia. Ram6n y Cajal agreed that germinal cells 
could become either neuroblasts or spongioblasts but re- 
jected wandering, indifferent cells. He concurred with His, 
who stated in 1901 that all neurons and glia originate 
directly from the primitive ependymal zone. As proof, 
Ram6n y Cajal demonstrated there a series of apolar, bi- 
polar, and unipolar forms transitional between the germinal 
cells and the maturing neuroblasts in the mantle zone. 

Recognition that the early neural tube is, in fact, a 
pseudostratified columnar epithelium, in which cell nuclei 
migrate to the ventricular surface before mitosis and away 
afterward, was long in coming (F. C. Sauer, 1935a) and 
slow to win acceptance. Studies of metaphase arrest by 
colchicine and microphotometric determinations of DNA 
content after Feulgen staining provided some support, but 
only autoradiography (M. E. Sauer and Walker, 1959; Sid- 
man et al., 1959) could furnish incontrovertible evidence for 

intermitotic migration of nuclei within the ventricular zone 
(see recommendations on terminology of the Boulder 
Committee, 1970). Furthermore, autoradiography showed 
that all ventricular cells divide and therefore constitute a 
homogeneous population. Hence, the spongioblast of His 
no longer exists; it was only a germinal cell in interphase. 

HISTOLOGICAL FEATURES AND FINE STRUCTURE The 
concept of a syncytium is also a closed issue; electron 
microscopy proves the pseudostratified character of the 
ventricular zone and the separateness of its cells (Duncan, 
1957; Tennyson and Pappas, 1962; Fujita and Fujita, 1963; 
and others). Moreover, terminal bars between cells in the 
neural plate or recently closed neural tube, another early 
observation by F. C. Sauer (1935b), are confirmed. 

The fine structure of the ventricular cell is summarized 
here from Lyser's detailed study (1964) in the chick spinal 
cord. At 33 hours, prior to their visible and precocious dif- 
ferentiation in the ventrolateral region, the columnar cells 
extend throughout the thickness of the wall. The interphase 
cells are widest near the nucleus, which lies at various 
levels, and narrowest at the neurocoel. Plasma membranes 
completely separate adjacent cells. Junctional complexes, 
described in adult epend~ma (Brightman and Palay, 1963), 
are not observed but may exist. Apically, however, lateral 
interdigitations and prominent membrane thickenings are 
seen. Palay (1967) discussed the significance of such contacts 
within epithelia as a communications system during de- 
velopment. Other features are many free ribosomes, a scant, 
granular endoplasmic reticulum, scattered mitochondria, a 
distinct Golgi complex above a large oval nucleus with two 
prominent nucleoli, a thin basal lamina, cilia extending into 
the neurocoel, and a pair of centrioles (see also Lyser, 1968). 
Microtubules (Weschsler, 1966; Herman and Kauffman, 
1966) form the mitotic spindle as in other cells and hence do 
not signal cell differentiation. 

GENERATION CYCLE OF THE VENTRICULAR CELL The 
cells of the ventricular zone generate all the neurons and 
macroglia of the CNS. Thanks to autoradiography, their 
rapid proliferative cycle is well known (for a thorough re- 
view, see Sidman, 1970). In early stages the total cycle is less 
than 10 hours and in 24-hour chick embryos (Fujita, 1962) 
can be as short as five. Slowing of the cycle, however, oc- 
curs with successive generations. For glial and Schwann 
cells, the precursors of which continue to divide for long 
periods of time, it can span 24 hours. Its four phases are S, 
the period of DNA synthesis (four to six hours); G2, the 
premitotic growth interval (one to two hours) ; M, mitosis 
(one hour or less) ; and G1, the postmitotic growth interval 
(which, as Sidman remarked, may last from almost no time 
to the entire life of the animal, as is true for neurons). 

The position of the ventricular cell in each of these phases 



is also clear; the work of Fujita (1963, 1964, 1966, 1967) is 
eminent here, as in the kinetics. The nuclei lie deep in the 
ventricular zone in S phase and progressively approach the 
neurocoel in G2. Mitosis (M) occurs only at the free surface, 
whereupon the daughter nuclei move again during G1 to 
deeper positions. 

Preliminary observations by Fujita (1966) show that ven- 
tricular cells exhibit changes in fine structure during the 
generation cycle. The major organelles are concentrated in 
the apical process in G2 but in the basal process in G1. 
Fujita also noted that the cilium and basal body disappear as 
the cell enters G2 and reappear in late G1; the rarity of cilia 
in such rapidly proliferating regions as the ventrolateral 
region of the neural tube could reflect the brief time avail- 
able for ciliogenesis there. Lyser (1964, 1968), however, 
finds a cilium generally present on these cells (see above). 

In M phase the spindle fibers are parallel to the inner sur- 
face of the ventricular zone (Fujita, 1962). Martin and 
Langman (1965) did note a few cells in which the spindle 
axis was perpendicular to the surface. Such orientation 
might free one daughter cell for migration to the inter- 
mediate (mantle) zone while the other remained anchored by 
terminal bars. But later Langman et al. (1966) counted only 
one perpendicular spindle among 134 metaphases; the rest 
had parallel spindles in side or polar view or oblique 
spindles. Spindles are visible for only 10 minutes, so that 
even an occasional perpendicular one, plus some of the 
oblique variety, could liberate many cells in 24 hours. 
Nevertheless, the mechanism of release of ventricular cells 
is not understood. 

After the nuclei of daughter cells return to deep positions, 
the generation cycle reoccurs. In early stages, ventricular 
cells produce more ventricular cells. Later, they produce 
both ventricular cells and neuroblasts; the latter migrate 
rapidly into the intermediate zone. Gradually the ventric- 
ular cells cease dividing and differentiate into neuroglial 
and epend~mal cells (Fujita, 1963). Observations vary on 
the timing of these three histogenetic stages (Kallkn and 
Valmin, 1963; Fujita, 1964; Martin and Langman, 1965) 
and overlap clearly occurs (Miale and Sidman, 1961 ; Sid- 
man, 1970). Nonetheless, a program of origin for different 
cell types, both broadly as stated here and more explicitly 
for the neurons of given regions (see below), is certain, and 
there is general accord concerning its sequence. 

REGIONAL ANALYSIS OF VENTRICULAR CELL PROLIFERA- 
TION The single greatest application of the powerful new 
technique of autoradiography in the past decade has been 
the analysis of the generation cycle in cells exposed to 
tritiated thymidine (Sidman, 1970). Studies in the nervous 
system since the pioneering works of M. E. Sauer and 
Walker (1959) in the chick and Sidman et al. (1959) in the 
mammal have provided breakthroughs, as stressed above, 

in our understanding of fundamentals of histogenesis and 
grasped previously inaccessible data on the kinetics of cell 
turnover. And, as data accumulate, controls upon these 
major cellular events (DeLong and Sidman, 1962; Sidman, 
1970) become easier to identify and study. 

The use of autoradiography for scrutinizing the develop- 
ment of regional neural organization is a new approach and 
greatly improves resolution over classical morphogenetic 
studies (Angevine, 1965). One can now trace individual 
neurons from proliferative through migratory states to 
final address in the adult brain. A label on a neuroblast is 
permanent; once the cell leaves the ventricular zone, it loses 
the capacity to divide. Moreover, rigorous schedules of 
neuron origin permit selective labeling by appropriate 
timing of radioactive thymidine injections. Thus, identity 
of neurons arising at a given developmental stage may be 
ascertained by noting their positions in the mature brain. 
Other neurons, originating earlier or later, remain non- 
radioactive. 

Exploiting these principles, Angevine (1965), Taber 
Pierce (1966, 1967), and Hinds (1968a, 1968b) have studied 
adult mice injected at consecutive developmental stages and 
have constructed elaborate and hitherto unknown calendars 
of neuronal birth dates for the hippocampal region, brain- 
stem, and olfactory bulb, respectively. Moreover, examina- 
tion of serial embryonic stages after thymidine-& had been 
injected allowed isolation and day-by-day surveillance of 
the paths of young neurons. 

Regional autoradiographic studies are few compared 
with those of general features of neurogenesis. Exploration, 
however, has ranged widely over the cerebellum and its 
deep nuclei, the cerebral cortex and basal ganglia, the retina 
and superior colliculus, the spinal cord and ganglia-even 
to the subcommissural organ and human pulvinar (largest 
and most recent thalamic nucleus; see Angevine, 1970, for 
references). 

The results of these studies are new and basic facts of 
neurogenesis, unattainable before autoradiography with 
tritium, the significance of which emerges when viewed in 
relation to other developmental features. For example, 
timetables of ventricular cell proliferation (Angevine, 1965) 
as intricate as those for neuroblast migration (Levi-Montal- 
cini, 1964) characterize the origin of all brain regions. These 
timetables are fundamental schedules of preliminary events 
and may clarify how certain, although by no means all, long 
pathways arise. Moreover, an inside-out sequence in time of 
origin of neurons in the cerebrum (see below) foreshadows 
gradients in differentiation of cortical neurons (Pappas and 
Purpura, 1964; Stensaas, 1968; Astrom, 1967; Caley and 
Maxwell, 1968) and in maturation of their patterns of 
electrical excitability (Purpura et al., 1964). Further search . .  - 
may uncover roles for times of origin in fashioning local 
connections within the neuropil. 



PATTERNED CELL PROLIFERATION FOR SPECIFIC BRAIN 
COMPONENTS The orderly programing of neuronal 
origin is striking for three brain locales : the isocortical (six- 
layered) and allocortical (fewer-layered) regions of the 
cerebral cortex and the ventral thalamic, dorsal thalamic, 
and epithalamic zones of the diencephalon (betweenbrain). 
These regions are considered in turn. 

Detailed studies of time of neuronal origin are not com- 
plete for the isocortex. General features, however, have 
been published (Angevine and Sidman, 1961,1962 ; Sidman 
and Angevine, 1962; Hinds and Angevine, 1965). This 
region in the mouse is foretold on the eleventh day of 
gestation by proliferation of the future deepest neurons of 
the cortex, adjacent to the white matter (Figure 1, page 66). 
Some neurons arise even earlier, on day 10, but are not illus- 
trated. More neurons originate subsequently; neurons aris- 
ing on day 13 come to lie in the middle third of the mature 
cortex and on day 15 in the outermost third. A smaller 
population from day 17 becomes the most superficial cell 
layer. A few cells form on day 18, just before birth, but 
again are not shown. The more superficial positions of 
younger neurons to those of older cells attest to active 
migration of neuroblasts. Furthermore, they demonstrate 
that the younger neurons or at least their cell nuclei 
(Morest, 1968; personal communication) transpose with the 
older neurons or their nuclei. This fact hints at the future 
columnar plan of connectivity in the cortex (Colonnier, 
1967; Hubel and Wiesel, 1968). 

Time of neuronal origin is known in greater detail for the 
allocortex (Angevine, 1965). Its distinctive neuronal as- 
semblies facilitate study and invite comparative analysis 
(Figure 2, page 68). The cytoarchitecture of the various cor- 
tical areas does not concern us here, and few anatomical 
terms are needed. Areal boundaries (indicated by dashed 
lines) are sharp and reflect well-documented regional pecu- 
liarities in neuronal morphology and connectivity. 

Allocortical neurons begin to form on the tenth day of 
gestation, as in isocortex, but in fewer numbers at first. The 
oldest neurons, as before, are generally the deepest cells of 
the various subdivisions. Simultaneous origin of some 
neurons of more superficial layers, however, occurs here 
and there. Thereafter, neurons for all regions but one 
originate in the familiar inside-out sequence (indicated by 
arrows). The pyramidal cells and the various interneurons 
arise in the ventricular zone nearby and migrate during 
gestation into the cortex. 

Neurons of the retrohippocampal formation stop form- 
ing on the sixteenth day; the last cells, as in other regions, 
are small neurons (of the presubiculum). In the adjacent 
hippocampal formation (subiculum, hippocampus, and 
area dentata), the subiculum achieves its neuronal comple- 
ment even earlier, on day 15. The hippocampal sector CA2 
displays a similar course, but the other two sectors, CAI and 

CA3, have longer periods, ending early on the eighteenth 
day. Interestingly, the latter sectors have a prominent fiber 
connection, not shared by CA2. The final neurons are at 
the outer margin (with reference to the white matter) or the 
very tip of the pyramidal cell band. These patterns coincide 
precisely with cytoarchitectonic divisions; CA2 and CA3 
resemble each other in dye stains, but their calendars of 
neuronal birth dates contrast sharply, as do their unique 
connections noted with metallic methods. 

Neurons of the deep and superficial layers of area dentata, 
as do those of the neighboring hippocampus, originate be- 
tween days 10 and 15. But the small granule cells of the - 
intervening layer are distinctive. They arise over a long 
period from the tenth day of gestation to the twentieth 
day after birth and perhaps longer. Embryos killed soon 
after thymidine-H3 labeling, before migration of post- 
mitotic cells has taken place, show that the superficial 
granule cells formed prenatally arise in the ventricular zone. 
Those arising perinatally, in contrast, come from division of 
cells outside it, near the fimbria (fringe of the hippocam- 
pus). The labeled fusiform daughter cells migrate past the 
pyramidal cells of CA3, with which the future granule 
cells will connect, to deeper positions in the granular layer. 
Postnatally, proliferation of precursors in the granular layer 
itself produces the final granule cells, which migrate no 
farther but differentiate at their site of origin. Thus, time of 
origin of the granule cells follows an outside-in sequence, 
opposite to that seen elsewhere in allocortex and isocortex. 
Furthermore, these neurons stem fiom precursors which are 
not postmitotic at the time of migration, in contrast to the 
usual neuroblast. Precursors arising in the rhombic lip of 
the hindbrain (Miale and Sidman, 1961 ; Altman and Das, 
1966; Taber Pierce, 1967) also proliferate persistently on 
the surface of the cerebellum and brainstem before differ- 
entiating into the small neurons of the cerebellar cortex and 
cochlear nuclei. 

The most intensive regional study of patterned cell pro- 
liferation to date concerns the diencephalon (Angevine, 
1970). This region, even in a mouse, is vast; its neurons ag- 
gregate in more or less discrete nuclei, rather than the ex- 
tensive sheets found in cortex. Hence, adequate sampling 
necessitated analysis at three transverse levels (Figure 1). 
Unexpectedly, broad gadients in time of neuronal origin, 
which would have been missed at one level, are revealed. In 
fact, a more unified pattern emerges than for allocortex, 
where areal differences are perhaps distracting, although not 
dissonant, features. 

Three conventionally recognized diencephalic zones were 
examined (Figure 3, page 70) : ventral thalamus, dorsal thal- 
amus, and epithalamus. Some neurons, as for the cortex, 
originate on the tenth day of gestation. These locate chiefly 
in the ventral thalamic zone and anticipate its well-known 
precccious differentiation. The period of neuronal origin for 



R M C  

FIGURE 1 Paramedian sagittal section of mouse brain (A) when the radioactive neurons had reached final positions 
illustrating region (rectangle) in four drawings (B) of (dots). In B, outer broken line represents inner boundary of 
occipital cortex to show inside-out sequence in time of molecular layer of cerebral cortex; inner broken lime, the 
origin of isocortical neurons (Angevine and Sidman, 1961). boundary between cortex and white matter, chiefly corpus 
Each of four mice received one injection of thymidine-H3 callosum. In A, lines R (rostral), M (middle), and C (caudal) 
on the eleventh, thirteenth, fifteenth, or seventeenth day show the three transverse levels in the autoradiographic 
of gestation (Ell-E17); all were killed 10 days ajer  birth studyoftimeofneuronalorigininthediencephalon(~igure3). 



the ventral thalamus is brisk, and the final cells arise early on 
the thirteenth day at all three levels. These events fore- 
shadow a ventrodorsal gradient of proliferation in the ven- 
tricular zone. 

Other neurons arise on the tenth day, but only at the 
caudal level (lower picture) in the dorsal thalamus. These 
neurons subsequently form in massive numbers until early 
on the thirteenth day. These findings illustrate a caudorostral 

gradient in the dorsal thalamus; the middle and rostra1 
levels (middle and upper pictures) lag one and two days, 
respectively, behind the caudal in the swift sweep of 
labeling phases. 

A lateromedial gradient appears when dorsal thalamus and 
epithalamus are examined at the three levels. This sequence, 
opposing that for cortex, may reflect lateral displacement of 
neuroblasts or their cell nuclei as newer ones arise. The pat- 
tern may fit the nuclear organization of the diencephalon 
(Scheibel and Scheibel, 1966), just as the inside-out sequence 
may suit the columnar one of cortex. 

Large neurons of the brain !generally arise before smaller 
ones (Hinds 1968aL perhaps determining precedence of 
motor over sensory systems (Hamburger, this volume). 
This is striking in the epithalamus. Its principal structure, 
the habenula, has two nuclei, lateral (Hl) and medial (Hm). 
Neurons of the former ". . . are large, star shaped, and have 
long processes that make them look like most of the cells 
found in the other nuclei of the thalamus" (Ram611 y Cajal, 
1894-see Ram611 y Cajal, 1966). But the latter ". . . is 
characterized by an extraordinary number of very small 
cells . . . nearly as small as the !granule cells of the cerebel- 
lum." Hence, the habenula offers a model of the two major 
categories of diencephalic neurons, side-by-side and in pure 
culture. The large neurons arise in a short burst of prolifera- 
tion beginning late on day 11 and ending early on day 13. 
The dwarf cells, however, form later and longer, from 
early on day 12 until late on day 16. Such persistent prolif- 
eration characterizes small neurons of many regions, nota- 
bly cerebellum (Miale and Sidman, 1961), area dentata 
(Angevine, see above), and olfactory bulb (Hinds, 1968a, 
1968b). It is not obvious in the diencephalon because few 
small neurons exist in the rodent thalamus (Scheibel and 
Scheibel, 1966,1967). But in brain elaboration, in which in- 
creased numbers of short-axoned interneurons and "end- 
less circuit reduplication" (Scheibel and Scheibel, 1966) are 
recognized trends, perhaps ". . . the logistics are easier to 
arrange if small cells form later . . . on surfaces capable of 
comfortable expansion" (Sidman, 1970). Origin of small 
cells is not triggered at or by birth (which occurs at a rela- 
tively early stage of forebrain development) or restricted 
to postnatal development (Altman and Das, 1967), al- 
though reciprocal influences between postnatal neuro- 
genesis and environmental response may exist. Rather 
". . . birth may be considered an arbitrary point in a con- 

tinuous and relatively independent development of the 
brain" (Hinds, 1968a), as seen in the early but sustained 
origin of the small neurons for area dentata. 

Thus, long periods of neuron origin may offer modula- 
tion of a different kind-a delicate mechanism for regulat- 
ing the number of short-axoned cells. Indeed, Sidman (this 
volume) speculates on the possibly profound consequences 
of only minor changes in shutting off the rapid stream of 
small cells. Slight delay could mean major evolutionary 
increments, quantitated in cerebellum but equally obvious 
in area dentata. Conversely, cessation too soon could be a 
developmental disaster. Furthermore, the volume of the 
habenula ". . . seems to decrease in a relative manner as one 
ascends in phylogeny7' (Ram6n y Cajal, 1894-see Ram& y 
Cajal, 1966); this reduction might reflect shortening by 
only hours the term of neuronal origin. Although the 
design of the epithalamus is essentially constant in phy- 
logeny, the habenular nuclei are not highly developed in 
mammals as compared with other vertebrates. Variations, 
when habenulae of different mammals are examined, in- 
volve both nuclei but are more striking in the medial, 
which in man is especially insignificant in size and cell 
population. 

The habenula vividly demonstrates programed activity 
by the ventricular zone, which ~roduces two neuronal 
types at successive times. Such programing is also clear in 
the brain stem (Taber Pierce, 1966), cerebellum (Fujita, 
1967), and olfactory bulb (Hinds, 1968a), but the controls 
are unknown (Sidman, 1970). Furthermore, overlapping 
origin of large and small neurons and subsequent 
cells bespeaks multipotentiality of ventricular cells and 
progressive restriction with advancing development (Hinds, 
1968a). 

PROLIFERATIVE GRADIENTS IN THE VENTRICULAR ZONE 
Several gradients in time of neuron origin have been men- 
tioned: the ubiquitous inside-out gadient for cortex, the 
outside-in gadient for the granular layer of area dentata 
(plus evident progression along its curvature from suprapy- 
ramidal to infrapyramidal limbs), and the lateromedial 
padient for dorsal thalamus and epithalamus. Much con- 
cerning possible relationships of these sequences to future 
connections and synaptology must here be left unsaid. But 
the ventrodorsal and caudorostral gadients in the dienceph- 
alon merit special attention. These intimate a sloping 
wave of origin (and hence cessation of DNA synthesis) of 
neuron precursors in the embryonic forebrain. Because 
cessation of DNA synthesis in ganglion cell neuroblasts cor- 
relates with specification of their future central connections 
in the amphibian brain (Jacobson, 1968), perhaps thalamic 
neuroblasts are so specified. 

The ventrodorsal gradient suggests a wave of neuroq 
generation that is originally rostrocaudal, foreshadowing 



FIGURE 2 Horizontal section of mouse brain (A) illustrating 1965). A series of mice received one injection of thymidine- 
location (rectangle) in drawing (B) of hippocampal region H3 at various days of gestation (ElGE18); all were killed 
and its components to show inside-out sequence in time of afier birth when radioactive neurons had reached final posi- 
origin of allocortical neurons and highly individual calen- tions. Arrows show sequence and duration of neuronal 
dars of neuronal birth dates for each component (Angevine, origin for each discrete area (separated by dashed lines). 



the craniocaudal progression of neural maturation (Ham- 
burger, this volume), but revectored by reorientation of 
neuromeres I-111 (transient early brain segments-cogges- 
hall, 1964; Angevine, 1970). Similarly, the caudorostral 
gradient in dorsal thalamus may be a redirected ventro- 
dorsal one. Moreover, a known ontogenetic precocity of 
the basal telencephalon versus the conGexity 01 the hemi- 
sphere and a caudorostral gradient in the isocortex (Ange- 
vine and Sidman, 1962) might be redirected rostrocaudal 
and ventrodorsal gradients, respectively, in neuromere I. 

GLIAL CELL FORMATION-THE SUBVENTRICULAR ZONE 
After a variable time, a subventricular zone of dividing cells 
appears between ventricular and intermediate zones in most 
regions of the CNS. It becomes prominent from late gesta- 
tion to adulthood in the lateral ventricles (Smart, 1961). The 
cells incorporate thymidine-H3 but do not show inter- 
mitotic nuclear migrations. They come from ventricular 
cells, but probably have longer generation cycles (Sidman, 
1970). They differentiate into neurons (Hinds, 1968b) and 
glia (Smart and Leblond, 1961 ; Altman, 1966), but it is not 
clear whether one subventricular cell can give rise to both. 
Finally, they migrate outward and continue to multiply; 
some derivatives may divide in cortex (Hommes and 
Leblond, 1967), but others are permanently postmitotic. 

Glial cells are the last elements on the program of cell 
A - 

proliferation and their generation cycle is longer (see 
above), which explains their appearance chiefly postpartum. 
They may arise, however, almost as early as neuroblasts; 
some near the habenula arise on the thirteenth day of 
gestation (Angevine, unpublished observation). The early 
origin of glioblasts is obscured by the fact that ". . . the 
majority of glial cells in the embryonic brain continue to 
multiply, whereas few of the neuroblasts do so" (Sidman, 
1970). 

Cell migration 

BEHAVIOR OF NEUROBLASTS A fundamental difference 
between neuroblasts and other formative cells bearing the 
blast suffix (erythroblast, myeloblast, osteoblast) is that the 

former no longer divide. Exceptions occur (see above) in 
the cerebellum, cochlear nuclei, and area dentata. Further- 
more, neuroblasts, with few exceptions (area dentata, 
habenula), migrate from site of origin to another place to 
differentiate. Whether this migration is active or merely 
passive cell displacement has been an important issue. Evi- 
dence for true migration and against it is discussed by Sid- 
man (this volume), together with the nature of the environ- 
ment of migrating cells. "The orderly fashion of these 
movements and their time pattern . . . in all instances so 
rigorous as to permit prediction of when the first neuro- 
blasts will start their long journey . . ." (Levi-Montalcini, 
1964) derives, however, from patterned cell proliferation. 

COMPLEXITY OF MIGRATIONS Cell migration may be 
complex (Levi-Montalcini, 1964), and neuroblasts may col- 
lide with others formed earlier or simultaneously. The 
cerebellum offers the best example (Miale and Sidman, 
1961). Purkinje and granule cells arise, respectively, from 
two opposed germinal matrices: the ventricular zone and a 
transient external granular layer derived from it. Daughter 
cells of the latter migrate inward past the Purkinje cell 
bodies to attain final positions. Migration follows prolifera- 
tion closely, however, attested by advanced prenatal dif- 
ferentiation of many brain neurons. 

Cell dgeren tiation 

INDEPENDENCE OF NEUROGENETIC EVENTS The interval 
between time of origin and other events may be more 
variable. The Purkinje cells just mentioned originate early 
and abruptly; the granule cells, later and persistently 
(Miale and Sidman, 1961). Yet elaboration of Purkinje 
dendrites is long delayed postnatally until development of 
parallel fibers from granule cells. Onset of function then 
". . . occurs pari passu with the morphogenesis of axoden- 
dritic synaptic substrate" (Purpura, 1967). 

An intriguing example (Morest, 1968) of independence of 
neurogenetic events is the growth of dendrites in elongated 
neuroblasts which retain attachments to the internal, or ex- 

In B, outermost broken line represents inner boundary of 
molecular layer of cerebral cortex; innermost broken line, 
boundary between cortex and white matter, either corpus 
callosum or alveus of hippocampus. Note that allocortex has 
prominent outer and inner cell layers. Outer layer stops in 
presubiculum, as shown; its cells are tiny, and originate for 
a longer time than do those for adjacent regions. Inner layer 
continues from retrohippocampal formation into hip- 
pocampal formation, forming prominent band of pyramidal 
cells in subiculum and hippocampus (subdivided into CAI, 

CA2, and CA3). Note early cessation for CA2 and early 
origin, persistent proliferation (until 20 days after birth- 
PZO), and contrasting outside-in sequence for small granule 
cells in intermediate layer of area dentata (surrounding tip 
of pyramidal cell band in hippocampus). Note also gradi- 
ents: from suprapyramidal to infrapyramidal limbs of 
granule-cell layer in area dentata, from CAI to CA3 in 
hippocampus, from lateral to medial regions in retrohip- 
pocampal formation, and from boundary with allocortex 
rostrally in isocortex. 



FIGURE 3 Three transverse levels (R, M, C; see Figure 1) of 
diencephalon of adult mouse to show time of neuronal 
origin for ventral thalamus, dorsal thalamus, and epi- 
thalamus (Angevine, 1970). Code numbers, arrows, and 
other details as described for Figures 1 and 2. Note early 
origin (on EIO) of ventral thalamus at all three levels, fore- 
shadowing a ventrodorsal gradient. Note also staggered onset 
and cessation of neuronal origin for dorsal thalamus at 
caudal level (C), middle level (M), and rostra1 level (R), 
expressing a cacrdorostral gradient. Finally, note lateral posi- 
tions of first neurons in dorsal thalamus at all levels and in 
epithalamus (lateral habenular nucleus, HI, and medial 

ternal, limiting membranes of the ventricular zone, or both. 
Axon sprouting, an initial step in neuronal differentiation 
(Lyser, 1964), also occurs in these cells (Morest, personal 
communication), which resemble the spongioblasts of His 
(see above), but are indeed neuroblasts. In the optic tectum 
such primitive elements form axons, as well as dendritic 
buds, before loss of attachment. Thus, the growth of axon 
and dendrites, as well as other overt features of differentia- 
tion, is an independent variable. Furthermore, nuclear 

habenular nucleus, Hm) at middle level (inset), showing a 
lateromedial gradient. 

Gradients and massive proliferation of neuroblasts over- 
shadow nuclear differences and demonstrate developmental 
unity in dorsal thalamus. In epithalamus, persistent prolifera- 
tion (until E16) of small granule cells for Hm follows pattern 
in other brain regions and illustrates programed activity by 
the ventricular zone, which produces large neurons for H1 
earlier (until E13). Final habenular neurons differentiate 
near or at site of origin in ventricular zone of upper chamber 
of third ventricle. 

migration may not coincide with neuroblast retraction 
from the limiting membranes. In the prospective parietal 
cortex of the opossum, the nucleus migrates within the 
long ventricular cell from a position in the ventricular zone 
to one near the pia mater (vascular tunic). There, the cell 
loses attachment to the inner limiting membrane and 
"pulls up" its cytoplasm in "rope ladder" fashion. In other 
instances, Morest observed neuroblasts retracting inner 
attachments as they migrate. 



Sidman (this volume) considers other aspects of  cell dif- 
ferentiation: the fine structure of neuroblasts, development 
of  histochemical properties, and attainment and modifica- 
tion of synaptic connections. 

Cell death 

Programed cell degeneration, consistent in number, place, 
and time, is the most recently recognized (Gliicksmann, 
1951) cellular event. Neuron formation in excess was 
discussed by Hughes (1968) and by Prestige (this volume) ; 
in brief, this event is important for the shape, cell aggrega- 
tion, and connectivity of the future CNS. 
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Differentiation, Degeneration, and the 

Role of the Periphery: Quantitative Considerations 

M .  C. P R E S T I G E  

IT WAS ESTABLISHED early in the history of experimental 
embryology that the size and state of the developing central 
nervous system (CNS) are not only intrinsically determined 
but are influenced by the size and nature of the peripheral 
tissue that it innervates. The size changes in the CNS may be 
in either direction, by changes in cell number (hypoplasia/ 
hyperplasia) or by changes in cell size (atrophy/hyper- 
trophy). They may involve a variety of adjustments of the 
center to the periphery (retrograde) in some qualitative or 
quantitative way; or the reverse (orthograde, transneu- 
ronal). There is still an argument as to whether orthograde 
actions on post-junctional tissue are caused by "use" (i.e., 
impulse traffic) or by "trophic factors" (i.e., release of 
chemicals from nerve terminals regardless of impulses in the 
presynaptic terminals). The nerve cell body itself undergoes 
a characteristic response to injury, such as axotomy, which 
histologists call chromatolysis. If prolonged, this leads to 
atrophy or even cell death (degeneration). 

In the classic literature, the term "center" covers any 
nerve cell center, and "periphery" covers any tissue periph- 
eral to the central nervous system. In experiments of 
similar design, however, it has been found that the same 
concepts appear to apply for nerve cells the axons of which 
lie entirely within the central nervous system, if the term 
"periphery" is held to mean the set of postsynaptic cells for 
the system under question. Unfortunately, in this sense, 
dorsal-root ganglion cells have two peripheries, whereas 
retinal ganglion cells are "central" to lateral geniculate cells. 
Even this terminology is stretched for cells such as those 
neurosecretory axons in insects (Scharrer, 1968) in which 
the release sites are strikingly similar to the presynaptic com- 
ponent of conventional interneuronal junctions, yet are 
completely without postsynaptic cells. The problem be- 
comes urgent for cells in vitro, which can survive with only 
the medium as periphery, albeit always supplemented by 
serum or embryo extract. It may be that the terms "center" 
and "periphery" are useful in this context only as historical 
examples from a more general class of phenomena-the 

dependence of nerve cells on the environment in which 
their axons terminate. 

Other papers in this section establish the relevance of con- 
sidering neurogenesis at the cellular level, and explore the 
roles of cell division, differentiation, migration, and death. 
My task in this chapter is to consider the periphery as one of 
the key factors controlling these events, especially differenti- 
ation and death. In doing so, I stress the ways in which these 
systems are similar to other non-neural embryological con- 
texts, in the belief that the particular conditions that we 
associate with the nervous system are but modifications of 
more general cellular properties. 

The first question to be asked of the experiments that 
have been done is: "To what extent does the development 
of the nervous system display genetic pre-adaptation to the 
periphery that it will innervate, and to what extent does the 
periphery modify this subsequently?" Classically, this ques- 
tion has been approached by isolation and recombination 
experiments, usually in vivo. The second question is the one 
of mechanism; so far not much progress has been made, al- 
though I return to this topic at the end of the chapter. 

To compile a list of ways in which developing nervous 
tissue is pre-adapted would be an impossible task. One can, 
however, attempt to find what properties are present before 
the center comes into contact with the periphery; an ex- 
ample is the determination of regional differences in the 
spinal cord (Wenger, 1951). In early chick embryos, trans- 
plantation of lengths of thoracic spinal cord to the brachial 
level does not induce the later formation of the motor en- 
largement that is characteristic of the spinal cord at limb 
levels, and vice versa. This differentiation is determined 
before there is any possibility of interaction between the 
limb bud and the spinal cord. 

In this chapter, I examine the methods and evidence for 
two further examples concerning the control of cell num- 
ber-the first, one that is pre-adapted, and the second, one 
in which the extent and time relations of the center/periph- 
ery relationship can be explored quantitatively. 

Cell balance sheet 

M . c . P R E s T I c E Department of Physiology, University of Edin- To construct a complete cell balance sheet, we must 
burgh, United Kingdom examine the processes of proliferation, migration, and de- 
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generation quantitatively by doing cell counts in both 
normal and experimental situations. The effect of the 
periphery is usually inferred from the results of isolating the 
center; such an experiment gives more reproducible results 
than the more complex one of increasing the periphery. 

Ideally, evidence from cell counts should satisfy the fol- 
lowing conditions: I) consistent criteria for identification of 
cells to be counted both in position and appearance and, in 
the embryological context, also in staging; 2) reproducible 
data in absolute units; and 3) confirmation by an indepen- 
dent technique. Unfortunately, condition 1 is bedeviled by 
the considerable subjective element; condition 3 has so far 
usually proved elusive. 

Before a cell population in vivo is discussed, it is instruc- 
tive to consider the growth of a pure strain of cells in 
monolayer culture (Hahn et al., 1968). In this experiment 
(Figure I), an accumulation phase of increasing cell number, 
during which time more than 75 per cent of the cells are 
capable of dividing, is, after several generations, succeeded 

FIGURE 1 Growth of Chinese hamster cells. Cells were plated in 
replicate plastic petri dishes. Each day, cells from two (or four) 
dishes were trypsinized and counted on a Coulter counter. The 
plotted points represent averages of eight counter readings. The 
maximum cell number attained by the "fed" cultures (closed cir- 
cles) is not exceeded if the feeding rate is doubled. Open circle: 
No medium renewal. Closed circle: Medium changed day 5 and 
daily thereafter. Abscissa, time after subculture; ordinate, cell 
number. (From Hahn et al., 1968.) 

by a plateau in which the percentage of cells capable of 
division drops below 40 per cent. This plateau is not caused 
by stale medium, and seems to be the result of contact be- 
tween the cells. During the exponential phase, there is no 
cell death, but, during the plateau, about 10 per cent of the 
cells are lost daily. 

Many of these characteristics can be recognized in the 
CNS-with one important difference; nerve cells are not 
themselves capable of division. We must therefore identify 
a feeder population of cells, the ventricular zone, some cells 
of which differentiate to become nerve cells. Accumulation 
rates of the latter will depend not only on the size and 
generation time of this feeder population, but also on the 
proportion leaving to become nerve cells. It may be noted 
that the feeder population itself may be increasing or de- 
creasing in size, depending on the proportion differenti- 
ating. Control mechanisms could act either on the genera- 
tion-time parameter or on the proportion lost per cycle. 

An example from the CNS is the development of the 
lateral ventral horn cells of Xenopus, the South African 
clawed toad. These cells, which innervate the limb and 
girdle muscles, lie in four thin columns (one to each limb) 
in the ventrolateral region of the gray matter. They are 
distinct from neighboring cells, both in position and appear- 
ance. At most, theynumber about 6000 per limb and can be 
enumerated without too much tedium in serial sections. 
Degenerating cells can be identified by the presence of a 
pycnotic nucleus. Counts made of dividing cells, either by 
autoradiography or mitoses, are difficult to interpret be- 
cause there is no way of identifjring which are the divisions 
of presumptive ventral-horn cells. It should be possible, al- 
though it has not yet been attempted, to estimate rates of 
migration by using autoradiography. The usual precautions 
must be taken to avoid sampling and counting errors and 
the inevitable individual variation. 

In normal development, ventral-horn cells (Figure 2) can 
first be recognized and counted at stage 50 (Normal Table 
of Nieuwkoop and Faber, 1956; early limb bud). As do the 
cells in vitro, they accumulate up to a peak (stages 53-54, 
paddle and digit stages), and have a plateau phase, but 
thereafter, as they mature, they decline in number to about 
one quarter of the maximum (Beaudoin, 1955; Hughes, 
1961; and unpublished observations). At the time of the 
peak, the cell bodies are closely packed together, with very 
little cytoplasm. As they differentiate, they become sepa- 
rated by glia. Cell degeneration reaches a peak at the time of 
most rapid decline (Hughes, 1961). Hughes also estimated 
the time that a cell takes to degenerate and thus calculated 
the total number of cells dying during this period. He found 
it was greater than the difference between the maximum 
and final number, and concluded that further recruitment of 
cells was taking place while other cells were dying (turnover). 
There is, therefore, the surprising observation that initially 
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FIGURE 2 A. Counts of the number of living cells in the lumbar 
ventral horn of Xenopus during development. Each point repre- 
sents one side of one animal. The peak in the number of cells is at 
stages 53-54 (limb bud transforming into leg). B. Counts of the 
number of degenerating cells from the same material. They are not 
seen before the decline in living cell number and are most frequent 
at stages 54-56 (first movements of the leg). 

the nervous system produces many nerve cells that do not 
survive. 

As the tadpole develops, it also grows. This means that, in 
order to use data from animals of different stages, compar- 
able regions of the spinal cord must first be identified, and 
the effect of elongation must be allowed for. This can be 
done by using the points of entry of the dorsal roots as inter- 
nal markers. These preserve the same relative positions to 
one another once they are established. In older animals 
(after stage 53 ,  their relationship to the location of the 
motor neurons can be examined, and it can be seen that, al- 
though there may be some variation in the precise form of 
the plexus, roots 8, 9, and 10 invariably insert over the 
lumbar ventral horn; root 7 may, or root 11 may; rarely, 
both do. However, both sides of an individual are usually 
identical, and patterns in siblings are usually similar. In this 
way, using older individuals of the same batch, it is possible 
to identify the longitudinal extent of the presumptive ven- 
tral-horn regions at and before stages at which the measur- 
able extent is indeterminate. 

Using this technique, one can subdivide the column of 
ventral-horn cells into fifths, and these can be compared at 
different developmental stages, despite elongation. Figure 
3A shows some counts of living cells from two batches of 
tadpoles during the accumulation and peak phase. The 
shape and position of the peaks in the counts indicate that 
there is a rough anteroposterior gradient of maturity, as in 
many other embryonic systems. The anterior peaks are 

NUMBER I 
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8 X I I 1 

0 50 100 
CELLS/I~. TOTAL LENGTH OF V H  

0' 
POSTERIOR 50 51 52 53 5& 55 56 

FIGURE 3 A. Accumulation phase of lumbar ventral-horn cells in 
developing Xenopus. The column of cells has been divided trans- 
versely into fifths, and the number of ventral-horn cells present in 
each has been counted. Stage 50, round limb bud; stage 53, paddle; 
stage 54, digits. Each point represents one animal. Data taken from 
two batches of eggs. The counts from one batch (denoted by X) 
have been multiplied by 1.285 to match total numbers of cells. The 
counts demonstrate the characteristic heights of the peaks in each 
fifth and the occurrence of an anteroposterior gradient in maturity. 
B. Profiles of the distribution of ventral-horn cells along the longi- 
tudinal axis during the period covered by the data of A, plotted on 
a scale that removes the effect of elongation caused by growth. At 
stage 54, it can be seen that cells are being lost in the anterior half 
while still being gained posteriorly (positional turnover). 

much flatter and the accumulation rates lower than the 
posterior ones. The maximum heights of the peaks vary, 
not according to any simple relation. Table I shows that this 
relative abundance of cells remains the same after meta- 
morphosis. 

The same data can be represented visually by plotting the 
distribution of cells against the total length of the ventral 
horn after compensating for elongation. Figure 3B shows 
that these profiles change in shape between stages 53 and 54, 
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at which time the anterior portion of the ventral-horn 
column is decreasing in cell number while the posterior is 
still increasing. Considering the whole ventral horn without 
subdivision, this would appear as a population in turnover. 

To test whether these early temporal relationships are 
preserved, one can investigate the further development by 
using the number of degenerating cells in each fifth as an 
indicator. In each (columns in Table 11), the number of 
degenerating cells rises to a peak and then declines again, 
just as it does in counts of the whole ventral horn. Each 
fifth having a characteristic size relative to its fellows, the 
counts in each fifth have been expressed relative to the final 
number of cells that remain (row 3 of Table I). These trans- 
formed data are shown in Table 111 to give an index of the 
number of degenerating cells, seen at one time, per cell that 
finally matures, and enables comparison of the different- 
sized populations. 

It is apparent from these Tables that the anteroposterior 
gradient of maturity that was present earlier is no longer 
absolute. The degenerating cell indexes agree with the 
primacy of the anterior two-fifths at the start, but the peak 
of degeneration in the anterior fifth is later than in fifth 2,3, 
and 4, indicating slower development, which continues 
until at metamorphosis (stages 61-64) the anterior fifth is 
only as advanced as the most posterior portion. 

These observations can be summarized as follows: 
1. There is a characteristic relative abundance of cells at 

any level along the anteroposterior axis. This is conserved 
from the peak onward. 

2. There is anteroposterior asynchrony of initial develop- 
ment, such that the anterior end starts first. 

3. The anterior fifth develops more slowly than do the 
posterior four fifths. 

It may be that this third observation reflects the markedly 
smaller number of cells, perhaps by exerting a decreased co- 
operative action. A similar relationship between the size of a 
population of developing nerve cells and its rate of growth 
in vivo can be found in dorsal-root ganglia. In Xenopus, 
ganglion 10 is more mature, larger at all times, and de- 
velops faster than ganglion 9. The same is even more true in 
a comparison of ganglia 10 and 8. An inverse relationship 
between cell number and their nutritional requirements in 
vitro is familiar in cell biology (e.g., Eagle and Levintow, 
1965). 

So too is the occurrence of an anteroposterior gradient 
in the development of the ventral horn. Hughes (1968) 
discussed this more fully, with its possible significance. It is a 
concept relevant to this chapter because, in the adult anuran, 
there is an approximate somatotopic relationship between 
the nerve cells along the anteroposterior axis of the ventral 
horn and the muscles of the limbs in the proximodistal axis; 
correspondingly, histogenesis and function in the limb 

progress proximodistally. These gradients are initially set up 
independently, for they also are found if isolated from one 
another; they are examples of pre-adaptation. 

The characteristic relative abundance of cells along the 
anteroposterior axis provides a clue toward the solving of 
an old problem, that of what determines the size of a motor 
unit. At the most naive level, this will be determined in part 
by the number of motor neurons available for the muscle. 
The data presented show that the relative abundance of cells 
is set up largely, and perhaps totally, before any interaction. 

Two types ofturnover and asynchrony 

It appears that we should distinguish two types of turnover 
and two types of asynchrony. Positional asynchrony arises 
when separate parts of a cell population differentiate at dis- 
similar times or rates. Local asynchrony occurs when closely 
neighboring cells differ. Similarly, positional turnover can 
take place when one part of a tissue is gaining and another 
part is losing cells; this can be contrasted with local turn- 
over. 

It is important, therefore, not only to study a cell popula- 
tion as a whole, but also to examine its geometry. The 
ventral horn consists of a long, thin column that lies parallel 
to its feeder population. Metabolic interaction might be 
expected to be more complete transversely than longitu- 
dinally. The effectively interacting population would there- 
fore be small; the accumulation phase can be short, and the 
cells can possess a high degree of local synchrony. A dorsal 
root ganglion, however, develops as a compact mass, in 
which there is every opportunity for interaction among any 
of the differentiated or dividing cells. The effectively inter- 
acting population is, therefore, probably large; the ac- 
cumulation phase is much longer than that of the ventral 
horn (Prestige, 1965), and the cells do possess poor local 
synchrony. 

In contrast, retinal cells lie in a thin plate that is surround- 
ed at the rim by the feeder cells. Interaction between cells 
remote from one another must be difficult, so that they 
might possess only local synchrony without much posi- 
tional synchrony. 

Efect c$periphery on cell balance sheet 

The ventral horn of Xenopus will continue to be used to il- 
lustrate these effects, although many of the results have been 
reported by earlier workers (notably Hamburger, Barron, 
Perri, Kollros, and Hughes) on other animals and in differ- 
ent parts of the nervous system. Typically, the experiments 
consist of removal of the hind leg on one side of each of a 
batch of similar larvae, and observation of the subsequent 
development of the lumbar ventral-horn cells. The opposite 



Relative Abundance $Living Nerve Cells Along the 
Length ofthe Lumbar Ventral Horn During Development 

Anterior A Posterior 

% number in each 12 18 23 25 22 
fifth at peak count 11 15 22 28 24 

(2 series) 

% number in each 
fifth after 
metamorphosis 11.5 f 1.05 18.5 + 0.55 21.3 f 0.92 27.2 F 0.88 21.5 f 1.38 
(mean + sa. of 
7 individuals) 

Number in each 
fifth after 

metamorphosis 170 272 315 400 310 
(mean of 7 

individuals) 

Distribution $Degenerating Cells Along the 
Lumbar Ventral Horn During Development 

Mean number of degenerating cells in each fifth Number 
Stage Total of 

Anterior Posterior individuals 

Relative Indices of the Rate of Cell Degeneration 
Along the Lumbar Ventral Horn During Development 

Relative index for each fifth and stage = 

Mean number of degenerating cells seen x 100 
Mean number of living cells present after metamorphosis 

Stage Anterior A -------+ Posterior 
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side of the tadpole is not affected and can be used as a con- 
trol. By doing this operation in different experiments on 
batches reared to different stages, one can follow the inter- 
action of limb and spinal cord closely. 

Ventral-horn cells react in one of three characteristic ways 
to this operation; the reaction depends mostly on the stage 
of the animal, but also on the cell's location in the antero- 
posterior axis. 

Phase Icells. Small cells, with only a thin rim of cytoplasm. 
These are unaffected by amputation until the animal de- 
velops to the stage at which they become Phase II. 

Phase I I  cells. Small, bipolar cells with a little basophilic 
cytoplasm. They disappear within two to three days after 
amputation, accompanied by excess pycnotic nuclei. 

Phase IIlcells. Larger cells, with well-developed basophilic 
cytoplasm. All these cells probably have an axon in the 
ventral roots that is easily stained with silver. After limb 
amputation, these cells die only after a period that may ex- 
tend for weeks or months; meanwhile, they undergo chro- 
matolysis. 

I shall now summarize the evidence. The amputation 
counts are presented diagramati~all~ in Figure 4. For the 
purpose, a linear correction has been made for necessarily 
incomplete amputations. If the hind limb is removed at any 
time before stage 53 (paddle), there is no effect until stage 53 
(Hughes and Tschumi, 1958). Then the cells apparently be- 
come sensitive to the absence of the leg and die off rapidly in 
the following stages. If the animal is prevented by hypo- 
physectomy from achieving stage 53, the cells survive indef- 
initely (Race, 1961). Amputation at stages 53-56 causes im- 
mediate cell loss. At stage 57 (forelimb emergence) amputa- 
tion causes only a small immediate cell loss, or none, but it 
stops the decline in cell number and the associated degenera- 
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FIGURE 4 Composite diagram of the effects of amputation at 
differing stages on the subsequent development of the ventral horn. 
Dashed line, number of cells in normal development; continuous 
lines, number of cells remaining after amputation at the time of the 
filled circle. Data corrected for incomplete amputation. Note 
change of time scale. The data show that cells are lost after amputa- 
tion either early (Phase 11) or late (Phase III) or both. 

tion, thus causing an apparent excess of cells over the control 
side. After a month or so, these cells then all die. At stage 61 
(climax), the pattern is similar, and the cells take even longer 
to die. In two-month juveniles, decline of cell number has 
ceased on both sides at the time of the operation; cell death 
is delayed four to seven months. Between stages 55 and 56, 
cell loss follows amputation in two waves (Hughes, 1961): 
one early (which is comparable with that after amputation 
at stages 53-54) and one late (comparable with that after 
operations at stage 57 onward). This late loss seen after am- 
putation at stages 55-56 onward must be the result of a de- 
layed reaction; for if the cells had been dying because the 
general development of the animal had caused them to 
acquire acute sensitivity to the absence of the leg, then am- 
putation at that later stage would have led to immediate 
cell loss. This did not happen. On the contrary, cell loss was 
then even more delayed. Therefore, the dying cells are 
showing a delayed reaction, rather than delayed sensitivity, 
a situation in contrast to amputation before stage 53. 

It seems that these three ways of reacting to amputation 
are phases through which each ventral-horn cell must pass. 
One can make estimates of the number of cells showing any 
one type of reaction for each stage, and the sum of these 
curves is similar to the curve of the total number of cells that 
are normally within the ventral horn at the same stage 
(Prestige, 1967). 

Amputation, however, is an unphysiological injury, and 
it could be asked if these results are not merely a nonspecific 
reflection of that. Evidence that cells die on leaving Phase I 
ifnervous connection is not made with the limb can be ob- 
tained without any trauma to the nerve cells themselves (as 
in the 1958 slit experiment by Hughes and Tschumi). For 
Phase III cells, both the possibility of h~perplasia (changes 
opposite in sign to those seen after a decrease in the periph- 
ery can be induced by an increase) and the prolonged period 
between operation and cell death make it difficult to impli- 
cate trauma as the cause of hypoplasia. It is also difficulE to 
see how trauma can reduce the rate of degeneration, as after 
amputation at stages 57 to 61. The possibility that cells de- 
velop directly from Phase I to Phase III, and that the reac- 
tion characteristic of Phase 11 is the result of trauma that 
causes degeneration in some or all of a homogeneous popu- 
lation of Phase 111 cells, is difficult to disprove. But the fact 
that Phase I cells do enter a period of acute dependence on 
contact with the leg suggests that this period could be the 
Phase I1 as defined in the acute experiments. Meanwhile, the 
populations are at least operationally distinct. 

Race's (1961) observation that early hypophysectomy pre- 
vents cell death in the ventral horn despite amputation indi- 
cates that an endocrine action on the nerve cells must pre- 
cede any interaction with or induction by the leg. It also 
suggests that the stimulus for Phase I cells to differentiate to 
Phase 11 is endocrine in nature. It cannot be caused by the leg 



itself, for cells will die at this stage if they have been previ- 
ously prevented physically from innervating the leg by a 
slit barrier (Hughes and Tschumi, 1958). Phase I1 cells must 
thereafter have some contact with the leg, although it might 
not be necessary for each to have an axon if the cells are in 
metabolic cooperation. The transition from Phase I1 to 
Phase 111 must be at least partially controlled by the leg, and 
even in Phase 111 cells retain a dependence, although a dim'n- 
ishing one, on continued contact. The fact that the normal 
decline in cell number is arrested by amputation at stages 57 
and 61 suggests that the stimulus for further differentiation 
in Phase 111, with its associated cell loss, also comes from the 
peripheral tissue. 

Phase I cells themselves are not simply undifferentiated 
cells but are already determined in their future course of de- 
velopment. They differ in position and morphology from 
other cells of the intermediate zone; they are incapable of 
mitosis. There must be a primary transition of ventricular 
cells to Phase I. 

This formulation has one defect as a working hypothesis. 
Using Rana pipiens, Beaudoin (1955) and Race (1961) have 
reported that ablation of the early limb bud, although not 
affecting the initial assembly of cells, delayed the decline in 
cel number that normally accompanies differentiation. This \ latter observation is not predicted by the hypothesis. One 
possibility is that there may be peripheral control of the rate 
of cell migration into the ventral horn (the primary transi- 
tion). The process might be similar to that suggested by 
Barron (1946, 1948). This topic is discussed more fully in a 
closery reasoned review by Kollros (1968). 

It remains to ask which cells degenerate in the course of 
normal development. The most plausible answer is that, at 
first, they represent Phase 11 cells that have failed to make, or 
have lost, contact with the leg. Later, Phase 111 cells must 
also be dying. The evidence for this view is presented else- 
where (Prestige, 1967). Unfortunately, no attempt has yet 
been made to count myelinated and unmyelinated nerve 
fibers at each stage, so it is not yet known if functional con- 
tacts are made and withdrawn when cells die. 

Signijicance ofcell degeneration 

We owe to Glucksmann (1951) the recognition that cell 
death is a common feature of embryonic tissues. Cell death 
also occurs in culture and in many adult tissues along with 
continuous replacement. In this respect, the adult nervous 
system is atypical in that its cells are not replaced. 

Glucksmann distinguished between morphogenetic and 
histogenetic degeneration, the former leading to changes in 
shape or structure of organs and the latter associated with 
the differentiation of cells within tissues. The formation of 
discrete ventral horns by the loss of cells at nonlirnb levels in 
the developing chick (Levi-Montalcini, 1950) and mouse 

(Harris, 1965) is an example of morphogenetic degenera- 
tion. These distinctions that arise between levels of the cord 
are, however, independent of the periphery (Wenger, 1951 ; 
Straznicky, 1963; SzCkely, 1963). The decline in cell num- 
ber'in anurans is related only to hist~~enesis and is pro- 
foundly modifiable by the periphery. 

Gliicksmann suggested that histogenetic degeneration 
represents one side of a balance mechanism that controls the 
size of the population. Cell death thus acts as a damper on 
excess production. The concept implies that a threshold 
number of cells is exceeded. Earlier, Hamburger and Levi- 
Montalcini (1949) had suggested that this mechanism was 
operative in trunk dorsal-root ganglia of the chick embryo 
and that the periphery was setting the threshold. It appears 
that this redundancy hypothesis obtains also in the ventral 
horn of Xenopus. 

It should be pointed out that this hypothesis implies that 
the rate of degeneration can either be altered by a change in 
the rate of cell production or by a change in threshold ; these 
could be independently manipulated. 

Is there any other advantage to the animal? Because as 
cells mature they become less dependent on the limb, any 
loss of cells will be taking place among the most junior. Cells 
with large, stable, peripheral fields will be selected for. 
Hughes (1968) has suggested that selection and rejection 
may be even more precise, down to the level of specific 
nerve/muscle contacts. A third possibility is that differentia- 
tion of mature nerve cells requires the death of others or that 
the larval neuromotor system requires more cells than does 
the adult (smaller peripheral fields). 

Retrograde transfer ofinfornzation 

These experiments reveal some of the phenomena of periph- 
eral control of cell populations in the CNS. The nature of 
the information passed from leg to ventral-horn cell remains 
unclear. I have suggested elsewhere (Prestige, 1967) that it 
takes place retrogradely along motor axons and is probably 
chemical. Two steps may be involved: (1) a nerve/periph- 
era1 tissue recognition factor, and (2) an axonal information 
transfer system. To  call the former Maintenance Factor does 
little moie than state that, in its absence, the nerve cell even- 
tually dies. Unless the converse is also true, such a statement 
is of little interest. The evidence from hyperplasia would be 
striking corroboration if it were more repeatable. The liter- 
ature on retrograde motor hyperplasia, however, is not 
unanimous (May, 1933; Detwiler, 1933; Hamburger, 1939; 
Bueker, 1945; Perri, 1957; Hughes, 1962). The disagree- 
ment is, perhaps, the result of differing techniques. 

Since the demonstration by Weiss and Hiscoe (1948) that 
material passes in bulk down the axon, much work has been 
done on the nature and significance of this process. The ret- 
rograde transfer, however, has not attracted so much atten- 
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tion. That such a process does occur can be inferred from the 
following evidence : 

1) Removal of the field to be innervated prior to the ar- 
rival of the developing nerve fibers causes the death of the 
presynaptic cells at the time when connection would nor- 
mally have taken place, both in the peripheral (e.g., Ham- 
burger, 1934) and in the central nervous system (e.g., Hark- 
mark, 1956). This takes place without trauma to the pre- 
synaptic cells. 

2) The characteristic maturation of motor-nerve fibers in 
postnatal life depends completely on the successful establish- 
ment of neuromuscular connections (Evans and Vizoso, 
1951). 

3) After section of a muscle nerve in adults, later reinner- 
vation of the muscles can, to some extent, reverse the effects 
of the lesion on the injured nerve cell (e.g., Weiss et al., 
1945 ; Aitken et al., 1947). 

4) It is possible to produce hyperplasia or hypertrophy of 
nerve centers by permitting them, in suitable circumstances, 
to innervate an abnormally large periphery (e.g ., Bueker, 
1945). This also takes place without trauma to the nerve cells. 

5) Changes in the condition of a muscle can lead to meta- 
bolic responses in the motor neurons. Watson (1969b) im- 
planted the hypoglossal nerve into the sternomastoid mLscle, 
and 70 days later cut the normal innervation (spinal acces- 
sory nerve). Hypoglossal motor neurons on that side re- 
acted by an increased RNA synthesis. This also takes place 
without further trauma to thecells. 

In cases 1,3, and 5, it is possible to exclude the possibility 
that the necessary information is carried by afferent nerve 
fibers. 

It is also known that labeled metabolites injected into 
muscle can be carried centripetally along the muscle nerve, 
both in vitro (Kerkut et al., 1967) and in vivo (Watson, 
1968b). 

Experiments of these types demonstrate that information 
is passed from axon tip to nerve-cell body, and that chemi- 
cal substances also do so. They do not, however, imply that 
there is necessarily a separate mechanism or species of mes- 
senger for each message to be transferred. The coding and 
decoding specificities may conceivably arise from the speci- 
ficity of the attachment site; in an analogous manner, the 
nerve impulse does not carry any idiosyncratic information. 

Epithelio-mesenchymal interactions 

Motor neurons are representatives of the basal layer of cells 
in the stratified epithelium of the neural ectoderm, in that 
their axon tips are in contact with the basal lamina. All nerve 
cells have retained some epithelial characteristics in being 
polarized and in their relationships with neighboring cells. 
But in three respects the neuromuscularjunction is not typi- 
cal of central synapses, because 1) the former is between un- 

like tissues of different germ layer origin, 2) the gap is much 
wider, and 3) the space has a thickened basement lamina 
within it. 

Interactions between tissues of different origin have been 
extensively investigated in recent years by in vitro separa- 
tion and recombination techniques. These inductions (re- 
view by Grobstein, 1967) can even take place across a filter 
into which cell processes may penetrate partly, but close or 
tight contacts are not made. It seems that extracellular ma- 
terials ~roduced by the inducing tissue may stabilize the dif- 
ferentiation of the reacting tissue (Hay, 1968). Dodson 
(1967), for example, showed that epidermis, which nor- 
mally requires dermis for successful differentiation, could be . - 
grown on collagen gels, as a substitute for the collagenous 
basement lamina. 

Interactions of this kind typically show a strong temporal 
pattern. For instance, whereas presumptive pancreatic endo- 
derm will not differentiate in culture before the six-somite 
stage in the mouse embryo, it will subsequently, provided it 
is in contact with its mesoderm (Wessells and Cohen, 1967). 
Moreover, after the 30-somite stage, the pancreas rudiment 
can be grown on embryo extract without any mesoderm. 

Inductions of epithelium by mesenchyme have different 
degrees of specificity. For example, thyroid epithelium from 
16-day chick embryo was recombined, after disaggrega- 
tion, with mesoderm from mesentery, ventricle, perichon- 
drium, or its own thyroid capsule. Only with the last did 
normal lobules develop and the cells cytodifferentiate nor- 
mally (Hilfer et al., 1967). On the other hand, pancreatic 
endoderm is much less demanding; it will differentiate suc- 
cessfully with any mesoderm so far tested (Golosow and 
Grobstein, 1962). 

In these three respects, I view the amputation experiments 
as in vivo separations of neural ectoderm from homologous 
mesoderm. Interactions normally must take place at or 
across a wide junctional cleft filled with characteristic extra- 
cellular material; they show marked temporal constraints; 
and they possess specificity functions which vary from non- 
specific (Weiss and Hoag, 1946; Guth, 1962) to highly spe- 
cific selective reinnervation (Mark, 1965 ; Sperry and Arora, 
1965) of muscles. The only radical recombination experi- 
ments with heterologous mesoderm are those of Bueker 
(1948), which led to the discovery of Nerve Growth Factor. 
However, Stramicky (1963) showed that homografted 
brachial spinal cord of the chick, if made to innervate a leg, 
differentiated normally and moved the leg as if it were a 
wing, suggesting that the information required for spinal 
cord from limb mesoderm is common to both wing and leg. 

Peripheral influences on cellular metabolism 

It is desirable that concepts discussed here be translated into 
biochemical terms. Techniques are now available for quan- 
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titative analysis at the cellular level. As a result, we  can now 
assess the significance of the "chromatolysis" that follows 
section of or injury to the axon. Changes in total nucleic 
acid and protein content have been measured in single re- 
generating nerve cells (Brattgird et al., 1957), and recently 
Watson (1968a) has measured rates of ribosomal R N A  syn- 
thesis after nerve section in hypoglossal motoneurons. He 
found that this increases markedly at one to five days (de- 
pending on the amount of axon remaining), reaches a peak, 
and falls again to or below control level at three weeks. He  
showed that these changes cannot primarily be the result of - 
loss of contact with muscle, because a similar response oc- 
curs after a second injury, when reinnervation has been pre- 
vented. Similarly, the drop in RNA synthesis after the peak 
cannot be due to  reinnervation, because it still takes place 
when reinnervation is delayed. The cycle is triggered by the 
injury, rather than driven by loss of muscle contact. This 
form of chromatolysis, then, is not an example of inter- 
rupted peripheral induction. 

In another study, using botulinum toxin, Watson (1969a) 
found a different reaction. The lesion in this case was at the 
site of nerve/muscle interaction without loss of axoplasm 
(Ambache, 1949; Burgen et al., 1949; Brooks, 1956). 
Changes in R N A  synthesis and membrane characteristics 
occur in parallel both in nerve cell and in muscle fiber. It is 
noteworthy that the changes that occur as a result of failure 
of nerve/muscle interaction are similar to the changes ob- 
served in cells in vitro on the release of contact inhibition. 
Thus it is tempting to speculate that some of the develop- 
mentally significant changes that take place when nerve 
fiber reaches muscle should be regarded as examples of con- 
tact inhibition. 
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9 In Vitro Study of  evel lop in^ Neural Tissue 

and Cells: Past and Prospective Contributions 

SILVIO S. V A R O N  

THE NEURAL TISSUE is extremely complex. Not only does it 
contain a far greater number of cell types than any other 
tissue, but the intercellular relationships that permit it to 
function as an integrated society must be of a highly critical 
and specific order. So, too, must be the dynamic processes 
that underlie the formation of even the simplest neural net- 
work capable of an elementary "behavioral" task. This fun- 
damental complexity of neural tissue is also the greatest ob- 
stacle to its experimental analysis. One way to reduce it is to 
abstract a portion of neural tissue and study it in isolation 
under conditions in which it can be kept alive and function- 
ing, in other words to establish a neural culture. 

A neural culture would have a number of advantages. 
Cellular interactions would be restricted to those taking 
place within the cultured population, and the complex, usu- 
ally obscure, influences of a living organism would be re- 
placed by those of a limited environment (substrate and me- 
dium). Selected agents (hormones, drugs, ions) could be 
applied through the culture medium without concern as to 
whether, or to what extent, the agent is allowed to reach the 
tissue or whether its effects may have been mediated through 
some other tissue. Cells in the living stage would be directly 
accessible to visual observation and recording (e.g., phase 
contrast microphotography or time-lapse cinematography) 
and to electrophysiological and biochemical investigations. 
Finally, correlations pertaining to the same cells would be- 
come possible among the data obtained by different tech- 
niques, including the ultimate analysis of the fixed prepara- 
tion by staining, autoradiographic, and electron-micro- 
scopic methods. On the other hand, a number of potential 
liabilities have raised great criticisms and generated even 
greater frustrations. One is the concept that cells, transferred 
from their natural habitat to the artificial environment of 
the culture, may permanently lose their specialized traits 
(dedifferentiation) or fail to proceed in their normal differ- 
entiation (arrested development). A related problem is the 
difficulty encountered in selecting or establishing adequate 
parameters to assess the conditions of a culture at both cellu- 
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lar and supracellular levels. Finally, great variability may be 
expected from replicate cultures, reflecting biological varia- 
tions in the source tissue, uncontrolled differences in the 
damage inflicted to it while establishing the cultures, and 
the general lack of adequate knowledge about its require- 
ments and susceptibilities in culture. 

Advantages and liabilities apply differently to tissue cul- 
tures and to cell cultures. A tissue (or explant) culture is set up 
by explanting in vitro a fragment of an organ or a tissue 
small enough to presumably allow adequate exchanges with 
the medium. The explant retains, at least initially, the origi- 
nal organotypic relationship among its component cells, but 
the individual cells within it cannot be directly visualized 
and selectively approached until some degree of resolution 
of the explanted mass is attained in culture. A cell culture, on 
the other hand, is started by seeding in vitro a cell suspension 
obtained by dissociation of the source tissue. This dissocia- 
tion, whether achieved by mechanical, chemical, or enzy- 
matic means, disrupts the original organization of the tissue 
and the numerical balance among its various cell types and 
also modifies the morphology and the state of the individual 
cells. It does, however, provide for an immediate visualiza- 
tion of, and direct access to, each element of the culture. 
Moreover, the cultured cells reorganize themselves into 
some "histiotypic" patterns that might mimic, or substitute 
for, the original "organotypic" relationships. In so doing, 
they could offer clues to normal histogenetic processes and 
to possible dependencies of certain cellular properties on 
specific social interactions. In cultures of both types, the 
cellular material is held in a semisolid medium, most com- 
monly a plasma clot, or adheres to a solid surface, usually a 
collagen-coated coverslip. The physical and chemical nature 
of the substrate and the mode by which the cultured ma- 
terial is anchored are important in terms of both the accessi- 
bility and the behavior of the cells; this is particularly rele- 
vant in the case of dissociated cell cultures. 

Defined media (balanced salt solutions enriched with glu- 
cose, amino acids, vitamins, and antibiotics) fail to support 
neural cultures unless supplemented by more complex, and 
much less defined, biological fluids, such as various fetal or 
adult sera, embryonic extracts, ascitic fluids, and so on. The 
role of these supplements may be to provide not only greater 



nutritional support but also some specific agents necessary 
to the survival, differentiation or proliferation, or both, of 
the cultured cells. One classical example of such agents is the 
Nerve Growth Factor (NGF). NGF is a fascinating protein, 
or group of proteins, which specifically promotes growth 
and differentiation of peripheral sensory and sympathetic 
ganglia. Its sources, molecular properties, and biological 
activities have been amply reviewed in recent times (Levi- 
Montalcini, 1966; Levi-Montalcini and Angeletti, 1968; 
Shooter and Varon, 1970; Shooter, this volume). Through 
tissue-culture techniques NGF was demonstrated to act di- 
rectly on the ganglionic targets and the only available assay 
O ~ N G F  activity has been provided. 

Sixty-three years have passed since the first successful at- 
tempts to culture neural tissue in vitro (Harrison, 1907). 
With only a few, but impressive, exceptions, efforts to take 
advantage of the features specifically provided by the new 
approach were deferred in favor of attempts to achieve con- 
ditions under which the cultured neural tissue would mimic, 
at least morphologically, its normal counterpart. It took 
more than 50 years to obtain such a demonstration for ex- 
plant cultures and, thus, to destroy the myth of an unavoid- 
able dedifferentiation of neural tissue in vitro. Neural cell 
cultures, on the other hand, have begun to receive some 
serious interest only in the past 10 years. Much of the explant 
culture work has been covered recently (Murray, 1965; 
Crain, 1966). In the present review, cell-culture studies are 
examined in some detail against the background of our 
knowledge of explant cultures, with respect first to periph- 
eral and then to central neural tissues. 

Peripheral neural tissue 

The peripheral neural tissue most extensively studied in both 
explant and cell cultures is the spinal sensory ganglion (dor- 
sal-root ganglion). Its cellular composition is relatively sim- 
~ l e .  There are two populations of neurons, differing in size, 
intraganglionic distribution, developmental time course, 
and functional connections (Hamburger and Levi-Montal- 
cini, 1949) ; only one population (the smaller, mediodorsally 
situated nerve cells) is reported to be affected by NGF, and 
its responsiveness is confined to a relatively short period of 
its embryonic life (in the chick, between six and 14 days in 
ovo). Capsule cells make up the periganglionic capsule and 
intraganglionic septs, are assumed to be of mesenchymal 
origin, and, in culture, are variably called fibroblasts, fibro- 
cytes, or connective cells. The term satellite cells is used ge- 
nerically to cover nonneuronal intraganglionic elements of 
presumed neural-crest derivation ; they comprise cells closely 
apposed to ganglionic neurons, or pericytes, and cells less 
specifically situated in the interneuronal spaces. Schwann 
cells, also assumed to be neural crest derivatives and possibly 
a specialized version of satellite cells, are found in specific 

association with nerve fibers and are responsible for their 
myelination; in cultures, the term "spindle cells" often de- 
scribes both fibroblast and Schwann cells, in view of their 
similarly elongated shape. 

EXPLANT CULTURES Gross examination of these cultures 
shows an early (10 to 15 hours) and progressive migration of 
spindle cells, but not of neurons, out of the explant, a slightly 
delayed (24 hours and onward) radial outgrowth of wavy 
and branching nerve fibers from the periphery of the ex- 
plant, and a progressive degeneration (over the first week) 
of a number of neurons within the explant. As a result of 
spindle-cell migration and neuronal degeneration, the ex- 
plant becomes progressively thinner; by the end of one 
week, cells within it can be visualized and cellular develop- 
ments examined in detail over the next several weeks. 

At the end of week 1, the soma of surviving neurons ex- 
hibits a "chromatolytic" pattern (nucleus situated eccentri- 
cally, basophilic material homogenous and confined to the 
periphery of the cell), which is typical of neurons subjected 
to anatomic or functional lesions. The following weeks show 
gradual enlargement of the somata, centralization of the 
nuclei, formation and centripetal dissemination of basophilic 
masses ("flakes") until Nissl patterns characteristic of mature 
neurons are achieved. Pericytes are tightly associated with 
the maturing perikarya. This cytotypic maturation does not 
proceed synchronously in all the surviving neurons; by the 
end of week 2 most of them are at some intermediate stage 
and by week 4 some mature neurons are present. Also by the 
end of week 1, axons cease to elongate and begin to get 
thicker. Schwann cells aligned along the nerve fibers become 
more firmly adherent and finally envelop them. A continu- 
ous fibrous capsule is formed around the neuronal soma 
with its attached pericytes (second to third week) and gradu- 
ally extends distad into a sheath surrounding the axon with 
its adhering Schwann cells. As this organotypic maturation 
proceeds (weeks 3 and 4), myelin begins to appear in seg- 
ments related to individual Schwann cells. The fine analysis 
of this orderly sequence of events in explant culture; of 
chick-embryo sensory ganglia (Peterson and Murray, 1960), 
later confirmed in detail with fetal rat ganglia (Bunge et al., 
1967b), has led to the suggestion that both cytotypic and 
organotypic maturations depend on the interaction among 
different ganglionic elements, with specified relative posi- 
tions and obligatory developmental steps. 

The composition of the medium is also critical. Successful 
maturation was demonstrated in media heavily supple- 
mented with chick-embryo extract. Additional supplemen- 
tation with ultrafiltrate of human placental serum and bo- 
vine serum improved the longevity of cultures but did not 
appear essential to their maturation. On the other hand, 
totally unsupplemented medium allowed the survival of 
some neurons for only up to three weeks, with apparently 



normal fiber outgrowth and relatively advanced soma mat- 
uration, but no formation of fibrous capsule and sheath or of 
myelin. Addition of NGF to an otherwise unsupplemented 
medium produces characteristic, dosedependent changes of 
the early behavior of the explant. Spindle-cell migration is 
inhibited until after two days in vitro. Fiber outgrowth is 
prominent by as early as 12 hours, and by 24 hours a dense 
halo of radially outgrowing, straight, and profusely branch- 
ing fibers is established; it is the extent of this fiber halo that 
is used as the basis of current NGF bioassays. Finally, exten- 
sive degeneration of neurons within the explant has not been 
observed up to three days. No detailed, long-term study has 
yet been reported for these cultures, so that information on 
their cytotypic and organotypic maturation in vitro is still 
missing. Another, very intriguing, example of the influence 
of environmental agents on the evolution of neural cultures 
has been reported recently (Murray and Benitez, 1968). In- 
corporation of up to 25 per cent of heavy water (DzO) in a 
supplemented medium markedly enhanced growth and 
proliferation of supportive cells and accelerated the growth 
and maturation of neuronal elements. The effects of DzO, 
studied in detail with cultures of sympathetic ganglia (the 
other target tissue of NGF), have been also observed with 
sensory ganglia, hypothalamus, cerebellum, and cerebral 
cortex explants. 

The demonstration of an adequate morphological matu- 
ration of sensory ganglia in explant cultures (Peterson and 
Murray, 1960) has been followed by the demonstration of 
the functional competence of their neurons (Crain, 1965). 
Resting potentials (-40 to -65 millivolts) and injury dis- 
charges, but no spontaneous activity, were recorded. Elec- 
trical stimulation elicited characteristic action potentials 
with spikes of 50 to 95 millivolts in amplitude and two to 
five milliseconds in duration, followed by a long hyperpo- 
larization phase. Slow-rising prepotentials and subthreshold 
local responses were also observed. The bioelectric activity 
could be detected as early as seven days and as late as seven 
weeks in culture, lasted for up to two minutes and was often 
rather complex, apparently involving direct soma stimula- 
tion, or indirect soma activation by neurite-propagated 
spikes, or both. Many characters of the responses were com- 
parable with those reported for various types of neurons in 
situ or shortly after isolation. Considerable difficulties were 
encountered in the direct visualization and the penetration 
of the cells because of relatively tough layers covering the 
entire culture and fibrous sheaths surrounding the individual 
neurons. 

DISSOCIATED CELL CULTURES The pioneer work (Nakai, 
1956) was carried out with eight- to 12-day sensory ganglia 
of chick embryo, dissociated enzymatically and cultured in 
a plasma clot and medium supplemented with chick-em- 
bryo extract and human placental serum. Time-lapse cine- 

matography was used extensively for studying the cultures. 
The dissociated neurons were rounded and generally free of 
pericytes. Within 12 hours, surviving neurons began to 
show multiple cytoplasmic outpushings, most of which 
were rapidly withdrawn while one or more developed into 
growing processes; later, neurites frequently subdivided 
into two main branches, sprouted out a number of processes 
in a whiplike fashion, or sent recurrent collaterals back to 
the soma or the neuritic stem of origin. The neurons showed 
no mobility and only occasional passive displacements. Their 
somata exhibited typical chromatolytic patterns, with no 
signs of cytotypic maturation within the life span of the cul- 
ture (up to 19 days). Fibrocytes were large, spindle-shaped, 
and highly mobile, and they often migrated across nerve 
fibers. Schwann cells, recognizable by their persistent and 
extreme slenderness, had rapid, ripple-like movements when 
isolated; they tended to align themselves permanently in 
series on the neurites, along which they exhibited only 
snail-like sliding excursions. No satellite cells were de- 
scribed in these cultures. 

Earlier studies of the fiber outgrowth of explant cultures 
had suggested (Weiss, 1934) that growing fibers orient 
themselves along ultrastructural patterns in the colloidal 
substrate of the culture, and that such patterns are them- 
selves influenced by the activity of the cultured cells (dehy- 
dration, proteolysis, and so on). Local changes in the liquid- 
ity of the substrate induce fasciculation, that is, the formation 
of bundles or plexuses, or both, among different nerve fibers, 
a phenomenon that mimics organotypic relationships among 
nerve processes in vivo. Extensive pinocytotic and other 
membrane activities had been described in the advancing 
tip, orgrowth cone, of growing fibers (Lumsden, 1951). With 
the new system of dissociated cell cultures, these studies 
were carried out in considerably greater detail (Nakai and 
Kawasaki, 1959; Nakai, 1960). Growth cones continually 
sprouted a number of thin "filopodia" feeling out the im- 
mediate surroundings, some retracting, others expanding 
into a new growth cone. This process of filopodial "palpa- 
tion" was particularly evident whenever a growth cone ap- 
proached within 20 p of an obstacle. Filopodial contacts be- 
came consolidated into persisting connections with some 
obstacles (Schwann cells, own soma, or neuritic stem) but 
not with others (fibroblasts, macrophages), suggesting that 
selective adhesiveness may play a role in the interaction of 
nerve fibers with other cells or cellular structures (Nakajima, 
1965). Fasciculation among fibers from different neurons, 
although favored by less-solid substrate gels, actually re- 
sulted from an active process of filopodial association be- 
tween two growth cones, or a growth cone and a fiber stem, 
or even two fiber stems. Fasciculation was transitory, in that 
bundles would resolve again, or fan out into plexuses, or re- 
distribute their component fibers into new fascicular pat- 
terns. 



An important progress in the technique of dissociated cell 
cultures came with the replacement of the plasma clot with 
a collagen surface. The resulting. cultures exhibited nerve- 
fiber growth, Schwann cell alignment, and fasciculation en- 
tirely comparable with those of the previous system; the 
monolayered, rather than threedimensional, distribution of 
their cells was, however, considerably more suitable for 
autoradiographic, electrophysiological, and other investiga- 
tions. The use of collagen-supported ganglionic cell cultures 
(Utakoji and Hsu, 1965) provided new evidence in favor of 
another concept advanced by Weiss (Weiss and Hiscoe, 
1948), namely, that elongation, thickening, and maintenance 
of a nerve fiber are sustained by a continuous, proximodistal 
flow of axoplasm produced exclusively in the neuronal 
soma. After short incubations with radio-uridine or radio- 
amino acids, cultured neurons became labeled only in their 
perikaryon. Longer exposures to the latter, but not the for- 
mer, precursor resulted in progressively longer portions of 
the neurites also being labeled. The neuritic labeling pro- 
ceeded in a proximodistal direction and was strictly propor- 
tional to the exposure times. Thus, it appeared that RNA 
and protein were both synthesized only in the soma, and 
that protein, but not RNA, was transported down the neu- 
rite at rates (10 mm per day) approximately 10 times faster 
than the rate of neurite elongation. The same cultures 
yielded another interesting piece of information, namely, 
that even neuronal somata of dissociated cells, having no 
recognizable association with pericytes, could proceed with- 
in two weeks to a full cytotypic maturation. The reverse 
conclusion had been suggested in a contemporary study 
(Shimizu, 1965), which, for the first time, described the be- 
havior, in cell cultures, of epithelioid elements reasonably 
interpretable as satellite cells. It must be recognized, how- 
ever, that different results may well derive from differences 
in the cellular composition of the dissociates (age of the 
source ganglia, dissociation technique) and the chemical 
make-up of the media used. 

The importance of the medium composition was again 
impressively stressed by experiments with NGF (Levi- 
Montalcini and Angeletti, 1963). Neurons dissociated from 
eight- to 10-day sensory ganglia of chick embryo failed to 
grow fibers or to survive beyond the second day when cul- 
tured in a medium unsupplemented or supplemented only 
with horse serum. In contrast, with NGF (50 units per milli- 
liter) added even to the unsupplemented medium, a large 
number of neurons put out processes by 12 hours. By 24 
hours, an extensive fiber network had been produced, at the 
nodes of which nerve cells stood out, singly or in small clus- 
ters, on a background of supportive cells. It was suggested 
that NGF played an essential role in the survival and growth 
of these ganglionic neurons, and that the effectiveness of 
various biological fluids to support cultures of explanted, as 
well as dissociated, ganglia was related to their possible NGF 

content. Other investigators examined NGF-supported cell 
cultures over a longer period of time (Cohen et al., 19&1), 
starting with a ganglionic harvest apparently nearly free of 
supportive cells. The small neuronal clusters, observed ear- 
lier at the nodes of the welldeveloped nerve-fiber network, 
became very dense by the end of one week. The neurons 
within them were no longer easily observable and had be- 
come inore rounded. The fiber network had grown consid- 
erably thicker, and nerve bundles connected the clusters to 
one another. By three to four weeks, the entire neuronal 
population was aggregated in a few, large, ganglia-like 
masses surrounded by fiber networks and interconnected by 
fiber trunks. Shortly afterward, those interconnecting trunks 
became detached from the vessel's surface, the ganglia-like 
structure quickly degenerated, and non-neural cells, until 
then barely detectable, started to proliferate vigorously. 
Stained sections of the larger aggregates showed fully ma- 
ture neuronal somata, long and poorly branched neurites 
and numerous finer fibers with a high affinity for silver, and 
a large number of smaller cells filling the interneuronal and 
interneuritic spaces. Ultrathin sections, examined by elec- 
tron microscopy, exhibited a remarkable similarity to cor- 
responding materials from intact, freshly dissected ganglia. 

Although aggregation into histiotypic patterns was a 
welldescribed biological property of dissociated cells in 
suspension (Moscona, 1962), the report by Cohen et al. 
(1964) was the first description of similar events with neural 
cells cultured in a monolayer. The investigators suggested 
that a random migration of the initially dispersed neurons 
gave rise to the early clusters, which would eventually coa- 
lesce into the larger pseudogangliar masses. A large number 
of non-neuronal cells, however, were found in these later 
aggregates, and it is a general observation that cultured gan- 
glionic neurons, whether isolated or at the margin of an 
explant, have little if any mobility. A somewhat different 
view was suggested by recent work (Varon and Raiborn, in 
preparation) using similar eightday ganglionic dissociates, 
prepared relatively free of capsule cells, and a thin plasma 
layer (Varon and Raiborn, 1969) as the culture substrate. 
With no NGF in the unsupplemented medium, none of the 
neurons produced any fiber (Figure 1A). In the presence of 
NGF (7s species, 1-100 units per milliliter) neurons devel- 
oped, within 24 hours, striking processes with all the fea- 
tures described by other workers, namely, extensive branch- 
ing (Figure 1B-D), recurrent collaterals (Figure lE), fascicu- 
lation (Figure IF), and even the classical T-cell morphology 
of ganglionic sensory neurons in vivo (Figure 1C). wi th  or 
without NGF, the non-neuronal population consisted al- 
most exclusively of very slender spindle cells,   re sum ably 
Schwann elements, typically linking with one another in 
long, linear or branched chains (Figure 2A-C) and forming, 
in one to two days, a loose cell network extended through- 
out the culture. It was at the nodal points of this cell network 



FIGURE 1 Dissociated sensory ganglia (8day chick em- Time in culture: 1 day. Phase contrast. Bars = 20 p. A. In 
bryo) in culture: neurons. Selective dissociation by short the absence of NGF. B to F. In the presence of 50 units/ml 
trypsin treatment, yielding a harvest essentially free of cap- of NGF (7s). 
sule cells. Rose-chamber cultures, thin plasma-layer system. 



FIGURE 2 Dissociated sensory ganglia (8day chick em- spindle cells: 1 day in culture. D, E, F. Nodal clusters of 
bryo) in culture: spindle cells and cell clusters. Materials as spindle and nerve cells: 2 days in culture with NGF. 
in Figure 1. Phase contrast. Bars = 20 /.L. A, B, C. Chains of 
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that, by the second day, the NGF-supported cultures showed 
a number of cell aggregates ranging &.om tiny clusters to 
medium-sized patches (Figure 2D-F). These aggregates con- 
tained both neurons and spindle cells and were still essen- 
tially arranged in a monolayer. By 72 hours, one could ob- 
serve, side by side within the same culture, large but still 
monolayered patches (Figure 3A, D), plurilayered but well- 
contoured aggregates (Figure 3B, E), and dense masses simi- 
lar to the pseudoganglia described by Cohen et al. (Figure 
3C, F). Silver-staining applied directly to the cultures 
showed the profuse intermingling of spindle cells, neurons, 
and nerve fibers both outside (Figure 4A, B) and within 
(Figure 4C) the monolayered patches. Aggregation in these 
cultures, therefore, appeared to have occurred through a 
special interaction between spindle and nerve cells, proceed- 
ing by progressive recruiting from two- to threedimen- 
sional structures. The "organotypic" value of these "histio- 
typic" structures remains to be examined. 

Recently, another type of intercellular organization has 
been described for dissociated ganglionic cell cultures, in 
which both cytotypic maturation and bioelectric competence 
were successfully demonstrated. Scott et al. (1969) cultured 
whole dissociates from loday-old ganglia, using collagen, 
a Cot-controlled atmosphere and a complex but still de- 
fined medium moderately supplemented with fetal calf 
serum. After seeding, the rounded neurons were recogniz- 
able by their large size (30 p in diameter) and bright birefrin- 
gence. By 24 hours, a reticular background of stretched-out 
fibroblastic cells was evident, together with an extensive 
growth of nerve fibers. By three days, a confluent sheet had 
been achieved by fibroblasts arrayed in parallel to one an- 
other; the neurons were either still single or clumped in 
small nodes often interconnected by nerve fibers, an arrange- 
ment persisting for as late as five weeks. At five weeks, sec- 
tions perpendicular to the culture plane showed the support- 
ive cells to have grown to a plurilayered, connective-like 
tissue carpet, with cell-free regions in the middle strata. 
Most neurons had remained at the surface. Their somata 
showed intermediate or final stages of cytotypic matura- 
tion. Their processes were very long, with repeated bifurca- 
tions and extensive fasciculation, and formed a prohse net- 
work not only all over the surface but also within the inter- 
cellular spaces of the connective sheet. No myelinating fi- 
bers were observed. Some 300 neurons, five weeks in cul- 
ture, were examined with intracellular microelectrodes 
under full visual control. More than 80 per cent of them had 
resting potentials of - 40 to - 55 millivolts, their unimodal 
size distribution suggesting a homogeneous population. In- 
jury discharges appeared in all of them and subsided in some 
cells within one minute. Electrical stimulation was applied 
to 70 cells and in 44 of them gave rise to an action potential, 
with spike amplitudes of from 60 to 85 millivolts and dura- 
tions of from 1.5 to 4 milliseconds, mostly followed by a 

long hyperpolarization phase. Subthreshold responses were 
obtained with lowered stimulus strength. In a few cases, 
stimulation could be applied peripherally to the nerve fiber ; 
conduction velocities ranged from 0.1 to 0.6 meter per 
second. 

In our laboratory (Marchiafava and Varon, in prepara- 
tion), whole dissociates of 1 Iday  embryonic ganglia yielded 
collagen-supported and COz-equilibrated cultures grossly, 
but not entirely, similar to those described by Scott et al. 
(1969). By five days, the neurons (singly or in small groups) 
were embedded in, but slightly protruding from, an almost 
confluent monolayer of fibroblasts. Most neurons had diam- 
eters of from 20 to 25 p, with pericytes adhering to only a 
few of the larger cells. Schwann cells were mainly in long 
chains within the fibroblastic sheet, possibly tracing the 
poorly visible nerve-fiber network. By 10 and up to 20 days, 
the fibroblastic sheet was fully confluent and very tightly 
packed (Figure 5A), with overt indications of plurilayered 
stacking. The neurons had retained their previous relation- 
ship to the sheet (Figure 5B), but only rarely exhibited a ma- 
ture somal pattern. Attempts to record intracellularly from 
even the larger cells cultured for up to 20 days were unsuc- 
cessful; cultures older than 20 days have not yet been inves- 
tigated. A marked contrast, however, was presented by cul- 
tures incubated in the presence of NGF (7s species, 100 
units per milliliter). The fibroblastic sheet developed nor- 
mally, but the neurons were strikingly more numerous 
(Figure 5C). Nerve fibers and Schwann cells lay clearly over 
the surface of the fibroblastic carpet (Figure 5D), while the 
neuronal perikarya, brightly glowing under phase (Figure 
5C) and very plump (Figure 6C), almost ballooned on top 
of the culture (Figure 6A, B). Neuronal sizes had a bimodal 
distribution; the smaller cells (10 to 15 p in diameter) often 
appeared in clusters (Figure 6D) and exhibited a chromato- 
lytic somal pattern, whereas the larger cells (20 to 25 /.L in 
diameter) had a sizable proportion of mature somata even 
as early as five days in culture. No pericytes could be ob- 
served around any of them. Strings of aligned Schwann cells 
etched portions of the extensive and conspicuous fiber net- 
work spread over the fibroblastic layer (Figure 6E, F). Bio- 
electric activity was consistently observed after about 10 
days in culture and occasionally as early as the fifth day. 
About 100 neurons, 10 to 20 days in culture and with diam- 
eters ranging from 25 to 35 p, were tested intracellularly, 
with the use of one microelectrode for both stimulation and 
recording. Most of them exhibited a resting potential in the 
range of -35 to -45 millivolts (a value range probably 
lowered by the occurrence of junction potentials at the tip 
of the microelectrode) and injury discharges upon impale- 
ment that subsided to a stabilized resting level within two 
seconds in about half of the cells. Injections of rectangular 
pulses of outward current, 0.01 microampere in magnitude, 
in the recovered neurons induced initiation of spikes (Figure 



FIGURE 3 Dissociated sensory ganglia (8day chick em- Materials as in Figure 1 and 2. Time in culture: 3 days. Phase 
bryo) in culture: aggregates of spindle cells and neurons. contrast. Bars = 20 p. 



FIGURE 4 Dissociated sensory ganglia (&day chick em- Time in culture: 3 days. Holmes's silver nitrate. Bars = 

bryo) in culture: silver stain. Materials as in Figures 1, 2, 3. 20 EL. 

7) from 40 to 60 millivolts in amplitude and about six milli- 
seconds in duration, usually followed by a hyperpolariza- 
tion phase. The action potentials were all-or-none responses, 
no  potential being evoked with subthreshold stimulation. 
Repetitive stimulation (one pulse per second) elicited re- 
sponses of similar amplitude and duration over a period of 
up to two minutes. 

Central nervous tissues 

EXPLANT CULTURES Many studies have been reported 
over the years (Murray, 1965) on prenatal or early postnatal 
tissues from chick, mouse, rat, kitten, or man. The pioneer 
work of Harrison (1910), Russel and Bland (1933), Costero 
and Pomerat (1955), and many others was mainly on the 
morphology of normal and malignant neural tissue in vitro 
and the dynamic manifestations of their living cells. Notable 
examples of the latter are the rhythmic pulsatility of oligo- 
dendrocytes (Lumsden and Pomerat, 1951), later also ob- 
served in Schwann cells (Pomerat, 1959), the modulatory 

capacity of glial cells (Pomerat, 1952), and the ciliary activ- 
ity of ependymal cells (Hild, 1957a). Successful maturation 
in vitro, in terms of differentiation of neuronal and non- 
neuronal elements, tissue organization, and myelin develop- 
ment (Hild, 1964), was finally demonstrated for many cen- 
tral nervous tissues, in particular spinal cord (Peterson et al., 
1965), brainstem (Hild, 1957b), cerebellum (Bornstein and 
Murray, 1958), and cerebrum (Bornstein, 1964). Suggestive 
examples have been provided of how neural tissue cultures 
can be applied to pathological (Fernandes and Pomerat, 
1961; Bornstein, 1962), genetic (Sidman and Pearlstein, 
1965), and biochemical (Lehrer and Bornstein, 1967) inves- 
tigations. 

Electrophysiological work on explant cultures of central 
nervous tissue, maintained in vitro for up to several months, 
has been extensive in the last decade (Crain, 1966). Cunning- 
ham (1962), using large electrodes embedded in cord, cere- 
bellum, or cerebral tissue at explantation, described sponta- 
neous activity in cultures up to two weeks that was en- 
hanced by strychnine and blocked by anesthetics. Hild and 



FIGURE 5 Dissociated sensory ganglia (Ilday chick em- medium +5 per cent fetal calf serum and 600 mg per cent 
bryo) in culture: full dissociation by prolonged trypsin glucose. C, D. Same, plus 100 units/ml of NGF (7s). Note 
treatment. Falcondish cultures on collagen-coated cover- the number and phase glow of the nerve cells (C) and the 
slips, COz-equilibrated atmosphere. Time in culture: 10 position of nerve and Schwann cells above the confluent 
days. Phase contrast. Bars = 20 p. A, B. 2 ml of 1415 basal fibroblastic background (D). 

Tasaki (1962) demonstrated spontaneous activity, excitabil- 
ity, and conduction in rat and kitten cerebellar cultures. 
Crain examined in detail the bioelectric activities of cultured 
spinal cord (Crain and Peterson, 1964) and cerebral cortex 
(Crain and Bornstein, 1964) and was able to show that 
synaptic function also remained a property of cultured 
neural tissue. Spontaneous activity often resembled, in long- 
term cord or cerebral cultures, some of the normal electro- 
encephalographic patterns of these tissues. In cultures main- 
tained for a sufficiently long time, the asynchronous bar- 
rages of spike potentials evoked by electrical stimulation at 
an earlier stage gave way to more synchronized, oscillatory 
afterdischarges, indicative of the onset of special integrating 
mechanisms. The effects of drugs on these various activities 
were remarkably similar to those elicited in situ. 

The next advance in the field came with the demonstra- 
tion that synaptic function was not only preserved, but 
could actually be acquired in vitro by immature tissuein 
other words, that organotypic maturation can be achieved 
in cultured neural tissue at both a morphological and a func- 
tional level. Embryonic rodent cord-myotome preparations 
continued to differentiate in vitro both morphologically 
(Bornstein and Breitbart, 1964) and functionally (Crain, 
1964), with full development of competent neuromuscular 
junctions. In cultures of spinal cord still attached to its sen- 
sory ganglion (Crain, 1966), stimulation of the ganglion 
elicited a response from the dorsal portion of the cord ex- 
plant after a longer time in culture than did the direct stimu- 
lation of the cord tissue, and a response from the ventral 
portion of the cord at an even later stage, both indications of 



FIGURE 6 Dissociated sensory ganglia ( I l d a y  chick em- photographed at two different focal planes. C, D. Examples 
bryo) in culture: materials as in Figure 5. Time in culture: 10 of the larger (C) and the smaller (D) neuronal populations. 
days. Medium as in Figure 5, with 100 units/ml of NGF E, F. Network of nerve fibers and aligned Schwann cells 
(7s). Phase contrast. Bars = 20 p. A, B. Field of neurons, overlying the fibroblastic carpet. 
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FIGURE 7 Action potential recorded from a sensory neuron p amp in magnitude. Horizontal lines are: top, zero voltage 
in cell culture. Material and culture conditions as in Figure 6 reference; middle, resting potential level; lowest, step- 
(100 units/ml of NGF), 10 days in culture. A fine-tipped, current monitor. Upper vertical, lower vertical, and hori- 
glass micropipette filled with 3M KC1 (resistance, ca. 60 zontal bars, at right lower comer, represent 10 mV, 0.1 
megohms) was used as a single microelectrode for both p amp, and 10 msec, respectively. 
stimulation and recording. Pulse of outward current, 0.01 

the orderly sequence in which bioelectric development was 
taking place in the cultured explant. A direct correlation be- 
tween the appearance of synapses and of synaptic bioelectric 
activity was demonstrated with explant cultures of imma- 
ture cord, studied in parallel at the electrophysiological 
(Crain and Peterson, 1967) and electron-microscope (Bunge 
et al., 1967a) levels. 

Synaptic connections could also be established entirely de 
novo.When separate neural-tissue fragments were cultured 
side by side, neurites from one explant grew across the 1-mm 
gap and linked functio~lally to neurons in the other (Crain 
et al., 1968). Thus, stimulation of a sensory ganglion still 
connected to a spinal-cord explant induced complex dis- 
charges not only in the originally connected cord but also in 
neighboring, initially independent, explants of cord or 
brainstem tissue. The response in the newly coupled explant 
arose after long latencies, presumably through a gradual 
activation of extensive polysynaptic chains. Stimulation of 
the brainstem explant elicited bioelectrical activity in the 
newly coupled cord culture, but not in its originally con- 
nected sensory ganglion. Similar demonstrations were 
obtained with.co;plid cerebrum-medulla, cerebrum-cord, 
and, finally, cord-medulla-forebrain explants. The func- 
tional connection, in culture, of ordered arrays of central 
neural tissues is one of the most promising tools for neural 
investigation produced to date by the explant culture 
technique. 

DISSOCIATED CELL CULTURES OF EMBRYONIC CEREBRAL 
TISSUE A culture system, intermediate between a tissue 
and a cell culture and of considerable potential interest, is 
that provided by dissociating a tissue, allowing the sus- 
pended cells to reaggregate, culturing the cell reaggregates 
in a liquid medium, and, finally, fixing them for histological 
examination (Moscona, 1962). Reaggregate cultures of 
chick-embryo eye-cup cells (Stefanelli et al., 1967) had 
provided electron-microscope evidence of differentiation in 
vitro of supportive, neuronal, and photoreceptor cells and 
of de nova formation of synaptic connections among retinal 
neurons in spite of the complete initial disruption of tissue 
organization. Very recently (Sidman, this volume), this ap- 
proach has permitted the demonstration of specific histio- 
typic reorganization patterns in reaggregates of mouse 
hippocampus and other cerebral tissues and the failure of 
such patterns to develop in corresponding reaggregate cul- 
tures from neurological mutant mice ("reeler"). 

Studies on dissociated cell cultures from central neural 
tissues are, as yet, extremely few. Cavanaugh (1955) 
reported that single or reaggregated nerve cells, dissociated 
from five- to sevenday-old chick-embryo spinal cord, did 
survive for at least four days and grew typical, naked 
processes. Long-term cultures of glial and endothelial ele- 
ments from dissociated adult rabbit brain have been de- 
scribed (Varon et al., 1963). Recently, an extensive effort 
was started in our laboratory to dissociate, fractionate, and 
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culture cells from central neural tissues. The techniques 
developed thus far (Varon and Raiborn, 1969) were directed 
mainly at I l d a y  chick-embryo cerebral tissue, but ex- 
ploratory work has shown them to be applicable to similar 
tissue from seven- to 16day-old chick embryos, newborn 
rat and, less effectively, newborn mouse. Attempts were also 
made with human bioptic material (McKhann et al., 1969). 

Mechanical dissociation of I l d a y  chick-embryo cere- 
brum through a 200-mesh nylon cloth yields a suspension, 
or harvest, of fully dispersed, rounded cells among which 
two populations can be distinguished by size. The bigger 
cells (15 p in average diameter) have a large, relatively clear 
nucleus and retain, in some cases, a thick process stump. The 
smaller cells (5 to 8 p in diameter) are more dense and 
opaque and have a marked tendency, upon standing, to 
form small aggregates that rapidly coalesce into larger 
clumps. Seeding of harvest aliquots on coverslips coated 
with a thin layer of rooster plasma causes the plasma to clot 
and trap the cells at various depths. Within a few hours of 
incubation in a Rose chamber, three classes of cells can be 
grossly recognized in the culture. One class (A) comprises 
the large cells of the harvest; the A cell (Figure 8A), 
flattened out a little and with a grossly polygonal contour, 
grows multiple processes usually branching out at a short 
distance from the soma and assumes an over-all morphology 
typical of a nerve cell in culture. A second class (B) is made 
up of small cells which remain compact and rather dense, 
with an oval or pear-shaped profile and a poorly visible 
nucleus. B cells (Figure 8B) also appear to be neuronal ele- 
ments but are almost exclusively unipolar or pseudo-uni- 
polar, with one very long process branching at some 
distance from the soma, if at all. A and B cells do not appear 
to divide, have little detectable mobility, and will not attach 
directly to uncoated glass surfaces, all characters in keeping 
with their presumed neuronal identity. They develop an 
extensive fiber network, in which fibers fasciculate into 
bundles and plexuses and also make contact with perikarya 
of other A or B cells (Figure 8D, E). The third class (C) also 
originates from the smaller-sized harvest population. C cells 
(Figure 8C) quickly flatten out into thin, ragged-contoured, 
epithelioid elements, are very mobile, can readily attach 
directly to glass, and, under suitable conditions, can pro- 
liferate rapidly into an epithelial-like confluent monolayer, 
and can, in fact, be propagated in culture for at least several 
months. B, but not A, cells readily aggregate with C cells in 
suspension and, in the culture, will attach to individual C 
cells or sit on top of C-cell patches, much in the manner in 
which dissociated ganglionic neurons (Figure 5C,D) were 
shown to position themselves over a fibroblastic layer. 
Highly purified A and C cells can be fractionated out of a 
harvest suspension; it must be stressed, however, that all 
three classes probably encompass heterogeneous populations. 

More recent work (Varon and Raiborn, in preparation) 

has been directed mainly toward exploring ways to im- 
prove the culture technique. Monolayer cultures were 
obtained by seeding the harvest on a collagen-coated cover- 
slip sealed in a Rose chamber, allowing the cells to attach 
(two to three hours), and replacing the seeding medium 
with a small volume of medium supplemented with plasma ; 
the added medium spreads over the attached cells in a thin 
film that rapidly clots and holds the cells sandwiched be- 
tween it and the collagen floor. Except for their monolayer 
arrangements, cells cultured in this "sandwich" system 
were entirely comparable to those cultured within a plasma 
layer. Subsequent addition of a larger volume of medium 
causes the plasma film to peel off the cells, leaving them con- 
veniently exposed for direct manipulations or for recoating 
with a fresh plasma film, a procedure that prolonged the 
average life span of the culture from four to 12 days. The 
behavior of collagen-supported cultures in a CO2-controlled 
atmosphere is also under investigation; preliminary results 
suggest that the system strongly stimulates the proliferation 
of C cells, but might cause some loss of A cells. 

Attempts to demonstrate bioelectric abilities in the A or 
the B cells have, thus far, failed; the cells are considerably 
smaller than the sensory ganglionic cells, and a refinement 
of present microelectrodes and impalement techniques ap- 
pears necessary. On the other hand, a satisfactory procedure 
has been established (Ha'mori, Kruger, Miller, and Varon, 
in preparation) to prepare the cultures for electron micros- 
copy in such a way that the relative position of the cells 
within the monolayer is maintained, and individual cells, 
identified by phase microscopy, can be followed up in the 
ultrathin sections. The preparations are extremely well 
preserved and promise to be of great future use for ultra- 
structural studies. Figure 9 shows electron micrographs of 
A-type and, presumably, B-type cells (Figure 9A, B, page 
98) and one, not necessarily representative, of a C-type cell 
(Figure 9C). 

Conclusion and perspectives 

The validity of approaching neurobiological problems by 
culture techniques has been well established by the im- 
pressive results of recent years. There are no longer any 
doubts that neural explant cultures permit the maturation, 
maintenance, and functional expression of specific neural 
characters at both the cytotypic and the organotypic levels. 
Some examples have been cited in the preceding sections, 
and many more can be found in other recent reviews (Mur- 
ray, 1965; Crain, 1966; Crain et al., 1968) of the ways by 
which such cultures can and will contribute to the study of 
the nervous system. 

The field of dissociated neural cell cultures is presently un- 
dergoing the same growth pains as did the field of explant 
cultures some decades ago. Their potential advantages lie in 
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FIGURE 8 Cell cultures from dissociated cerebral tissue (11- plasma-layer system. Time in culture: 5 days. Phase con- 
day chick embryo). Tissue dissociated mechanically into trast. Bars = 20 p. A, B, C. Individual cells of the A, B, and 
Eagle's basal medium. Cultures in Rose chamber, thin C type. respectively. D, E. Fields of the same culture. 



that they uniquely offer both analytical and synthetic ap- 
proaches to the study of neural systems. Analytical ap- 
proaches are offered by the direct correlation that is possible, 
in these cultures, between visual and instrumental observa- 
tions at the level of any individual cell, as well as by the 
possibility (Varon and Raiborn, 1969) of segregating dif- 
ferent cell types from one another and studying their 
autonomous properties in the absence of heterotypic cellu- 
lar interactions. Synthetic approaches are exemplified by 
the organotypic reorganization of cells in culture already 
observed for ganglionic (Cohen et al., 1964), retinal 
(Stefanelli et al., 1967), and cerebral (Sidman, this volume) 
cells and the possibility of analyzing which organization is 
necessary to, or conducive of, the resumption of cytotypic, 
organotypic, and functional properties characteristic of 
neural tissue. Although some of these perspectives are 
clearly not to become realities for some time, a number of 
points in their favor have already been firmly established. 
Dissociated nerve cells do  survive in vitro and, at least in 
the case of ganglionic ones, can mature functionally as well 
as morphologically (Scott et al., 1969; Varon et al., in prep- 
aration). Their newly grown processes assume relation- 
ships with one another (fasciculation), with their own 
somata (recurrent collaterals), and with somata of other 
neurons (Varon and Raiborn, 1969) that grossly mimic 
those of normal neural tissue and may be revealed, by 
future ultrastructural studies, to have even greater organo- 
typic significance. Neurites growing out of an explant 
(Crain et al., 1968) can connect functionally with other 
neurons that were not part of the same pre-laid tissue pat- 
tern. Finally, newly formed synaptic connections have been 
identified by electron microscopy (Stefanelli et al., 1967) in 
cultured reaggregates of neuroretinal cells. It remains to 
discover (I hope in the near future) under what conditions 
two initially isolated nerve cells will produce in culture a 
mature and functional synapse and, in so doing, generate 
the basic link of the simplest model for a neuronal network. 

The work described in this paper was supported by U. S. 
Public Health research Grant NB 07607 from the National 
Institute of Neurological Diseases and Stroke, and Research 
Grant E 513 from the American Cancer Institute. 
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]LO Cell Proliferation, Migration, and 

Interaction in the Developing Mammalian 

Central Nervous System 

R I C H A R D  L. S I D M A N  

A FUNDAMENTAL THEME in this section of the book is the 
origin, character, and modifiability of intercellular relation- 
ships. The synapse has been the focus of attention, but the 
cells of the nervous system are in close contact with one 
another long before synapses develop, as the immature cells 
proliferate and migrate. A high degree of order characterizes 
these events. We plan to survey here what is known of that 
order and to indicate directions in current work of various 
laboratories that might illuminate how the patterns of cell 
proliferation and migration contribute to the organizing 
of the mature central nervous system (see also Fujita, 1966; 
Gracheva, 1967; Hicks and D'Amato, 1968; KEllkn, 1965; 
Langman, 1968; Levi-Montalcini, 1963; Watterson, 1965). 

Zones ofthe developing CNS 

The first point to emphasize is that the developing central 
nervous system (CNS) is a different organ from its adult 
counterpart and has its own component parts and terminol- 
ogy (Angevine, this volume). The early nervous system is a 
sheet of columnar epithelial cells, each one stretching from 
ventricular to outside surface. The cells acquire this arrange- 
ment when the nervous system is a simple plate, and the 
pattern persists when the sheet of cells transforms into a 
tube (His, 1904). Cells are attached to one another side to 
side near the ventricular surface (Wechsler, 1966; Herman 
and Kauffman, 1966; Menkes et al., 1967) and round up 
when they divide (Stensaas and Stensaas, 1968), so that the 
cell nucleus is displaced to and fro during the generation 
cycle (Figure 1). Kinetic data obtained by autoradiography 
indicate that all the cells behave in the same way with re- 
spect to the cell generation cycle (Fujita, 1966; Kauffman, 
1968). After an appropriate number of divisions (and we 
have no idea of the mechanisms controlling the number and 
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timing of the cycle), some cells quit the scene, move out- 
ward as postmitotic young neurons, and generate an axon 
(Ramhn y Cajal, 1960). Until this time the cells are in- 
distinguishable from one another by electron-microscope 
criteria (Lyser, 1968). 

We must begin to assign some names and must face the 
problem that the terminologies in general use are inade- 
quate. A suggested revision that developed from the discus- 
sions at ISP 1969 has been presented elsewhere (Boulder 
Committee, 1970); it is used here to help clarify the issue 
of where various cells of the CNS arise. As illustrated in 
Figure 1, the zone occupied by the moving nuclei of the 
original columnar cells is called the ventricular zone; it lines 
the entire ventricular system early in development. The 
distal parts of these columnar epithelial cells, outside the 
zone in which the nuclei move, constitute the marginal zone. 
A new zone that forms between the original two zones and 
is occupied initially by somas of postmitotic cells is named 
the intermediate zone. Another new population, not gener- 
ally acknowledged by previous workers, then appears be- 
tween the ventricular and intermediate zones to form the 
subventricular zone. 

The cell types in these developmental zones are as fol- 
lows: 1. The original columnar epithelial cells stretch 
through all zones during part of interphase; their nuclei are 
always confined to the ventricular zone, and during mitosis 
the entire cell is so confined (Stensaas and Stensaas, 1968). 
2. Young neurons (postmitotic, usually designated by the 
confusing name neuroblasts) are the first occupants of the 
intermediate zone; later glial cells, vascular cells, and axon 
terminals of distant young neurons will join them. 3. Sub- 
ventricular cells differ from young neurons in the inter- 
mediate zone in that they continue to divide, and they 
differ from the columnar epithelial cells of the ventricular 
zone in that their nuclei do not move to and fro during the 
generation cycle; subventricular cells give rise to several 
classes of neurons and macroglia. (We do not know if the 
ventricular or subventricular populations are divisible into 
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clones of neuronal and glial precursors, or if one or the other, 
or both, still contain common stem cells.) 

Derivatives ofthe subventricular zone 

The subventricular zone is present throughout the develop- 
ing mammalian CNS at one time period or another, per- 
sisting for months in some areas, such as the cerebral hemi- 
spheres, and only for a few days in some others, such as the 
spinal cord. Most important, it adopts special configurations 
in particular areas and gives rise to some of the most inter- 
esting populations of neurons in the whole CNS. For exam- 
ple, a special focus of subventricular cells in the caudal part 
of the roof of the fourth ventricle gives rise to the external 
granule-cell population of the developing cerebellum, and 
eventually to the mature granule cells (Figure 2). A nearby 
group of similar cells migrates through the medulla and 
pons, forming the transient corpus pontobulbare (Figure 2) 
and eventually becoming inferior-olivary and pontine 
neurons. 

These various patterns of proliferation provoke some 

Schematic drawings to illustrate histogenesis in the cere- 
bral isocortex. The ventricular surface is at the bottom and the ex- 
ternal surface of the brain at the top. Picture 1 shows the stage at 
which the cerebral wall consists of only ventricular (V) and mar- 
ginal (M) zones. In 2, the intermediate (I) zone is added. Picture 3 
shows the first cellular constituents of the cortical plate (C). In pic- 
ture 4, the subventricular (S) zone has appeared just external to the 
ventricular zone. It contains mitotic cells, as does the ventricular 
zone. The nuclei of additional cells are crossing the intermediate 
zone toward the cortical plate, and the intermediate zone is further 
complicated by the arrival of horizontally or obliquely disposed 
afferent axons, probably originating in the diencephalon. Picture 5 
shows further elaboration of the intermediate zone, with afferent 
and efferent axons crossing it. The deep-lying pyramidal neurons 
of the cortical plate are differentiating, while later-forming cells are 
attaining final positions external to their predecessors. Further de- 
tails are given in the text. 

speculations about the control of brain size within and be- 
tween species. There are developmental diseases in man in 
which brain size is either grossly reduced or moderately in- 
creased, with little alteration in morphogenesis (e.g., Cun- 
ningham and Telford-Smith, 1895; Ambler et al., 1969). 
A plausible explanation is that the developmental control 
of cell number went awry without major abnormality in 
the mechanisms that control cell arrangements, shapes, and 
perhaps connections. Might evolutionary differences like- 
wise be accomplished simply by changing the rate or dura- 
tion of cell division? Is the rat brain merely a mouse brain 
with an order of magnitude more cells, as a result of altera- 
tion in a rate-controlling gene? Probably not, was the con- 
sensus at the symposium, else there would be more frequent 
big jumps in evolution. Nauta and Karten (this volume) 
made the further point that the difference between guinea 
pig and rat appears to relate not so much to differences in 
cell number, but to the finesse with which interneurons are 
fitted in. Another argument is that, at least in some species, 
differences in organization of the C N S  involve introduction 
of new developmental mechanisms. 

A recently described example in man (Rakic and Sidman, 
1969) concerns another specialized subventricular derivative 
(Figure 3), this one in the floor of the lateral ventricles and 
named the ganglionic eminence. This fetal component 

CEREBELLUM 

FIGURE 2 Drawing of a transverse section of cerebellum and 
medulla from a 12-week human fetus. The ventricular and sub- 
ventricular zones lining the fourth ventricle (IV Vent.) are almost 
exhausted except at the posterior and lateral margins, where a 
thickened subventricular zone persists as the rhombic lip (R.L.) 
adjacent to the root of the choroid plexus (C.P.). From the rhom- 
bic lip, proliferating cells migrate around the external surface of 
the cerebellum rostrally and toward the midline (arrows) to form 
the external granular layer (E.G.L.). Postmitotic cells later will 
migrate inward (arrows). On the i~fferior side of the ventricle, 
postmitotic cells migrate from the inner fold of the rhombic lip 
through the lateral medulla (arrows), and form Essick's (1907) 
transient corpus pontobulbare (C.Pb.) while en route to the in- 
ferior olive (1.0.). 
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the brain has been recognized as the probable source of cells 
for the nearby basal ganglia, but it must have a broader sig- 
nificance, for it is a huge structure in the human fetus and 
is full of dividing cells for at least the final two thirds of the 
gestation period. W e  found that, if the fetal brain is cut in 
the horizontal plane (Figure 3), a migration path can be 
traced in Nissl and Golgi preparations from the telencepha- 
lon clear across into the pulvinar region of the diencepha- 
lon. From the fifth through the eighth months of gestation 
in man, cells stream across, passing en route through a pre- 
viously undescribed structure which we named the corpus 
gangliothalarnicus (by analogy with the corpus pontobulbare 
[Essick, 19071). Thus, a brain region not represented sig- 
nificantly in simpler mammals is formed in man in part by 
a new mechanism. It remains to be learned whether other 

FIGURE 3 Drawing of the thalamus and part of the cerebrum on " 
one side of a horizontal section through the brain of a 20-week 
human fetus. The posterior pole of the temporal lobe is off the 
picture at the upper left, andhart of the insufa is illustrated at the 
lower left. Internal to the insula are the putamen (P) and globus 
pallidus (GP), separated by the internal capsule (CI) from the 
thalamus, with orienting labels on its centrum medianum (CM), 
habenular nucleus (Hb), and pulvinar region. In the temporal lobe, 
the hippocampal formation (H) lies medial to the temporal horn 
of the lateral ventricle (L.V.). and laterallv lies the tail of the cau- 

\ ,' 
date nucleus (C) separated from the ventricle by an enormous mass 
of subventricular cells known as the ganglionic eminence (GE). 
Postmitotic cells migrate (arrows) from the ganglionic eminence 
of the telencephalon and form the transient corpus gangliothala- 
micus (CGT) while en route to the pulvinar region of the dien- 
cephalon. 

parts of the brain are derived from the same extraordinary 
fountainhead, particularly some of the cortical association 
areas that are peculiar to primates and receive their inputs 
from the pulvinar. 

Control  +ell rztrnzber andpattern 

The very tight control of cell number in ontogenesis should 
be emphasized. The cerebellar granule-cell population, for 
example, is enormous. In man it is estimated at one hundred 
billion neurons (Braitenberg and Atwood, 1958), more than 
all the neurons of the cerebrum combined. In the mouse, 
these cells begin to form on embryonic day 13 and increase 
at nearly a logarithmic rate for the next 21 days, reaching a 
crescendo late in the second postnatal week. More than 
80 per cent of the postmitotic granule cells are formed be- 
tween day 7 and day 12 (Figure 6 in Fujita, 1967). I need 
not belabor the point that a very slight alteration in rate or 
duration of cell genesis would make an enormous difference 
in the outcome. 

Prestige (this volume) deals with another facet of this 
story by considering cell death as a normal developmental 
event. In Xetlopus larvae, the number of ventral-horn cells 
in particular lumbar segments of the spinal cord reaches 
6000, whereas the number at maturity is only about 1500. 
He makes some fairly plausible assumptions about rates of 
cell genesis and speed of removal of dead cells, and suggests 
that there is not only a loss of cells but actually a turnover 
of young neurons in the cord. By the term "turnover," 
he implies that there is further recruitment of cells even as 
others are dying. The loss of cells is programed, in that 
they die at characteristic stages in their maturation and do 
not die if their maturation is delayed by hypophysectomy. 
Several lines of evidence are presented in support of the 
idea that the periphery influences neuron number by passage 
of information in a retrograde direction along the axon. 

There was speculative discussion during the symposium 
on which this section of the book is based, as to why cell 
death should be part of the mechanism for control of cell 
number. The major ideas bandied about were: (1) that the 
C N S  might make cells in excess prior to the availability of 
the target organ, rather than make just the right number at 
the last moment; (2) that some kind of transfer of informa- 
tion might be effected from dying to neighboring cells; 
and (3) that a critical mass of cells might be needed for a 
major morphogenetic event, but not be needed thereafter. 
The major general point is that net cell number is deter- 
mined by cell genesis and cell death; the latter has been 
given too little attention. 

Another general point, emphasized by Angevine (this 
volume), is that there is a firm program, or timetable, of 
cell genesis, with reference both to the various cell types and 
to the neurons of given regions. This is a time-honored 
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view, but autoradiography with tritiated thymidine has 
given numerical precision to the generalization (see also 
review by Sidman, 1970). Without repeating Angevine's 
detailed evidence in the hippocampal formation and else- 
where in the cortex, one may summarize simply with the 
statement that the pattern of times of origin, or "birth- 
days," of nerve cells can characterize given subregions of 
the CNS as precisely as the synaptic anatomy and may rep- 
resent the more fundamental characteristic, for it takes 
precedence in time. 

The birthdays of diencephalic neurons, in contrast to 
cortical ones, tell a slightly different story. Angevine em- 
phasizes not so much the discrete patterns of cell origin for 
given thalamic nuclei, although there are such patterns in 
some instances, but rather three broad and continuous 
gradients that describe the thalamus as a whole. The gradi- 
ents run, from early arising to late arising cells, in the ventral 
to dorsal, caudal to rostral, and lateral to medial axes. The 
segregation of individual clusters of neurons, which we 
refer to as the thalamic nuclei, must be established later, 
perhaps by superimposing factors resulting from thalamo- 
cortical interactions on the basic three-coordinate gradient 
system. 

Do cells migrate in the developing CNS? 

These autoradiographic studies make another very general 
point, namely, that the sites of cell origin almost always 
differ from the sites where the mature cells will reside. This, 
in turn, raised the issue for general discussion as to whether 
cells actually do migrate in the developing brain. The an- 
swer is an unequivocal "yes" for many populations, but the 
autoradiographic method, with its focus on the labeled cell 
nucleus to the exclusion of other parts of the cell, gives only 
part of the story. 

The clearest example of true migration is provided by the 
cerebellar ganule cell, for which Golgi (Ram6n y Cajal, 
1960), autoradiographic (Miale and Sidman, 1961), and 
electron-microscope (Mugnaini and Forstronen, 1967) data 
are in concordance. The details of the migration process 
are worth a description. When a round precursor cell in the 
external granule layer has divided for the final time, the 
daughter cells come to lie in the deeper parts of the external 
granular layer and take on a bipolar form, with horizontal 
processes aligned in the transverse plane (Figure 4). Thus, 
the orientation of the granule cell is already established at 
this time, probably before the cell makes contact with the 
Purkinje-cell dendrites, which are oriented 90 degrees dif- 
ferently in the sagittal plane. Then the cell moves into the 
incipient molecular layer and emits a cytoplasmic process 
inward. Next, the nucleus moves down that process, the 
segment behind the nucleus taking on axonal properties, 
while the segment ahead of the nucleus retains more general 

FIGURE 4 Schematic drawing of a transverse section through the 
developing cerebellar cortex, based on illustrations of Rambn y 
Cajal(1960). The external granular layer (E.G.L.) contains dividing 
cells in its superficial layers; its deeper layers contain postmitotic 
young neurons, some of which already possess bipolar horizontal 
processes oriented in the transverse plane. These cells are young 
granule-cell neurons, and their developmental sequence is illus- 
trated in the series of blackened cells that extend diagonally from 
the upper left and reach the bottom of the picture to the right of 
center. They cross the developing molecular (M) layer, pass the 
immature Purkinje (P) cells with dendrites oriented in the sagittal 
plane, and reach the granular (G) layer as described further in the 
text. 

cytoplasmic characteristics. When the cell body reaches the 
granular layer it develops a series of transient processes. 
Many afferent axons make contact with these and with the 
soma itself. The cell then remodels to its adult configura- 
tion, with a smooth-surfaced soma, a few dendrites, and 
only the tips of the dendrites in contact with axon terminals. 
The primary evidence for migration is the change in posi- 
tion of the postmitotic granule cell relative to a fixed land- 
mark, the Purkinje-cell soma. 

Another instructive example of migration has been de- 
scribed by Morest (1969a) in Golgi preparations of the opos- 
sum medial trapezoid nucleus, one of the auditory relay 
nuclei of the brainstem. Here some young nerve cells retain 
the ancestral columnar form, with nuclei in the ventricular 
or subventricular zones and cytoplasmic processes attached 
to ventricular and outer brainstem surfaces (Figure 5). Then 
the nucleus apparently moves outward the length of the cell, 
and the inner process may be discarded or resorbed so that 
the entire cell lies near the external surface of the brainstem. 
Next, a new inward-directed process forms, an axon 
branches outward from it, dendritic sprouts emerge from 
it directly congruent with the sprouting axon terminals of 
the afferent nerve supply, and, finally, the nucleus migrates 
inward to take up a position close to the point of emergence 
of the axon. There are several variations on this theme 
(Morest, 1969a, 1969b). The cell behavior is reminiscent of 



that described above for the developing granule-cell neuron 
of the cerebellum. 

Morest (1969a, 1969b) emphasized the importance of the 
exquisitely detailed spatial correspondence between the de- 
veloping dendrites and their input and the precise temporal 
relationships. He underscored the temporal factor by de- 
scribing how the input arises. Neurons of the left cochlear 
nucleus are destined to innervate the right medial trapezoid 
nucleus. The axons grow first to the ipsilateral medial 
trapezoid nucleus but make no synaptic connections there; 
they then cross the midline, pass the corresponding axons 
coming from the other side, and engage developing den- 
drites on young neurons of the contralateral side. The grow- 
ing axonal and dendrite surfaces may not yet be "ripe" at 
the time of the ipsilateral contact, or there may be other 
and more interesting mechanisms governing the attainment 
of synaptogenesis only on the second, contralateral, op- 
portunity. 

The same general mechanism may apply as well to the 
cerebral cortex. The migration of cells to the cortical plate 
was described (Angevine and Sidman, 1961) as an "inside- 
out" migration (Figure 1). Early-forming cells apparently 
went as far outward as they could go. Somas of successive 
waves of later cells attained more superficial final positions, 
as clearly established by the tritiated thymidine labeling 
patterns. The attainment of those patterns, however, might 
be achieved by more complex routes of migration than had 
been recognized-first all the way outward and then part 
way inward again (Figure 5, adapted from Morest, 1969b; 
see also the earlier report of Berry and Rogers, 1965). 

FIGURE 5 Schematic illustration of Morest's (1969a, 1969b) con- 
cept of the developmental displacement and modeling of some 
classes of neurons. See text for further details. 

Experimental analysis ofcell shape and alignment 

These elegant anatomical studies pose a special problem of 
research strategy. If the assembling of a nervous system 
were to depend on spatial and temporal events of such ex- 
traordinary precision that development would fail unless a 
myriad of axons that are constantly remodeling and often 
growing over considerable distances were to meet precisely 
corresponding dendrites and somas exactly on schedule, 
how could one hope to unravel mechanisms? Yet mech- 
anisms are analyzable via grafting experiments, ablations, 
tissue culture, analysis of mutants, and combinations of 
these approaches. 

The tissue-culture approach is reviewed by Varon (this 
volume). He and others are developing methods, still at an 
early stage, for maintenance of isolated neurons in vitro in 
order to evolve simple systems for studying neuron-neuron 
interactions (e.g., Goldstein, 1967; Shimada et al., 1969). 
The most interesting point to emerge so far is that Nerve 
Growth Factor (NGF) prolongs the survival of isolated 
neurons from sensory ganglia and promotes the develop- 
ment of their processes (e.g., Levi-Montalcini and Angeletti, 
1963; Varon and Raiborn, 1969). Varon (this volume) also 
summarizes experiments demonstrating reaggregation and 
histotypic differentiation of chick-embryo sensory ganglion 
cells in the presence of NGF. One would anticipate that 
tissue-culture assays might be developed for other cell 
"maintenance" factors by the in vitro study of mutants in 
which particular classes of neurons degenerate selectively 
during postnatal life, or particular synthetic processes fail 
(e.g., Wolf and Holden, 1969). 

Another example of the combined tissue culture-mutant 
approach brings the mechanism of cell patterning a bit 
closer within reach. The experiment involves the mutant 
mouse reeler, one of the most intriguing of the many avail- 
able mutants (Sidman et al., 1965). The reeler brain develops 
normally except for the cerebellar cortex, cerebral isocortex, 
and hippocampal formation, which show disorganization 
of cell alignment and of intracortical synaptic connections 
(Hamburgh, 1963; Meier and Hoag, 1962; Sidman, 1968). 
These regions are the only parts of the CNS where late- 
forming cells and the earlier-forming cells with which they 
will make synaptic contact are known to become mutually 
transposed during normal development. Autoradiographic 
analysis indicates that, in reeler brain, cells arise in the 
normal places and at the normal times, migrate normally 
to the cortex, and then fall, all disoriented, into random 
positions instead of lining up correctly in relation to their 
neighbors. 

The problem can be considered with reference to cell 
shape or cell position. Our impression is that the shapes of 
large neurons are controlled fundamentally by factors in- 
trinsic to the cells themselves, although they are influenced 



secondarily by interactions with other cells. This point of 
view has been well expressed by Mugnaini (1969) on the 
basis of electron-microscope studies. Our evidence comes 
&om analysis of Golgi preparations of CNS of reeler and 
other mutants (Sidman, 1968). Purkinje cells in the reeler 
cerebellum display somatic and dendritic forms recogniza- 
ble as unique to that particular and special class of neurons, 
even though the cells are markedly abnormal in position, 
orientation, and synaptic connections. Likewise, in the cere- 
bellum of the weaver mutant, the Purkinje cells acquire es- 
sentially their normal form even though very few external 
granule cells survive and migrate inward past them to be- 
come granule-cell neurons. In the normal human fetus, the 
timetable of cerebellar histogenesis is prolonged, and the 
Purkinje cells mature to a considerable extent before many 
granule cells have formed, again indicating the relative in- 
dependence of the Purkinje cell (Rakic and Sidman, 1970). 
One must add the qualification that the volume and the 
fine details of dendritic architecture of the Purkinje cells 
are indeed abnormal when their synaptic input is reduced, 
as is the case in several other neurond systems (e.g, Val- 
verde, 1967; Ruiz-Marcos and Valverde, 1969). 

Because reeler behaves genetically as a single locus muta- 
tion with presumably a single basic effect, can one pinpoint 
its action to some one aspect of development other than 
cell shape? Our working hypothesis has been that cell posi- 
tion is that critical parameter and that the reeler locus influ- 
ences a specific recognition mechanism that allows patterned 
cell alignment in cortexes (Sidman, 1968). 

There are two culture experiments on reeler that pertain 
to the testing of this hypothesis, one involving organotypic 
cultures and the other reaggregation cultures. Organotypic 
cultures of newborn cerebellum allow neurons to mature 
and make synaptic connections (Wolf, 1964; Crain et al., 
1968). Wolf has now established further that the cultures 
attain a differentiated state with several features of the 
maturing cerebellar cortex. For example, ganule cells mi- 
grate inward past Purkinje cells, as described earlier in vivo, 
make synaptic connections with Purkinie cells, and receive . - 
an input (source unknown) via their dendrite terminals in 
glomeruli of the newly formed granule layer (Wolf et al., 
1967; Wolfand Dubois, 1970). In reeler cultures, as in vivo, 
granule and Purkinje neurons survive and differentiate, at 
least in part, but fail to attain a normal orientation relative 
to one another (Wolf, 1970). The reeler disorder thus is in- 
trinsic to the cerebellar cortex and is expressed in vitro. 

The reaggregation culture experiments do not involve 
much new differentiation in vitro, but do give insight into 
the properties that have already been acquired by cortical 
cells at the time of explantation. This culture experiment is 
as follows (DeLong, 1970). Particular regions of normal 
developing brain are treated with trypsin, Ca-free and 
Mg-free salt solutions, and mechanical agitation, to give a 

suspension of isolated viable cells as described by Moscona 
for retina and other developing organs (Moscona, 1965). 
The cells are allowed to reaggregate in culture in shaking 
flasks that contain liquid medium. Within seven days in 
vitro, normal cells from cerebellar cortex, cerebral isocor- 
tex, hippocampal formation, or olfactory bulb reaggregate 
and form histotypical structures-not merely neural ones, 
as distinct from, say, cartilaginous or renal aggregates, but 
patterns representative of the particular region sampled. 
The most striking results are obtained with the hippocampal 
formation, which, in the best cases (Figure 6), forms a 
curved cell band of nearly constant thickness in which 
pyramidal-cell neurons are properly aligned relative to one 
another and are all oriented with normal polarity. Nerve- 
fiber layers form consistently on each side of the band of 
pyramidal cells. The position of the aligned cells bears no 
constant relationship to the surface of the aggregate. At one 
end, the pyramidal band in some cases widens into a "subi- 
culum," different in cell pattern from hippocampus or from 
isocortex, and, in rare instances, something of a dentate 
gyrus appears at the other end of the pyramidal band. 

The fidelity of the pattern implies that something more 
than an "aggregation factor" is at play (DeLong, 1970). 
There must be an alignment and orientation mechanism 

FIGURE 6 Drawing, after the photomicrographs of DeLong(1970), 
of a section through an aggregate of cells that had been dissoci- 
ated from the hippocampal region of a normal 18.5-day mouse 
embryo and cultured for seven days in liquid medium on a rotating 
shaker at 36.5' C. Cells have not only reaggregated but have 
segregated, aligned, and oriented themselves in a pattern resem- 
bling the organization of the hippocampal formation in vivo at 
late fetal ages. See text for further details. 



with reference to cells and their immediate neighbors. This 
mechanism must be differentially distributed over the cell 
surfaces '(or must be mediated by an asymmetrically ori- 
ented molecule), for the cells always line up side to side, 
never end to end, and always show polar orientation. Also, 
the expression of the mechanism must be independent of 
afferent input or precise position of cell relative to the 
ependymal-pial coordinates. 

The mechanism is closely time-dependent. Accurate 
alignment of cells, as just described in hippocampus, occurs 
only when embryos of 18.5 days are used. When the tissue 
is taken about half a day earlier, the alignment is incom- 
plete. Half a day later, the cells of various sizes aggregate 
but show no tendency to sort out and align. The same gen- 
eral properties are found in the other regions of CNS that 
were tested, although the temporal requirements were not 
quite so exacting (DeLong, 1970). 

Cultures of cerebral isocortex from reeler and control 
litter mates were compared (DeLong and Sidman, 1970). 
Cells of control fetuses regularly form a radial cortical pat- 
tern, but cells of reeler litter mates fail to develop a com- 
parable architectural arrangement. Reeler cells aggregate 
and probably migrate within the aggregate, but do  not 
align side to side in parallel, lack the normal polarity with 
outward-directed apical processes, and fail to form layers. 
These aggregating cultures thus show some of the same de- 
fects observed in intact fetal reeler cortex. Cells in cultures 
of cerebellar cortex behave similarly. Cultures of olfactory 
bulb, however, are the same in reeler and control, just as 
they are both normal in vivo, which argues against some 
nonspecific disorder of reeler cells in vitro. 

The alignment mechanism controlled by the wild type of 
allele at the reeler locus must be (1) intrinsic to the dissoci- 
ated cells, (2) operative during a restricted time period, and 
(3) dependent on a surface-bound agent, as inferred from 
the accuracy of the alignment process. The extraordinary 
precision of developing synaptic connections in vivo (as 
described by Bodian, Szentigothai, and others in this 
volume), with different types of synapses acquired at dif- 
ferent times and yet coming to occupy adjacent territories 
on the surface of a given cell, also would seem to argue in 
favor of a surface-bound orienting mechanism rather than a 
diffusible agent. 

The problem of cell alignment in the developing nervous 
system would seem to be ripe for the theoreticians, and al- 
most ready for the chemists. 
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General considerations 

THE DEVELOPMENT OF THE MOTOR SYSTEM of vertebrates is 
considered here from three points of view: the chronology 
of its component steps, the general principles that govern 
it, and some of the unanswered questions that relate to it. 
Because this essay is in no sense exhaustive, the several re- 
views on which it leans heavily are cited at appropriate 
points. General reviews of vertebrate neurogenesis have 
been published by Detwiler (1936), Edds (1967), Ham- 
burger (1955), Harrison (1935), Hughes (1968), Kollros 
(1968), Piatt (1948), Ram6n y Cajal (1960), Weiss (1950, 
1955). 

Several generalizations that relate to the nervous system 
as a whole must be considered before we proceed to an 
analysis of the developing motor system. During its devel- 
opment, the nervous system follows a sequence of steps 
which, although similar in different vertebrate species, take 
place in grossly different periods of time, ranging from a 
few weeks in some rodents and birds to many months in 
some mammals. Among poikilothermes, the rate of devel- 
opment of the nervous system has been accelerated or re- 
tarded even within the same species (Kollros, 1968). Such 
differences in the duration of neural development are not 
accompanied by any change in the order in which major 
developmental steps occur. Thus, the principal events in 
vertebrate neurogenesis appear to occur in an obligatory 
temporal sequence. Furthermore, synchrony of develop- 
ment is maintained between the nervous system and the 
periphery it innervates, regardless of the duration of de- 
velopment, which suggests that the synchrony is achieved 
by interactions between the center and the periphery as de- 
velopment proceeds. 

Another generalization (Eccles, 1968) is that the nervous 
systems of vertebrates, the most complex organizations of 
matter known to us, develop during their early stages in 
the total absence of any sensory contact with the environ- 
ment with which they must ultimately cope. Because the 
developing nervous system is thus removed from any pos- 
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sibility that sensory input can play a role in its early em- 
bryogenesis, the steps in its maturation must depend on 
factors that are, for the most part, intrinsic to the organism. 
This autonomy extends even to the relationships among 
parts of the nervous system. For example, the motor system, 
which always begins to differentiate before the sensory sys- 
tem (Ram& y Cajal, 1960; cf. Hamburger, this volume), 
completes most of its maturation without sensory input, 
and is even capable of initiating and sustaining some com- 
plex motor behaviors in the absence of that input (Weiss, 
1941a). 

Origins $the motor system 

EARLY DEVELOPMENT The vertebrate motor system is 
constructed of nervous elements derived from embryonic 
ectoderm and of effector elements derived principally from 
embryonic mesoderm. Early in development, the primitive 
neural plate and the neural crest that ajoins it arise from 
ectoderm under the influence of chorda mesoderm (re- 
viewed by Saxen and Toivonen, 1962). At this stage, the 
earliest known topographic mapping takes place in the 
embryonic nervous system. A representation of the an- 
teroposterior axis of the soma gradually becomes fixed, 
commencing at the anterior pole of the plate. The medio- 
lateral axis is fixed later in development. An important 
generalization is that it is usual for the several axes defining 
a common topographic system to become fixed, each at 
a different point in developmental time. This observation 
limits the types of hypotheses we may entertain concerning 
the nature of the mechanisms that establish topographic 
axes. 

The production of neural folds and their closure to form 
a neural tube are accompanied by a further segregation of 
the neuroepithelial cells into alar (or sensory) plate and 
basal (or motor) plate, separated by the lateral sulcus. This 
separation imposes yet another map on the central nervous 
system in providing a central representation of sensory 
systems, which are largely of ectodermal derivation, and of 
motor systems, which are almost exclusively of mesodermal 
derivation. We focus here on some aspects of the develop- 
ment of the posterior (spinal cord) portion of the basal plate 
and of the peripheral effectors with which it establishes con- 
nections. 



STRATEGIES OF INTERMEDIATE DEVELOPMENT One of the 
central problems of neurogenesis is how specific central 
stations in the motor portion of the spinal cord become 
linked with appropriate effector structures. There are three 
types of developmental pattern, any one of which could re- 
sult in the establishment of appropriate connections between 
the center and the periphery. Regional differences might 
develop first in the effector periphery, and secondarily de- 
termine the connections accepted by the motor neurons 
by means of centripetal influences transferred along the 
motor axons, a process called myotypic spec$cation (Weiss 
1941a). 

Alternatively, a central representation of the peripheral 
topography might develop first and subsequently impose its 
pattern on an initially indifferent periphery by means of 
centrifugal influences through the motor axons. Both of 
these mechanisms would require that pathways be specified 
in the tissues intervening between successive levels in the 
basal plate and specific regions of premuscle mesenchyme in 
the periphery. A final possibility is that topographically 
congruous maps might arise independently at the center and 
at the periphery, and that the motor axons might subse- 
quently grow out to interconnect corresponding portions 
of the two topographies. In this case, the motor neurons 
could reach the periphery along pathways that had been 
previously specified in the intervening tissues, or they might 
grow out initially at random, consolidating as specific nerve 
pathways only after some of them had made appropriate 
associations at the periphery. It remains to be determined 
which of these mechanisms obtains within each of the sub- 
systems of the developing nervous system, whether there is 
a shift phylogenetically in the mechanism employed, and 
even whether different mechanisms operate for the several 
topographies and modalities that may be mapped within the 
same subsystem. 

Emergence ofcentral topographies 

MORPHOGENETIC CELL DEATH The central component of 
the motor system begins to differentiate earlier than does 
the effector system (Rambn y Cajal, 1908), and independent- 
ly of it. The basal plate of the primitive spinal cord contains 
an undifferentiated column of motor neuroblasts along each 
side (Harris, 1965). In at least some urodeles this differenti- 
ates into a medially situated column of primary motor 
neurons that supply the axial musculature and a ventro- 
lateral column of motor neurons (Woodburne, 1939). The 
tailed amphibians do not appear to progress beyond this 
level of motor organization and do not develop brachial 
(forelimb) or lumbar (hind-limb) enlargements of the 
spinal cord as do anurans, reptiles, birds, and mammals. 
These enlargements of the cord in the regions that supply 
the limbs are due to the development of the ventral horns 

from cells belonging to the ventrolateral, motor-cell 
column. In the embryo of the domestic fowl (Levi-Montal- 
cini, 1950; Hamburger, 1952), the limb enlargements are 
sculptured out of the ventrolateral motor column by ex- 
tensive morphogenetic cell degeneration at the cervical level 
and by medial migration of cells to form the visceral col- 
umns at the thoracic and sacral levels. Extensive cell death 
also plays a role in the morphogenesis of the lateral motor 
column of the mouse (Harris, 1965). These early events in 
the differentiation of the motor column and the formation 
of the ventral horns proceed independently of the develop- 
ing periphery (Harrison, 1904; Hamburger, 1928, 1958; 
Wenger, 1951; Hughes and Tschumi, 1958). Once the ven- 
tral horns have emerged, they continue to lengthen by addi- 
tion of neuroblasts at their posterior ends, as was demon- 
strated in Xenopus by Hughes (1961, 1963). 

HISTOGENETIC CELL DEATH Far more cells are recruited 
and differentiate in the ventrolateral motor column than 
will be used ultimately by the muscular periphery. The 
numbers are reduced to appropriate levels as development 
proceeds. This is accomplished by histogenetic cell degenera- 
tion (cf. Prestige, this volume). The number of ventral-horn 
cells that survive this late wave of cell death is under control 
of the developing limb, falling to lower-than-normal levels 
after the extirpation of limb rudiments and remaining 
larger than normal when supernumerary limbs are grafted 
on (Braus, 1906; Levi-Montalcini and Levi, 1942; Ham- 
burger and Levi-Montalcini, 1949 ; Beaudoin, 1955 ; Kou- 
ros, 1956; Baird, 1957; Kollros and Race, 1960; Race, 1961; 
Hughes, 1962, 1963, 1965, 1968; Race and Terry, 1965; 
Prestige, 1967). 

FORMATION OF FUNCTION-SPECIFIC GROUPINGS OF 
MOTOR CELLS The further development of the limb en- 
largements involves not only continuing cell recruitment 
and cell death to adjust cell number, but also cell differenti- 
ation, cell enlargement, and the remodeling of function- 
specific groupings of motor cells. As the ventral horns in- 
fluence and are influenced by the developing limb muscula- 
ture that they subtend, their cells form topographic arrays 
which represent the effector periphery. Partial descriptions 
of this architecture exist. Much less is known concerning 
the extrinsic and intrinsic forces that mold it. 

There is evidence that the motor organization at limb 
levels of the cord is influenced, at least in part, and in at 
least some amphibians, by extrinsic influences originating 
in the limb musculature. In urodeles, a supernumerary limb 
grafted near the forelimb of a host will receive innervation 
from part of the adjacent brachial plexus and will move, 
joint for joint, in synchrony with the host limb (Weiss, 
1922; Detwiler, 1925). This phenomenon was called by 
Weiss (1931, 1937) a homologous response of homonymous 



muscles, that is, muscles of similar name or function. In addi- 
tion to its occurrence in urodeles, it has been demonstrated 
experimentally in fish (Sperry, 1950; Arora and Sperry, 
1957; Sperry and Arora, 1965), in anurans (Weiss, 1941a; 
Sperry, 1947), and inferred indirectly in man from the be- 
havior of supernumerary digits (Weiss, 1935; Weiss and 
Ruch, 1936). There seems to be no report of the phenome- 
non in reptiles and birds. Developmentally, homologous 
response can be elicited throughout life for some muscle 
systems in fishes and urodeles, during premetamorphic 
(larval) life in anurans (Weiss, 1941a; Sperry, 1947), and not 
at all in postnatal mammals, as judged by persistent dys- 
function of muscles after nerves have been cross-sutured 
(Sperry, 1945). There are regional as well as temporal 
strictures on the phenomenon of homologous response. 
Limbs transplanted to the head region become innervated 
and subsequently move not in synchrony with the host 
limbs but usually with some of the nearby musculature of the 
head (Nicholas, 1929, 1930a, 1930b; Detwiler, 1930; 
Hibbard, 1965). Homologous responses are observed only 
when the donor limb is grafted close enough to that of the 
host to receive at least part of its innervation from the 
brachial plexus (Detwiler, 1933). After several earlier inter- 
pretative attempts, the phenomenon of homologous re- 
sponse gave rise to the concept of neuronal modulation, which 
embraced specification of the ventral motor neurons by 
the motor periphery (Weiss, 1941a). The concept suggests 
that regional specificities which develop peripherally are 
communicated to the ventral-horn cells centripetally along 
neuronal cell processes and determine the synaptic associa- 
tions that will be formed with the central neurons. In the 
case of striated skeletal muscle, this dictation of central 
specificity by individual muscles (Weiss, 1931), or even 
myoneural units, has been called myotypic specijication 
(Weiss, 1941a). 

This influence of the periphery on the motor cells must 
be mediated via motor fibers, because homologous response 
will develop in the absence of sensory innervation (Weiss, 
1937). The concept of myotypic specification would assure 
that each motor neuron would establish central synaptic as- 
sociations appropriate to the muscle it supplied. Such con- 
nections are presumed to be made within the pattern of 
coordination among the muscles (e.g., the temporal se- 
quence of stimulation or inhibition of the antagonists which 
move each limb joint). We shall see that such a functional 
pattern is, in fact, represented in the ventral cord and that it 
develops to some extent independently of peripheral in- 
fluence. 

As the ventral motor column matures, it becomes inter- 
nally organized to represent the muscular topography of 
the limb it subtends. Early in development, the proximodis- 
tal axis of the limb is represented in anteroposterior se- 
quence in the ventral horn. In the brachial ventral horn of 

the urodele, each muscle tends to become represented by 
several groups of motor neurons at different segmental 
levels (Sztkely and Czth, 1967). These muscle-specific nests 
of neurons, although widely scattered, are not placed en- 
tirely at random, but rather are grouped into large fields 
representing functional groups of muscles (e.g., flexors, 
extensors, protractors, retractors) which operate on a given 
joint. The functional fields overlap and interpenetrate each 
other extensively. Sztkely (1968) has suggested that the 
widespread and multiple representation of limb muscles 
in the urodele ventral horn may explain why a nerve branch 
from any segment in this form can innervate a transplanted 
limb and cause it to move in synchrony with the host limb. 
On this basis, he has raised one of the rare questions con- 
cerning the explanation of the phenomenon of homologous 
responses. 

Each muscle in the mammal tends to be mapped uniquely 
on the final, common, motor cells of the ventral horn. As 
development proceeds, the distal portions of the limb mus- 
culature become represented more dorsally in the ventro- 
lateral motor column than does the proximal musculature, 
and extensor muscles more laterally than the flexor muscles. 
Finally, the topographic representations of individual mus- 
cles tend to become clustered in groups, each representing 
a joint (reviewed by Romanes 1953, 1964). Silver (1942) 
has demonstrated a somewhat similar arrangement in the 
frog. It is not yet known how the more primitive pattern 
of representation is restructured into the more complex 
patterns characteristic of the more mature animal. It remains 
to be clarified what roles are played in this process by cell 
migration, cell death, the retraction of older constellations 
of connections, and the establishment of new groupings. 
Beyond this we need information concerning how numer- 
ous morphological topographies and functional modalities 
are mapped in a common framework of time and space. 

The integrated motor patterns that are represented by 
the functional grouping of motor neurons appear to devel- 
op independently of sensory input from the periphery. De- 
afferentation prevents neither the development (Weiss, 
1937), nor the expression of coordinated movement (Weiss, 
1936). These coordinated motor patterns not only develop 
autonomously, but are regionally specific. By transplanting 
different sections of larval or embryonic cord into juxta- 
position with forelimbs or hind-limbs, or viceversa, Sztkely 
(1963) showed in salamanders, and Strasnicky (1963) in 
chickens, that the pattern of movement that ensued was 
dictated by the brachial and lumbar sections of the cord, re- 
spectively, and not by the limb (cf. Hamburger, this volume). 

Dgerentiation ofthe motor periphery 

SUPPORT OF MUSCLE FIBER DIFFERENTIATION BY MOTOR 
FIBERS Just as the central portions of the motor system 
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show some autonomy in their early development, so the 
limb musculature at the periphery develops to a point, and 
persists for a time without innervation (Harrison, 1904; 
Hunt, 1932; Eastlick, 1943: Eastlick and Wortham, 1947; 
Hamburger and Levi-Montalcini, 1950; Singer, 1952). 
Myoblasts that have been explanted into tissue cultures 
with or without cloning develop cross-striations and 
contract (Capers, 1960; Nakai, 1965; Konigsberg, 1963), 
although their nuclei tend to remain centrally situated in 
the cell rather than assuming peripheral positions as they 
do in fully differentiated skeletal muscle fibers in vivo 
(Zelena, 1962). Muscle cells require innervation to retain 
their integrity and complete their differentiation. The mus- 
cle fibers of aneurogenic limbs tend to degenerate in time 
if they do not receive innervation (Hamburger, 1928,1939). 
This ability of the motor-nerve fiber to stabilize the state 
of differentiation of muscle fibers is not shared by sensory 
fibers (Weiss and Edds, 1945; Gutmann, 1945). 

Beyond assuring the mere survival of the muscle fibers, 
the axonal connection with the center supports a range of 
qualitative changes in the effector cells subtended by the 
spinal nerves (Tower, 1935; Buller et al., 1960a; Gutmann 
and Hnik, 1962). Some of the changes occur in all inner- 
vated skeletal muscle fibers. These include: the formation 
of a sole plate in response to the tip of the axon of the motor 
neuron (Zelena and Szentigothai, 1957; Zelena, 1959); the 
exclusion, especially in higher vertebrates, of other axons 
from the formation of additional junctions on the same 
muscle fiber (Harrison, 1910; Elsberg, 1917; Aitken, 1950; 
Hoffman, 1951); a decrease in acetylcholine sensitivity on 
all surface areas not in or close to the myoneural junction 
(Ginetzinsky and Shamarina, 1942; Kuffler, 1943 ; Axelsson 
and Thesleff, 1959; Miledi, 1960) ; and an increase in choli- 
nesterase activity near the myoneural junction (Mumen- 
thaler and Engel, 1961) and a decrease elsewhere (KOV~CS 
et al., 1961). 

L L NERVE-DEPENDENT DIFFERENTIATION OF FAST" AND 
'L SLOW" MUSCLE FIBERS Another group of changes 
that take place after innervation affects striated muscle fibers 
differentially. In mammals, muscle fibers normally begin 
to contract shortly after the nerve fibers touch them (Straus 
and Weddell, 1940; Diamond and Miledi, 1962). Initially, 
all muscle fibers have the relatively long contraction times 
characteristic of "slow" muscle (Denny-Brown, 1929; 
Buller et al., 1960a, 1960b; Buller and Lewis, 1963, 1964; 
Close, 1964, 1965). Later, some muscle units become "fast" 
(short contraction time), while others remain slow (Eccles 
et al., 1962; Ridge, 1967). "Fast" and "slow" muscles differ 
from each other quantitatively in a number of ways, e.g., 
speed of calcium transport (Mommaerts, 1968), density of 
capillary beds (Romanul and Pollack, 1969), myoglobin 
levels (McPherson and Tokunaga, 1967), and so forth. 

Nerve fibers sustain these differences because muscles revert 
to the primitive "slow" state after denervation, and assume 
the fast or slow condition on reinnervation by their ap- 
propriate nerves. Each muscle fiber appears to be able to 
assume the "fast" or the "slow" state throughout life. The 
nerve fibers that innervate the muscle determine which 
state will be stabilized, as cross innervation of "fast" and 
"slow" muscles is followed by a reversal in their types 
(Buller et al., 1960a; Buller and Lewis, 1965; Close, 1965). 

Connections between center andperkhery 

ESTABLISHMENT OF SPECIFIC MOTOR PATHWAYS What- 
ever mechanisms assure the establishment and maintenance 
of appropriately linked central topographic maps and pe- 
ripheral effector arrangements, the problem remains of how 
the motor axons find their ways along appropriate path- 
ways from the basal plate derivatives across intervening 
tissues to specific motor regions in the limb. Harrison 
(1914) called attention to one ingredient of the solution of 
this problem when he demonstrated in vitro that fibers 
grew out of an explant only when a physical interface, such 
as that provided by an experimentally introduced spider 
web, was present along which they could grow. This 
phenomenon has been extensively investigated under the 
name "contact guidance" by Weiss (1928, 1934, 1941b, 
1945,1955). Yet an unanswered question remains of wheth- 
er the motor axons, the earliest nerve cell processes to 
emerge from the nervous system, grow at random along 
the physical interfaces available to them or whether, at the 
outset, they enter pathways that are specific for their des- 
tinations in specific muscles. The early "pathfinder" fibers 
(as Harrison, 1910, called them) emerge before there is de- 
tectable differentiation of the limb musculature. The first 
fibers that have been stained with silver are parallel with 
one another and are directed toward the periphery. They 
very quickly form spinal nerves that correspond in number 
to the dorsal root ganglia. This segmental arrangement is 
secondarily imposed by the somatic segmentation (Det- 
wiler, 1936). At limb levels, the motor and sensory fibers 
emerge from the spinal nerves in bundles that reflect the 
major nerve branches of the future limb (Harrison, 1910; 
Taylor, 1943; Nieuwkoop and Faber, 1956; Hughes, 1965). 
These cables form as younger fibers grow along the path- 
ways laid down and consolidated by the pioneer fibers, 
a process calledfasciculation. It is also not clear whether this 
early fasciculation is random or selective. It is clear that, 
later in development when the matter can be analyzed, 
selective associations of sensory or motor neurons, or both, 
have been parceled out, presumably as the result of a selec- 
tive affinity among them earlier in development (Weiss, 
1955; Hamburger, 1962). Because these early fascicles al- 
ready reflect the nerve pattern of the adult limb, such pat- 
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terns must be in part intrinsic to the central nervous system 
(Hughes, 1968, p. 53), although it seems plausible that these 
intrinsic patterns are expressed only in response to the cues 
provided by patterns in the otherwise undifferentiated 
mesenchyme of the limb. 

In considering the forces that guide the motor axons to 
appropriate destinations within the limb, we appear to be 
dealing with both a generalized guidance (Detwiler, 1933, 
1936, p. 80; Detwiler and Van Dyke, 1934; Wieman and 
Nussmann, 1929) to which neurons react indiscriminately, 
and a guidance system, which, at least in higher vertebrates, 
assures that specific groups of axons follow specific path- 
ways to specific destinations. Although the limbs of adult 
vertebrates lie at relatively more posterior levels than do 
the cord segments that supply them, Miller and Detwiler 
(1936) showed that during the stage of its initial innervation 
the limb lies immediately adjacent to the involved segments 
of the spinal cord. By transplanting limb buds of embryos of 
Amblystoma to different anteroposterior levels at different 
stages of development, Detwiler (1933, 1936) demonstrated 
three phenomena relating to the innervation of the limb. 
First, the spinal-cord levels that innervate the limb are not 
completely determined by the level opposite which the 
limb happens to lie at the time of motor-axon outgrowth. 
Spinal nerves from the levels that normally innervate a limb 
will grow posteriorly or anteriorly, and make connection 
with a limb that has not been too far displaced from its 
usual site. It must be stressed that this generalized attraction 
is not necessarily limb-specific, as other organs, such as the 
eye, will become innervated by the limb plexus when they 
are transplanted to these sites (Detwiler and Van Dyke, 
1934). Second, spinal nerves will thus "seek out" a dis- 
placed limb for only a limited "window" in developmental 
time. Third, a limb that has been transplanted so far from its 
normal site that it does not receive some input from those 
cord levels that normally supply it will not develop the 
coordinated movements that characterize a limb. Naraya- 
nan (1964) has confirmed these findings for the chick em- 
bryo. He has, in addition, shown that the detailed pattern 
of anastomosis and branching in the brachial plexus is re- 
produced even when limb primordia have been so far dis- 
placed that they are innervated by spinal levels that do not 
normally supply them. This observation could be inter- 
preted to suggest that the pathways along which the nerve 
fibers grow into a limb are specified in the tissues of the 
limb prior to its invasion by nerve fibers. The results of 
other experiments, however, argue as forcibly that the spinal 
cord determines the geometry of the pathways that the 
nerve fibers follow into the limbs. Thus, Castro (1963) 
has shown that partial unilateral removal of the brachial 
cord of the chick embryo results in the formation of only 
that portion of the brachial innervation that the residual 

brachial cord would normally have formed. Piatt (1942, 
1952, 1956, 1957) transplanted aneurogenic limbs of Am- 
bystoma to different cord levels, or replaced the normal 
brachial segments by cord segments from different antero- 
posterior levels, and showed that a normal brachial nerve 
pattern resulted only when the forelunb became innervated 
by fibers arising from brachial levels of the cord. The data 
that indicate that the limb dictates those nerve channels 
the motor fibers will follow do not necessarily contradict 
the data that implicate the cord in determining how these 
axons assort into appropriate pathways. The connections of 
the motor-column cells with the peripheral muscles can be 
re-established by regeneration if the motor axons are 
severed. Later in the l i e  of the organism, motor fibers of 
skeletal muscle re-establish endings rather indiscriminately 
with any type of skeletal muscle fiber that is not already 
pre-empted (Weiss and Hoag, 1946; Buller et al., 1960b; 
Bernstein and Guth, 1961; Guth, 1962; Eccles et al., 1962). 
Such lack of selectivity on the part of regenerating motor 
axons may however, vary in degree. For example, some 
preganglionic sympathetic fibers do "seek out" ganglion 
cells of appropriate modality (Langley, 1897) and will, in 
some cases, even displace inappropriate synapses that were 
established prior to reinnervation (Guth and Bernstein, 
1961). 

THE ROLE OF SCHWANN CELLS The first motor axons 
emerge from the basal plate before any Schwann cells have 
reached the vicinity (Harrison, 1904, 1906, 1907, 1908, 
1924; Ram6n y Cajal, 1960, p. 19). Removal of the neural 
crest, which prevents development of the Schwann cells (re- 
viewed by Hijrstadius, 1950), retards but does not prevent 
the outgrowth of axons. Therefore, the Schwann cells do 
not influence the direction of growth of these earliest 
ventral-root fibers. During later development, however, as 
during regeneration of peripheral nerves (Ram& y Cajal, 
1959), growing axons tend to follow pathways defined by 
Schwann cells. 

The affinity of Schwann cells for axons at the proper 
stage of differentiation leads to their aggregation in chains 
(Speidel, 1933; Peterson and Murray, 1955). The Schwann- 
cell pathway produced by such aggregation may serve to 
guide the outgrowth of fibers that emerge later in develop- 
ment. The type of motor axon with which the Schwann 
cell becomes associated dictates whether myelin sheath is 
elaborated ( ~ i l l z r ~  and Olivecrona, 1946). If the motor 
fiber is destined to be of the largediameter, rapidly con- 
ducting variety, a myelin sheath will form in the manner 
reviewed by Fernhndez-Morhn (1957). As soon as the motor 
axon has become invested by a myelin sheath interrupted 
by nodes of Ranvier, its rate of conduction increases ap- 
preciably (Carpenter and Bergland, 1957). 
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12 Development, Specification, and 

Diversification of Neuronal Connections 

M A R C U S  J A C O B S O N  

THE PROBLEM of specification can be regarded, simply, as the 
problem of how one neuron becomes different from others. 
It is not yet possible to define neuronal specificity in terms 
of cellular processes and products of synthesis that result in 
the development of specific differences between neurons. 
The term neuronal specificity is used to connote differences 
in the functions of neurons that are implicit in their in- 
dividual anatomical characteristics, particularly in their con- 

M A R  c u s J A c o B s o N Thomas C. Jenkins Department of Bio- 
physics, The Johns Hopkins University, Baltimore, Maryland 

nectivity. In general, the parameters that appear to be of 
importance in the development of neuronal specificity are 
differences in the time of genesis of young neurons, dif- 
ferences in their  todi differentiation, differences in their 
positions, contacts, and connections with other cells, and 
in the modifiability of these connections. Because there seem 
to be many dderent parameters by which the differences 
between neurons may be assessed, it is perhaps best to apply 
the principle of one specif;city at a time. Here we are con- 
cerned mainly with the development of specific connections 
between neurons, and are attempting to account for the 
development of the great diversity of types of neurons and 
their interconnections that are found in the mature nervous 



system. Diversity may arise in a population of neurons in 
two different ways. Either the differences among various 
kinds of neurons may be genetically coded and therefore 
under direct genetic control, or they may arise because de- 
veloping neurons have been freed from direct genetic con- 
trol and therefore develop individual differences in size, 
shape, and connectivity. 

Another way of approaching the problem of specification 
and diversification in the nervous system is to start with 
the postulate that the genome cannot contain all the in- 
formation required to specify the detailed structure of the 
fully developed brain. This conclusion has been reached 
from estimates of the maximum information content of the 
genome (Elsasser, 1958, 1961, 1962) and its insufficiency to 
specify the structure of the mature brain (Bremermann, 
1963; Jacobson, 1969), or the complexity of innate patterns 
of behavior (Thorpe, 1963). It is generally agreed that it is 
simpler and more economical to use genetic information to 
specify a developmental program than to specify the final 
structure in detail. A more parsimonious use of genetic in- 
formation to specify a developmental program, including 
a sequence of changes in cellular adhesiveness, motility, 
and growth, could result in the development of neuronal 
circuits of a complexity that increases as the result of inter- 
actions within the system, without requiring detailed ge- 
netic specification of the fully developed structure. 

Releasing the majority of neurons from genetic con- 
straints would also result in an economy of genetic informa- 
tion that would be used to specify the connectivity of only a 
small percentage of the neurons. We  may, therefore, specu- 
late on the existence of a wide spectrum of different kinds 
of neurons, ranging from one extreme class of neurons that 
develop connections under direct genetic constraints to 
another extreme class of neurons that develop connections 
under indirect or lax genetic constraints. I merely wish to 
draw attention to the possibility of different degrees of 
neuronal specificity rather than to enunciate a hypothesis 
which may, at best, be only partly correct. 

The following table is an attempt to list some of the 
characteristics of the two extreme classes of neurons, but it 
is assumed that a graded series of intermediate types also 
develop. 
Class I Class II 
1. Severely constrained 1. Loosely constrained 

genetically genetically 
2. Rigid specification 2. Lax specification 
3. Generated early 3. Continue to be generated 

late in ontogeny 
4. Mainly macroneurons 4. Mainly microneurons 

(afferent and efferent (interneurons with short 
neurons with long axons; axons) 
connectivity often organ- 
ized topographically) 

5. Invariant connectivity 5. Variable connectivity 
6. Genetic specification 6. Genetic specification not 

sufficient sufficient. Require func- 
tional validation 

7. Unmodifiable after speci- 7. Modifiable until specifi- 
fication that takes place cation, which may be 
early in development delayed until late in de- 

velopment 
A particular type of neuron may be assigned a place in 

this scheme based on its morphological and physiological 
characteristics. We may also observe whether its develop- 
ment is contingent on function or sensory experience, and 
whether modifications take place after surgical rearrange- 
ment or dislocation of its connections. The amount of func- 
tional modification can be measured behaviorally or by 
mapping the connections electrophysiologically. This strat- 
egy has been used in studies of the connections that develop 
between the eye and brain and between the skin and spinal 
cord. 

Spec$cation ofcentral connections ofsensory neurons 
resultingfrom axonal contacts with peripheral organs 

The sensory nerves of all vertebrates have been shown to 
project in somatotopic order onto the sensory centers in 
the spinal cord and brain. How does this point-to-point 
central representation of sense organs in the skin develop? 
Either it might, in principle, develop as a result of selective 
growth of nerves to sense organs, or the nerves might con- 
nect nonselectively in the skin, and then a compensatory 
adjustment of their central connections might occur. Sever- 
al factors probably act in combination to control the devel- 
opment of peripheral innervation: mechanical guidance of 
the nerves by other tissues, chemotaxis, and chemoaffinity 
between nerves and sense organs have all been proposed, 
and I allude to these again. There is, however, experimental 
evidence that the reflex connections of some sensory nerves 
are specified by their peripheral contacts with the cornea 
in salamanders (Weiss, 1942; Kollros, 1943), the skin in 
frogs (Miner, 1956; Jacobson and Baker, 1968, 1969), and 
the muscle spindles in newborn cats (Eccles et al., 1962). 

Evidence in favor of peripheral specification of cutaneous 
nerves in frogs was obtained by Miner (1956). She observed 
that back-to-belly inversion of a skin graft on the trunk 
of a frog tadpole resulted in the development of misdirected 
reflexes. Stimulation of a point on the skin graft elicited 
reflex limb movements aimed at the original position rather 
than at the grafted position of the stimulated skin. By dis- 
section, Miner showed that the nerves had not grown back 
selectively to the grafted skin. She concluded that the nerves 
had connected nonselectively with the graft and had then 
switched their central connections to conform with their 
new location in the skin. 



We have confirmed and extended Miner's observations 
on the misdirected reflexes which develop after inverted 
skin grafts have been performed on frog tadpoles (Figure I). 
We have found that the results depend on the position and 
size of the skin graft and on the stage of development at 
which the graft is made. Misdirected reflexes develop in 
only some cases, and then only by replacing normal re- 
flexes that have developed as usual, regardless of the posi- 
tion of the graft (Jacobson and Baker 1968, 1969). 

If a large patch of skin, extending from the back to the 
belly on one side of a frog tadpole, is excised, all the 
cutaneous nerves are cut, and the skin is replaced in a back- 
to-belly inverted position, nerves regenerate into the skin 
graft and its sensitivity is restored. After metamorphosis, the 
cutaneous reflexes appear at the usual time and are at first 
normal: touching the graft results in a limb movement 
directed accurately to the point of stimulation. At thls stage, 
the original location of the grafted skin has no effect in de- 
termining the reflex connections of its sensory nerves 
(Figure 2). After a few days, however, the normal reflexes 
are gradually replaced by misdirected reflex movements 
aimed at the original position of the stimulated skin. Stimu- 
lating the belly skin grafted on the back results in a move- 
ment of the leg aimed at the belly, and vice versa (Figure 3). 
These misdirected reflexes are clearly maladaptive, but they 
persist permanently. Experience cannot be responsible for 
the change from adaptive to maladaptive behavior. The 
change of behavior is the reverse of the change that would 
be expected as a result of learning, and might be called 
unlearning. 

We have shown, by electrophysiological recording, that 
the cutaneous nerves connect nonselectively with the skin 
graft, back nerves to belly skin and vice versa, and restore 
normal cutaneous reflexes (Jacobson and Baker, 1968,1969). 
No changes in the peripheral pattern of innervation take 
place while the reflexes change from normal to misdirected. 
Spread of the reflexogenic zone that gives rise to misdirected 
reflexes, as shown in Figure 3, is not the result of changes in 
the receptive fields in the skin but is assumed to be caused by 
changes in the reflex associations in the spinal cord. We  infer 
that the central reflex associations of the cutaneous nerves 
change so that the reflex circuits are appropriate to the new 
connections of the nerves with the skin, even though the 
reflex movements are functionally inappropriate. Regula- 
tion or modification appears to have taken place in the neu- 
ronal circuits, and these changes could not have been related 
to function and experience. We  postulate that each region 
of the skin produces a specific biochemical change in the 
nerve, resulting in the formation of specific central con- 
nections (Jacobson and Baker, 1968, 1969). The skin in- 
structs the nerve to form central connections that are con- 
gruent with the position of the peripheral nerve in the skin. 
Switching of connections between neurons might be limited 

to adjacent neurons; the limiting distance apart is set by the 
length and branching pattern of their neurites. 

Rearrangement of connections of sensory neurons in the 
frog's spinal cord might be easier than in other species be- 
cause the central neurite of each sensory neuron has unusu- 
ally extensive rostra1 and caudal branches. Each sensory 
neuron sends branches up and down the spinal cord to make 
connections at all levels, from the branchial to the lumbo- 
sacral, although the highest density of connections is made 
at the level at which the nerve enters the spinal cord (Liu 
and Chambers, personal communication). 

At metamorphosis the skin loses its capacity to instruct 
the nerve to form the appropriate reflex connections, or the 
nerves lose their capacity to obey the instructions. We have 
found that back-to-belly inverted skin grafts made after 
larval stage XV, or in adult frogs, always give rise to normal 
reflexes, whereas grafts made before stage XV give rise to 
misdirected reflexes. The size of the graft is important: 
normal reflexes only are in every case elicited from back-to- 
belly inverted grafts less than 40 mm2 in area (measured at 
the end of metamorphosis), whereas larger grafts exchanged 
between back and belly invariably give rise to some mis- 
directed reflexes. The percentage of the total number of 
reflexes that are misdirected increases in direct proportion 
to the area of the graft, from zero for grafts less than 30 mm2 
in area to about 70 per cent for grafts with an area of more 
than 120 mm2 (Baker and Jacobson, 1970). Normal reflexes 
are always obtained from grafts, of any size, that are merely 
translocated on the back or on the belly. 

One of the prerequisites for the development of reflexes 
that are misdirected to the original position rather than to 
the translocated position of a skin graft is that nerves do not 
invade the graft from the surrounding skin. Ele~troph~sio- 
logical mapping of the receptive fields shows that separate 
nerves supply the graft and the surrounding skin in all cases 
in which misdirected reflexes develop (Figure 4). In such 
cases, there is no overlap of receptive fields across the mar- 
gins of the graft. Overlap occurs on the graft and on the sur- 
rounding skin but not between the graft and the surround- 
ing skin. This is not the result of a mechanical barrier at the 
graft margin, because overlap of receptive fields takes place 
if back-to-belly grafts are below the critical size. Thus there 
seem to be unknown factors that prevent ingrowth of 
nerves from back-skin to belly-skin grafts and vice versa. 

SPECIFICATION OF CONNECTION BETWEEN THE EYE AND 

BRAIN There is clear evidence that whole systems of neuro- 
nal circuits develop in the prefunctional stage of embryonic 
development before external stimuli evoke nervous activity. 
The development of the visual system affords the best evi- 
dence of prefunctional development of specific neuronal 
connections. In all vertebrates there is an orderly point-to- 
point projection of the retina on the visual centers. If the 
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FIGURE 1 A. Ventral view of frog with a back-to-belly inverted skin graft. 
B. Dorsal view of the frog shown in A. 
C. Ventral view of a frog with 180-degree rotation of the skin on the trunk. The cutane- 

ous reflexogenic zones and receptive fields of this frog are shown in Figure 3 and 4. 
D. Dorsal view of the frog shown in C. (From Jacobson and Baker, 1969.) 



XI p - REFLEXES ABSENT 
FIGURE 2 Time of onset of normal and misdirected reflexes 

XIII{ in 34 frogs with back-to-belly inverted ski grafts made at 

X I V  - NORMAL 8 MlsDlREcTEo larval stages shown on the ordinate. Reflexes were tested 
20 40 60 80 daily during the postoperative period shown on abscissa. 

DAYS AFTER OPERATION (From Jacobson and Baker, 1969.) 

optic nerve, which connects the retina to the midbrain tec- 
tum, is cut in fishes or frogs, the animal is totally blind at 
first but recovers normal vision within a few weeks as a result 
of optic-nerve regeneration. We  have shown, by mapping 
the connections between the retina and tectum electro- 
physiologically, that, in adult frogs and goldfish (Gaze and 
Jacobson, 1963; Jacobson and Gaze, 1965), the normal 
point-to-point connections are completely restored after 
such regeneration. Sperry (1944, 1951) has proved that the 
restoration of vision is independent of function and experi- 
ence, for, if the optic nerve is cut and the eye is inverted, the 
frog recovers with inverted visuomotor reflexes, which are 
never corrected by experience. These experiments show 
that the optic-nerve fibers regenerate to their proper places 
in the tectum regardless of the relative positions of the eye 
and brain and regardless of the functional effect. The re- 
generation of retinotectal connections, and presumably also 
their development, depend on growth processes that are not 
affected by experience. 

Sperry (1963) has postulated that, during the development 
of the visual system, each retinal ganglion cell acquires a bio- 
chemical specificity uniquely related to its position in the 
retina. A matching map of biochemical specificities is as- 
sumed to develop in the tectal cells. Sperry proposed that 

connections are then formed only between retinal and tectal 
cells with matching specificities. According to his theory, 
the organization of the nervous system is brought about 
by the development of specific chemodnity between neu- 
rons that become connected to one another. The develop- 
ment of these specificities occurs in the prefunctional stage 
of neurogenesis. 

To  discover the stage at which these specificities develop 
in the visual system, I inverted the eye of the toad Xenopus 
at various stages of development, before connections had 
formed between the retina and the tectum, and then mapped 
the connections after they had formed (Jacobson, 1967a, 
1967b, 1968a, 1968b). These experiments showed that the 
ganglion cells of the retina are at first unspecified, and are 
pluripotent with respect to the connections they can form 
in the brain. 

At a later stage, before any visual function is possible, 
each ganglion cell becomes uniquely specified. The experi- 
ments also showed that if the eye is inverted before the early 
tailbud stage (embryonic stage 29), its connections with the 
tectum develop normally and are the same as the connec- 
tions of the other, normal eye (Figure 5). That is, at the time 
of eye rotation at stage 29, the retinal ganglion cells do not 
"know" what their central connections should be, and 
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FIGURE 3 Spread of the area of skin graft from which mis- 
directed reflexes were evoked at progressively later post- 
operative times. The graft is outlined by a dashed line. 
Misdirected reflexes were evoked from the black area; 
normal reflexes, from the rest of the graft. A. Dorsal and 
ventral views of a frog with a back-to-belly inverted skin 
graft made at larval stage IV and tested 31 days postopera- 

tively (six days after metamorphosis) and 48, 51, 58, and 
68 days postoperatively. B. Dorsal and ventral views of a 
frog with back-to-belly reversal of the skin of the trunk 
made at larval stage V, and tested 106 days postoperatively 
(43 days after metamorphosis) and 123, 131, 141, and 151 
days postoperatively. Receptive field maps of these frogs 
are shown in Figure 4. (From Jacobson and Baker, 1969.) 
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FIGURE 4 Receptive fields of cutaneous sensory nerves in fields were mapped 151 days later. The area of skin within 
two frogs with back-to-belly inverted skin grafts (same which action potentials were evoked by a stimulus in each 
frogs as shown in Figure 3). A. The graft outlined with the cutaneous nerve is shown as an enclosed area, stippled in 
dashed line was made at larval stage VI, and the receptive some cases. Each cutaneous nerve enters the skin at the posi- 
fields were mapped 68 days later. B. The graft outlined with tion shown by a small circle in its receptive field. (From 
the dashed line was made at larval stage V, and the receptive Jacobson and Baker, 1969.) 

those connections are specified according to their new posi- 
tions after rotation. The ganglion cells lose this capacity to 
regulate their connectivity within a period of about 10 
hours during embryonic stages 29 to 30. If the eye is in- 
verted during or after stage 30, the animal develops an in- 
verted retinotectal projection and has permanently inverted 
vision. In stages at which the retinotectal connections are 
specified, the retinal receptors have not yet developed, so 
there is no question that these connections are specified in 
the prefunctional stages of neurogenesis. 

Rotation of the eye at stage 30 results in the development 
of a retinotectal projection that is inverted in the antero- 
posterior (nasotemporal) axis of the retina but is normal in 
the dorsoventral axis (Figure 6). Such inversion means that 
specification of the ganglion cells in the anteroposterior 
axis of the retina takes place before rotation of the eye at 
stage 30, but dorsoventral specification occurs only later, 
in accordance with the position of the eye after inversion. 
Inversion of the eye at stage 31 and later, or in adults, results 
in total inversion of the retinotectal projection (Figure 7). 

Our electron-microscope studies of the cytodifferentia- 
tion of the developing retina of Xenopus has shown that the 
first optic-nerve fibers start sprouting from the ganglion 
cells at stage 33. That happens many hours after the terminal 

connections of the optic fibers have been specified at stage 
30 and about one week before the optic-nerve fibers grow 
into the tectum and begin forming connections there at 
stages 49 to 50 (Fisher and Jacobson, 1970). 

Tritiated thymidine autoradiography of the developing 
eye of Xerzopus (Jacobson, 1968b) has shown that before 
stage 28 the optic vesicle is composed of neuroepithelial 
germinal cells, which continue DNA synthesis and mitosis 
with a generation time of about 12 hours. At stage 29, a 
mantle layer of young neurons, which have ceased DNA 
synthesis, is formed external to the neuroepithelial cells of 
the optic vesicle. It has been shown that these young neu- 
rons differentiate into retinal ganglion cells, for if cumula- 
tive labeling is begun at stage 29 and continued until the 
retina is clearly differentiated at stages 38 to 50, only the 
ganglion cells are unlabeled. Therefore, the first neuro- 
epithelial germinal cells to stop DNA synthesis difikrentiate 
into ganglion cells, and about 80 per cent of the ganglion 
cells in the center of the retina are formed at stages 29 to 30 
(Figure 8). By stage 30, the final DNA synthesis has been 
completed in all the neuroepithelial cells that form retinal 
ganglion cells (except those formed at the periphery of the 
retina). The duration of stages 29 to 20 is approximately 
10 hours. The generation time of the neuroepithelial cells 
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is about 12 hours. Therefore, all the neuroepithelial cells 
that give rise to the ganglion cells in the central part of the 
retina cease DNA synthesis within the period of one genera- 
tion cycle. 

Determinative mechanisms ofnerve-jiber 
growth and covlnections 

The optic-nerve fibers appear to be destination-bound from 
the time they start growing from the retina. How does each 
optic fiber reach its correct destination in the tectum? Apart 
from the guidance provided by the optic stalk, we can rule 
out mechanical pidance as a factor in directing the 600,000 
optic fibers that grow to their correct places in the contra- 
lateral optic tectum from each retina of the frog. There is - 
no evidence that galvanotropisrn plays a part, either. The 
growth of optic-nerve fibers up a chemical concentration 
gradient is possible, but no evidence of chemotaxis in the 
nervous system has yet been produced. Some encourage- 
ment to look for it however, can be obtained from the 
evidence of chemotaxis in bacteria (Adler, 1966), leukocytes 
(McCutcheon, 1946; Harris, 1954), and the cellular slime 
molds (Bonner, 1947; Konijn et al., 1967, 1968). 

W e  cannot lightly dismiss the conviction, expressed in 
many of Ram6n y Cajal's writings, that chemotropism 
plays an important part in the formation of specific neuro- 
nal connections. His ~neticulous observations of the in- 
variant patterns of growth of embryonic nerve fibers 
toward their targets led him to favor the theory of chemo- 

FIGURE 5 Map of the retinotectal projection in adult of 
Xmopu~ to the left tectum from the normal right eye, and to 
the right tectum from the left eye, which had been dorso- 
ventrally and anteropo~teriorl~ inverted (rotated 180 de- 
grees) at larval stage 28. The projection from the inverted 
eye is normal. Each number on the tectum represents the 
position at which a microelectrode recorded action poten- 
tials in response to a small spot of light at the position shown 
by the same number on the retina. Figures 6 to 8 conform 
to the same conventions. (From Jacobson, 1968a.) 

tropism. According to him, the tips of the growing nerve 
fibers are destination-bound, ~ r o b a b l ~  being p i d e d  by 
chemical cues or, as he phrased it, "growth caused by the 
arrival at the axon of ~ower fu l  currents of alluring sub- 
stances" (Rambn y Cajal, 1960, p. 180). Many observations 
suggest that the q o w t h  of nerve fibers to specific places is 
determined by chemical rather than mechanical factors. 
Most interesting are the observations that nerve fibers can 
reach their correct destinations and form functionally 
adequate circuits after growing along abnormal routes. For 
example, in the goldfish, regenerating optic-nerve fibers 
that have been deflected surgically from their normal routes 
will grow back to their correct places in the optic tectum, 
bypassing all other tectal neurons on the way (Attardi and 
Sperry, 1963). 

Optic-nerve fibers in Xetzopus can connect selectively 
even after having been surgically deflected into the oculo- 
motor nerve and after having grown along an aberrant 
pathway into the tectum (Hibbard, 1967). Correct synaptic 
connections in the central nervous system of the lobster 
may be formed by axons that have grown along aberrant 
pathways from heteromorph antennules that have regen- 
erated in place of the eye (Maynard and Cohen, 1965). Se- 
lective central connections also are formed by sensory 
nerves that regenerate from anal cerci transplanted to the 
thorax of the cricket (Edwards and Sahota, 1967). These and 
many other observations that axons form appropriate con- 
nections after growing along abnormal routes suggest that 
selective nerve growth is not determined by mechanical or 



RIGHT TECTUM LEFT TECTUM FIGURE 6 The retinotectal projection in adult of Xenopus from 
the normal right retina and from the left retina, which had been 
rotated 180 degrees at larval stage 30. The projection from the left 
retina is normal in the dorsoventral axis but is inverted in the 
anteroposterior axis. (From Jacobson, 1968a.) 
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electrical forces but by a highly refined chemotaxis or tral nervous system. Conditions in tissue culture are very 
chemoaffinity of some kind (Sperry, 1955, 1963). Experi- different from those in vivo, and mechanical forces alone 
ments showing that mechanical factors affect the growth of lack the specificity required to guide nerve fibers to their 
nerve fibers in tissue culture (Weiss, 1934, 1941, 1955) seem correct targets. 
to me to have rather limited relevance to  the selective It seems most probable that some kind of specific molecu- 
formation of connections during development of the cen- lar interaction takes place between the growing nerve fibers 

OPTIC TECTUM FIGURE 7 The retinotectal projection in adult of Xenoprrs to the 
left tectum from the normal right retina, and the right tectum 
from the left retina, which had been rotated 180 degrees at larval 
stage 31. The projection from the left retina is totally inverted. 
(From Jacobson, 1968a.) 
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and other neurons and glial cells with which they come into 
contact, as Weiss has suggested (Weiss, 1941, 1947). But the 
nature of the specificity is almost as elusive now as it was 
when Ram6n y Cajal reflected on the problem long ago. He 
thought that the selection was due to some kind of chemo- 
taxis, and argued that with a mechanical or electrical hy- 
pothesis "it becomes difficult to understand how, of the 
large nervous contingent arriving at the mammalian snout, 
some fibers travel without error toward the cutaneous mus- 
cle fibers, others toward the hair follicles, others to the 
epidermis, and, finally, some to the tactile apparatus of the 
dermis. A similar multiple specificity is found in the tongue, 
where the hypoglossal fibers invade the muscle, trigeminal 
fibers innervate the papillae, and facial (genialate ganglion) 
and glossopharyngeal fibers go to the gustatory papillae" 
(Ram6n y Cajal, 1960). He concluded: ". . . there is no 
doubt that, at first, many imperfect connections occur. But 
these incongruencies are progressively corrected . . . [by] a 
selection, due to the atrophy of certain collaterals and the 
progressive disappearance of disconnected or useless neu- 
rones" (Ram6n y Cajal, 1960). A most attractive hypothe- 
sis is the possibility that specific connections are formed by 
the survival of the fittest as a result of natural selection among 
the nerve fibers. The excessive formation of collateral 
branches has been seen in developing and regenerating 
axons (Ram6n y Cajal, 1959; Speidel, 1933, 1935, 1941, 
1942; Edds, 1953). The chances that an axon will meet a 
favorable postsynaptic neuron are greatly increased by the 
restless activity of the growing axon terminal. The axon 
terminal is in constant motion, rapidly emitting filopodia, 
which do not usually extend more than a few hundred mi- 
crons before being withdrawn or becoming the main line of 
axonal growth (Speidel, 1941, 1942; Pomerat, 1961). 

It is highly probable that neuronal connections are formed 
as a result of random branching of axons which find their 
targets by trial and error. It appears that, during normal de- 
velopment of fiber tracts, determinative mechanisms result 
in the selection of correct pathways by nerve fibers en route 
to their terminal loci. The experiments that have already 
been cited, however, prove that nerve fibers can form cor- 
rect connections after traversing aberrant pathways. What, 
then, is the basis of selection and of the persistence of the 
"correct" connections? Sperry (1963) has suggested that 
selection is made on the basis of chemoaffmity between 
axon terminals and the neurons with which they connect, 
the afinitities being established by genetic and develop- 
mental mechanisms acting on the presynaptic and post- 
synaptic units before the connections are formed. This hy- 
pothesis has the merit of being consistent with, and appears 
to have been inspired by, the experimental evidence that 
sorting out of cells is the result of "tissue affinities" or of 
"cell specific differences in surface tension" (Holtfreter, 
1939) or of "differential cellular adhesion" (Steinberg, 
1962a, 1962b, 1963). 

Townes and Holtfreter (1955) concluded that the sorting 
out of embryonic cells is the result of selective cell adhesion 
as well as chemotactic migration of cells along concentra- 
tion gradients. Steinberg (1962a, 1962b) showed that the 
sorting out can be caused entirely by differential cell adhe- 
sion. According to the "differential adhesion hypothesis" 
(Steinberg, 1963, 1964), sorting out and morphogenetic 
movements of embryonic cells take place because (1) cells 
adhere to one another with adhesive strengths that are spe- 
cific for the cell type ; and (2) the cells within a tissue assume 
an equilibrium arrangement, determined by their intercel- 
lular adhesive strengths, such that the interfacial, or adhe- 

FIGURE 8 Percentages of labeled cell nuclei in the 
optic cup of Xenopus larvae after either one or several 
injections of tritiated thymidine. The stage at which 
the initial injection was given is indicated by the fol- 
lowing symbols: open circles, stages 26 to 28; solid 
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sive, free energy of the system is at a minimum. The "dif- 
ferential adhesion hypothesis" predicts that a mixture of 
two types of cells will eventually form an aggregate in 
which cells of the less cohesive type will envelop the cells 
with greater cohesion. - 

Little genetic information may be required to specify 
cellular adhesiveness, which differs only quantitatively but 
not qualitatively in different cells or in different parts of a 
single cell. As a consequence, the genetic control of morpho- 
genesis may be relatively simple, and may consist of a pro- 
gramed sequence of changes in cellular adhesiveness and in 
cellular motility (Trinkaus, 1965; Gustafson and Wolpert, 
1967 ; Curtis, 1967). Even such complex morphogenetic 
events as the migration of young neurons, the aggregation 
of neurons to form brain nuclei, and the association of axons 
to form nerve-fiber tracts may result from differential 
cellular adhesion. 

The movements of masses of cells during fusion of frag- 
ments of tissues or during the sorting out of aggregates 
composed of different types of cells (Holtfreter, 1939; 
Townes and Holtfreter, 1955; Steinberg, 1962a, 1962b) 
closely resemble the movements of young neurons during 
morphogenesis of the nervous system. Many examples 
could be given to illustrate the resemblance, but only a few 
are mentioned here. The migration of cells from the neural 
crest is an obvious case of differential cell migration, which 
may depend, at least in part, on a program of changes in 
adhesiveness of the migrating cells (Weston, 1963; Weston 
and Butler, 1966). The migration of young neurons from 
the external granular layer at the surface of the cerebellum 
to form the internal granular layer (Ram6n y Cajal, 1952- 
1955 ; Miale and Sidman, 1961), and the migration of young 
neurons from the superficial position they occupy in the 
rhombic lip of the medulla to the depths of the brainstem 
(Harkmark, 1954; Taber Pierce, 1966, 1967) may also be 
controlled by a programed sequence of changes of adhe- 
siveness and of motility of the migrating cells. 

Differential adhesiveness of nerve terminals may also 
provide a plausible explanation of the specificity of connec- 
tions of nerves with various types of sense organs. Dif- 
ferential adhesiveness of nerve fibers may be a mechanism 
for the sorting out of the fibers in long-fiber tracts, with the 
more adhesive fibers taking up positions internal to those 
that are less adhesive. For example, the latitude and longi- 
tude of each retinal ganglion cell need only be translated 
into a specific adhesiveness of its optic-nerve fiber for the 
fibers to arrange themselves in retinotopic order in the optic 
nerve and tract. The final sorting out of nerve-fiber termi- 
nals, and the formation of specific connections between 
the presynaptic terminals and the postsynaptic neurons, may 
also be the result of differential cellular adhesiveness. Multi- 
ple branching of the presynaptic fibers takes place and great- 

ly increases the chances that each fiber will find a postsynap- 
tic cell with the same specific adhesiveness. Differential ad- 
hesiveness of cells may play a role in the sorting out of 
migrating young neurons or of growing axons in all these 
cases, but the roles of chemotaxis and of mechanical guid- 
ance of the migrating neurons, particularly by preexisting 
fiber tracts, must also be taken into consideration. The rela- 
tive importance of these various factors in the control of 
migration and in the formation of synaptic connections 
cannot be evaluated at present, because the facts are not 
known. 

Genetic determination us. functional validation in 
the development ofneuronal connections 

These comments on the putative role of such relatively sim- 
ple mechanisms as differential cellular adhesiveness in the 
morphogenesis of the nervous system serve to illustrate the 
principle that it is much simpler and more economical for 
the egg to contain instructions for a program of develop- 
ment than to contain all the information to specify the 
structure of the fully developed organism. They also serve 
to emphasize the importance of temporal and spatial order 
during neurogenesis. From the beginning, neurogenesis has 
a temporal and spatial pattern. It proceeds according to a 
timetable that is the same for all members of the species, 
and it is very similar in all classes of vertebrates. In the pre- 
functional stage, the timetable must be genetically de- 
termined. Presumably, the orderly development of the 
nervous system is the result of sequential activation of genes 
and a regulated pattern of synthesis and distribution of 
various species of molecules in the young neurons and glio- 
blasts. The details of this developmental program are un- 
known. Although there is good evidence that organized 
connectivity develops in the prefunctional stage, there is 
no evidence that functional activity is necessary for the 
formation of any neuronal connections. I am not referring 
to the unknown functional changes, which we must assume 
are the basis of learning and memory, but to the possibility 
that synapses develop as the result of a specific kind of ex- 
perience. There is no evidence of the latter. Rather, it seems 
that the circuitry of the nervous system is pref~nctionall~ 
determined, and that subsequent functional validation of 
some connections may occur. 

Hubel and Wiesel (1963, 1965) have shown that this 
process of functional validation operates in the maturation 
of binocular connections in the visual cortex of newborn 
kittens. The evidence that the binocular connections are 
formed by prefunctional mechanisms is that they are present 
before the kitten opens its eyes. The binocular connections 
break down if normal binocular vision does not take place 
during the fourth to the sixth postnatal weeks-for exam- 



ple, if one eye is occluded or squints. The binocular connec- 
tions persist if one eye is occluded after the sixth week and if 
the kitten has enjoyed normal binocular vision for several 
weeks after opening its eyes. These connections are formed 
during the prefunctional stage, but they must be functional- 
ly validated during a critical period of development, which 
may be an example of the principle that functionally effec- 
tive connections are selected in preference to those that are 
functionally ineffective. It also illustrates the importance of 
timing. 

Another principle should be emphasized; there are great 
differences among classes of neurons with respect to their 
developmental timetables. The modifiability of some neu- 
rons is lost very early in ontogeny, but persists longer in 
others, and may take place only during a critical period in 
other types of neurons (Jacobson, 1969). During develop- 
ment, neurons undergo a progressive reduction in their 
capacity to form new connections and to modify existing 
ones. This occurs in different classes of neurons at different 
times during development. On the basis of their degree of 
specification, we can group neurons into two main classes, 
although there may also be transitional or intermediate 
types. Class I neurons are highly specified early in develop- 
ment and are unmodifiable thereafter. Class I1 neurons re- 
main uncommitted and modifiable until late in ontogeny, 
and their connections may then become specified as a result 
of functional interactions among the components of the 
nervous system. How, then, can two classes of neurons be 
recognized? In the first instance, we must determine, by 
experimentation, if there are any functional modifications 
in connections after the connections are surgically rear- 
ranged or dislocated. The amount of functional modifica- 
tion can be determined behaviorally or by mapping the 
neuronal connections electrophysiologically. Both tests 
have shown that the connections of retinal ganglion cells 
in the optic tectum of frogs and fishes are completely and 
irreversibly determined very early in development (in the 
prefunctional stage) and are unmodifiable thereafter. Are 
there anatomical or biochemical differences by means oE 
which the two classes of neurons can be distinguished? The 
modifiable neurons might be expected to have immature or 
embryonic features. It should be appreciated, however, that 
functional determination of the neuron need not be associ- 
ated with any single cellular structure, so might not be 
recognizable by anatomical methods. 

Therefore, we must regard the formation of neuronal 
circuits as caused initially by genetic mechanisms that oper- 
ate only with forward reference to experience. The forward 
reference has developed as the result of the selection, during 
evolution, of the genetic mechanisms that control neuro- 
genesis. These genetic mechanisms may be sufficient in the 
case of some kinds of neurons. In other types of neurons, 

genetic determination alone may not be sufficient, and 
functional validation may be necessary. The prefunctional 
period of neurogenesis is followed by a period in which 
functional modifiability of some neuronal circuits is possi- 
ble. These modifications can take place only within the 
constraints imposed by the genetic endowment and devel- 
opmental history of the neuron. 

Summary 

Specificity and diversity may develop in different ways in 
different kinds of neurons. Some neurons may become dif- 
ferent as a result of genetic control of their development, 
whereas others may diversify because they are released from 
genetic constraints. In other words, differentiation of the 
first class of neurons is deterministic; in the second class, 
it is probabilistic. Transitional and intermediate classes are 
also supposed to develop. 

Neurons of Class I are highly specified early in develop- 
ment, after which their connectivity is tightly constrained 
and unmodifiable. The !ganglion cells of the retina show all 
the characteristics of this class. They are generated early in 
ontogeny and are irreversibly specified at the time of their 
final mitosis before the growth of their processes com- 
mences and before connections develop. Other types of 
large neurons with long axons and invariant connectivity 
are believed to exhibit similar characteristics. 

Neurons of Class I1 remain unspecified until late in on- 
togeny. It is postulated that these neurons are produced in 
excess and in great diversity. From this diverse population, 
only those neurons, or their connections, that are func- 
tionally most fitted to survive to maturity do so. Many 
types of interneurons are supposed to belong to Class I1 or 
have transitional characteristics. Their connections may be 
modified or may be maintained by function and experience 
of an appropriate type. One of the requirements for func- 
tional validation of connections of Class 11 neurons may be 
coincidence of patterns of impulses in convergent afferents. 
Evidence of this kind of requirement has been found in 
binocular connections in the visual cortex of newborn kit- 
tens. The cutaneous afferent neurons of the frog tadpole 
have characteristics intermediate between those of Class I 
and those of Class 11, but after metamorphosis they clearly 
develop into neurons of Class I. 

The examples discussed in this essay illustrate the princi- 
ple that during development nerve cells undergo a progres- 
sive increase in their specificity and a corresponding de- 
crease in their capacity to form new connections and to 
modify existing ones, although this change takes place at 
different times during the development of different types 
of neurons. 
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63 A Model of Synaptic and Behavioral Ontogeny 

DAVID B O D I A N  

OTHER CHAPTERS in this volume deal with important ad- migration of cell classes to definitive locations, of  the origin 
vances in our knowledge of the time course of proliferation of neuron interdependence, and of the modulation of the 
of embryonic cells of the neural tube, of the origin and size of  functional neuronal populations through early cell 

death. Overlapping these events, and continuing beyond 
them, are the events of differentiation of cells, especially 
neurons, which are more directly linked to the establish- 

D A V I  D B o D I A N Department of Anatomy, The Johns Hopkins ment of functional systems of cells, and of their behavioral 
University School of Medicine, Baltimore, Maryland capabilities. In particular, the outgrowth of neuronal 



processes, axons, and dendrites, and the linkage of neuron to 
neuron through synaptic formation, laid the foundation for 
the development of functional "subsystems," such as the 
arm region of the spinal cord or -the retina, and of the 
linkage of subsystems into a total nervous system. 

Pioneers of the theory of neuronal organization and of 
behavioral development, such as Ram6n y Cajal(1960) and 
Coghill (1929), respectively, were well aware of the critical 
importance of synapse formation in the establishment of 
functional circuits. Only recently, however, with the 
coming of the electron microscope and with the develop- 
ment of refined electron-miscroscope techniques, has it been 
possible to explore with adequate tools the significant prob- 
lems of synaptic development. 

Although studies of synaptogenesis are in an early stage, 
it seems worthwhile to see whether our present knowledge 
of the morphology and sequence of synaptic development, 
and of the progressive development of behavior, can be 
correlated. If the two can be related, as Coghill proposed, is 
it possible to discern an adaptive "strategy" of construction 
of a functional subsystem, such as the spinal cord segment, 
in which progressive development of motor behavior and 
progressive development of circuitry and synaptic structure 
can be studied together? Moreover, if a discernible plan of 
construction emerges in the spinal cord, is it generalizable to 
other subsystems of the vertebrate nervous system, and can 
it serve for the planning of future research? 

Choice ofsu bsystem 

The studies on which this essay is based are part of an in- 
vestigative program on the development of the fine struc- 
ture in the spinal cord of macaque embryos (Bodian, 1966b, 
1968). The monkey has a relatively long gestation period 
(160 days) as compared with that of other laboratory mam- 
mals. This was thought to be advantageous in respect to the 
timing of significant events of brief duration. Macaques, as 
do other primates, including man, possess a direct con- 
nection from cerebral cortex to spinal motoneurons, so that 
the range of input levels to motoneurons is thereby ex- 
tended to the highest levels of control. 

In the spinal model which we have chosen, it has become 
apparent that the critical event in the establishment of 
synaptic connections begins surprisingly early, as does the 
onset of reflexive muscular movements. Both reflex and 
spontaneous movements of the embryo were studied in the 
amniotic fluid, through the thin and transparent amniotic 
membrane, as well as after it was removed from the 
amniotic cavity. The placenta and umbilical cord were left 
intact, however, and only local anesthesia was used for the 
exposure of the maternal uterus. Pregnancies were ac- 
curately timed by brief exposure of females to the male. 
Table I indicates the available material. Cinematography of 

cutaneous reflex responses and of spontaneous movements 
assisted repeated reviews. 

Analysis ofearly stages ofvlzotility 

Although we deal with the beginnings of behavior and are a 
long way from the goal of understanding the development 
of higher nervous functions, there is no reason to doubt that 
a study of the simplest behavioral subsystem in a vertebrate 
might be used as a model that could yield clues or principles 
which might strengthen the attack on a more complex sub- 
system, such as the primate and human cerebral cortex. 
Coghill used the urodele as a primitive model that might 
ofler insight into the ontogeny of motility of all vertebrates, 
but we propose to use the ontogeny of the primate spinal 
segment as a model that might offer insight into the pos- 
sibilities and difficulties in the study of synaptic ontogeny. 
The hopeful assumption is that we might at least discover 
certain basically similar principles of ontogenetic construc- 
tion, as well as important particular differences between 
such subsystems as spinal cord, retina, olfactory bulb, 
cerebral cortex, and cerebellum. Needless to say, the cellular 
components of each subsystem in the central nervous sys- 
tem are basically similar, and each undergoes a more or less 
comparable sequence of maturational stages. The time 
course is, however, variable, so that development of the 
spinal cord, for example, is far in advance of that of cerebral 
cortex. 

Of the two populations, the nerve cells and the neuroglial 
cells, the former, of course, play the primary role. In fact, 
neurons may complete the establishment of major synaptic 
circuitry in a particular center before neuroglial cells have 
multiplied to a significant degree or have differentiated for 
their major functions. Only ependymal and pial neuroglia 
(boundary neuroglia) are present in the early period of de- 
velopment of a particular "center." Thus, we may at first 
confine our attention solely to the nerve cells. 

For the purpose of comparing the model we have chosen, 
the spinal-cord segment, with other subsystems of the cen- 
tral nervous system, the following terminology is employed 
to designate nerve-cell classes within the array of nerve cells 
of a particular subsystem: 

Efferent nerve cells: origin of major output pathway-often 
have large perikarya. 

Primary afferent nerve cells: develop concurrently with above. 
(Axons arise from neurons with distant perikarya, i.e., are ex- 
trinsic.) 

Interneurons: small neurons, of both excitatory and inhibitory 
function, wholly within the particular "center" (intrinsic). 

Secondary afferent nerve cells: extrinsic input neurons other 
than primary afferent ones. 



TABLE I 
Onset of'Motor Bellavior it1 Relation to Early Fetal Growth in Macaques (frotn Bodiarz, 1968) 

Crown- 
Estimated Rump Body Brain 

Actual Ovulation Length Weight Weight 
Stage Monkey Age* Age (Days) (mm) (grams) (grams) Behavioral Stage 

Early local spontaneous and re- 
flex movements (trigeminal, 

0.30 cervical, brachial) 

Above, plus weak trunk and leg 
responses to hand and perioral 

0.50 stroking 

0.52 Active long intersegmental re- 
flexes and onset of complex 

0.60 arm reflexes 
- - -  

* ~ a s e d  on period of exposure to male (mid-cycle). 

Stage I. Prior development ofefferent 
andprir~zavy aferent netirons 

One may define four general stages of development in the 
spinal cord of vertebrates; these are characterized by in- 
crements of synaptic development, as shown in Figure 1. 
The first is the stage of prior development of efferent and 
primary afferent neurons, but with no evidence of synaptic 
linkage an  motor neurons, even within one or two days 
prior to expected local reflexes. Earlier studies have empha- 
sized the precocity of differentiation of motor-column cells, 
and spinal ganglidn neurons do not lag far behind. Ram6n y 
Cajal's early Golgi study tended to create the impression 
that interneurons develop almost concurrently with pri- 
mary afferent and efferent neurons (Ram6n y Cajal, 1960). 
Most students of spinal-cord development, however, have 
commented on the relatively late development of most in- 
terneurons in the dorsal and intermediate cell columns. In 
Figure 2, showing Stage 1 in the monkey, primary afferent 
and efferent neurons have completed their link with periph- 
eral end-organs, whereas the interneuron populations of the 
posterior horn are still in the replicative stage. In electron 
micrographs, no synaptic bulbs can be found in the primi- 
tive lateral motor column or in the adjacent marginal zone. 
Only growth cones are present. 

During Stage I, the early development of efferent neurons 
is sometimes accompanied by spontaneous movements in 
some species, before the development of capability of a re- 

flexly initiated response. Although other nervous centers 
have no way of demonstrating such a degree of functional 
"readiness" prior to effective synaptic transmission to the 
efferent neuron, the occurrence of such a phase in the spinal 
model suggests that electrical excitability of efferent neurons 
in general may precede that of interneurons, which is, of 
course, subject to experimental testing. 

SIGNIFICANCE OF PRIOR DEVELOPMENT OF EFFERENT 
NEURONS AND PRIMARY AFFERENT NEURONS W h y  does 
the last neuronal component of the spinal reflex circuit de- 
velop first, rather than last, in the linear sequence from pri- 
mary afferent neuron to interneuron to efferent neuron? 
One may suppose, in a speculative way, that the prior de- 
velopment of efferent and primary afferent neurons must 
have a special adaptive value. Both the major input neurons 
and the output neurons of major functional centers are usu- 
ally arranged to convey information that is of a topographic 
nature, or is expressed as a "projection," such as the projec- 
tion of the body image. This major requirement of efferent 
and primary afferent neurons might mean that the popula- 
tion of such neurons in a center must be topographically 
specified by its axon terminations (motor periphery, in the 
instance of the spinal cord) before central interneuron com- 
plexity or some other neuropil complexity can interfere 
with the optimal array of output and input components. 
The bridge is built, as it were, by extension from both banks 
of the river toward the center. 
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FIGURE 1 Schema indicating model of developmental 
stages of synaptic circuitry in a nervous center, based on 
analysis of the spinal motor system, in which the level of de- 
velopment may be correlated with level of behavioral capa- 
bility. 
Stage I. Initial differentiation of major efferent neurons, 
followed by major afferent neurons (extrinsic), and, finally, 
interneurons. Growth cones shown as oval tips of growing 
axons. 
Stage II. Synaptic closure of circuit between primary af- 
ferent and primary efferent neurons, in linear sequence from 
afferent to efferent neuron. Synapses are numbered in order 

Stage II. Closure ofintrinsic circuits 
from aferent to eferent neurons 

In the macaque, the earliest reflex responses that can be elic- 
ited are flexion (withdrawal) reflexes of the arm, which fol- 
low stroking of the hand with a soft bristle. The reflex is 
ipsilateral at first, and is contemporaneous with spontaneous 
movements of mouth and arms within the amniotic fluid. 
Unlike the human, the macaque at this stage does not ex- 
hibit jaw movements in response to cutaneous stimulation 
about the mouth; only axo-dendritic synapses are found on 

I 

closure 0; primary circuil 
(Onset of local reflex) 

of linkage, and synaptic bulbs shown as triangular terminals 
of axons. 
Stage 111. Ingrowth of axons of extrinsic and intrinsic in- 
terneurons, longitudinal and lateral (including crossed inter- 
neurons in spinal cord). Integrated activity of system, with 
inhibitory (open neurons) as well as excitatory (shaded neu- 
rons) units. 
Stage IV. Increased complexity of interneuron connec- 
tions, and progressive refinement of function. Synaptic l d -  
ages completed, permitting neuroglial development to en- 
able more efficient synaptic and axonal function without 
interference with linkage formation. 

motor neurons (Figure 3). The precocious local reflex may 
take place either in the oral or in the brachial regions in dif- 
ferent mammalian species, and perhaps it represents an un- 
usual sensitivity to synaptic transmission at these levels at a 
stage when synaptic contacts with the efferent neuron are 
few and are limited to only one type of synaptic bulb on 
dendrites (Bodian, 1966b, 1968). Indeed, the early differen- 
tiation of dendrites of major efferent neurons and the direc- 
tion of their growth in the path of interneuron axons ap- 
pear to be designed to increase the probability of "correct" 
connectivity with the major afferent input. The primitive 



synaptic bulbs are found mainly in the inner marginal zone, 
on dendrites only, and contain both spheroid synaptic vesi- 
cles and the larger vesicles that characterize growth cones 
(Bodian, 1966b, 1968). 

The synaptic bulbs are remarkably few in number when 
the local reflex circuit is established. They appear to be capa- 
ble of functioning very soon after linkage. Our recent 
studies have shown that this behavioral expression of clo- 
sure of the local reflex circuit is a precocious characteristic of 
the brachial region in the macaque, whereas a comparable 
state of synaptic development is behaviorally silent in the 
lumbar region. Here, the capability of local reflex response 
awaits the input into the circuit of intersegmental synapses, 
which represent the substrate of Coghill's so-called "total 
reaction pattern," or the synchrony of local limb response 
with trunk response (Coghill, 1929). 

SIGNIFICANCE OF STAGE OF CLOSURE OF PRIMARY CIR- 
CUIT It now seems generally agreed that Coghill's con- 
cept of the "sovereignty" of the intersegmental integrating 
mechanism over the local response patterns requires reinter- 
pretation (Bodian, 1968). Although intersegmental organi- 

FIGURE 2 Light micrograph of cervical spinal cord of ma- 
caque, just prior to onset of earliest local reflexes. Replica- 
tion of cells in the motor cell column (M) is completed, 
whereas proliferation and migration of neuroblasts of the 
dorsal cell region (D), where interneurons will differentiate, 
is actively in progress. Lower arrow shows margin of differ- 
entiated ependymal layer. Upper arrow shows a zone of 
active mitosis (matrix layer). Central canal is at right mar- 
gin. DR, dorsal root; SG, spinal ganglion. Two-micron sec- 
tion, plastic imbedding, toluidin blue stain, x 150. Ma- 
caque CB 43,20-mm stage. 

zation, as an example of progressive interneuron develop- 
ment, is of great importance in an early stage of spinal-re- 
flex maturation, it is not necessarily the initial or primary 
behavioral or morphological component. Indeed, Coghill's 
picture of the "motor path" of the urodele (Coghill, 1929, 
Figure 10) is that of descending collaterals of motor neurons, 
rather than of interneurons. Evidence is lacking for such a 
"motor path" in other vertebrates. In the monkey, our 
electron-microscope studies show such an early appearance 
of two types of synaptic bulb, probably representing excita- 
tory and inhibitory inputs to motor neurons, that their ori- 
gin from interneurons seems more in accord with modern 
studies of motor-neuron reflex organization than with their 
possible origin from motor neuron collaterals. Coghill rec- 
ognized the necessity of inhibitory as well as excitatory in- 
puts to explain alternating swimming movements, but had 
no way of relating this to morphological differences in syn- 
aptic type. Today, the existence of excitatory and inhibitory 
spinal interneurons is well established (Florey, 1961). 

Recognition of the likelihood that Coghill's whole body 
pattern of motor integration is an early and important, but 
not primary; aspect of development of organization within 



the spinal cord opens the way to interpret the significance of 
Stage I1 for nervous centers in general. Tlre closrrre nfa pri- 
rrrary qfirerrt-ff ir~t  circlrit or t l~e~first~onl of'rrertrorral derwlop- 
rrlerrt is corrsisterrt 1r~it11 rlre idea that tlre tol~c~pnl~llic relatiorlship 
nfirrpct to otrtlItrt (as iil serrsory projectiorr pnthtrlnys) rrrrrst be ill- 
s~rred by early closlrre. Once this is established, the elaboration 
of additional intrinsic and extrinsic synaptic inputs follows, . - 
and perhaps is not so rigidly determined, as is also suggested 
by Jacobson in this volume (also Jacobson, 196'9). 

Efferent neuronal cell bodies are prominent in any given 
center as the first to show differentiation of Nissl bodies and 
dendrites, so the impression has been created among some 
workers that a retrograde sequence of development takes 
place from efferent to afferent neurons. If the location of the 
major afferent neuron is well known, as in the spinal cord, 
it is clear that this neuron is not far behind the efferent neu- 
ron in its development. With respect to the closure of the 
first three-neuron circuits from afferent to efferent neurons, 
however, a linear sequence of synaptic linkage does appear 
to exist (Figure 1). 

For example, in the spinal cord the simplest functional 
pathway, involving three neuron classes, becomes functional 
immediately upon closure of the circuit by means of syn- 
aptic contact with the efferent neuron (Bodian, 1968). Pre- 
vious linkage of the first-order and second-order neurons 
must be assumed. In the spinal cord, the circuit closure may 
be represented by a simple, local, cutaneous reflex, or may 
be "silent." 

Stage III. DeveloPtiieizt o f  extriizsic 
secondary circititry (liizkage ofirztersegr~~ciztal aizd 
lateral (crossed) syrzapses: axoso i~~a t i c  as well  as 
axoderzdritic; inhibitory as well  as excitatory). 

Our own studies of the phase of elaboration of interneuron 
and extrinsic synaptic linkages have only begun to explore 
the events of this immensely complex phase. Qualitative 
changes and quantitation of the rate of change in each vari- 
able are both difficult to deal with from the technical stand- 
point. It is clear, however, that synaptogenesis continues at 
an exponential rate between the stage of closure of the first 
circuit and the stage of glial differentiation. Onset of synap- 
togenesis can be recognized by the transformation of growth 
cones to synaptic bulbs of different types (attachment sites 
and synaptic vesicles), and later onset of myelination and 
astrocyte differentiation signals the near-completion of 
synaptic linkages. 

During the intervening period, the entry and progressive 
differentiation of axonic growth cones of extrinsic neurons 
and of excitatory and inhibitory interneurons have certain 
new characteristics. Synaptic linkage with motor neuron 
cell bodies takes place, as contrasted with the purely axo- 

dendritic synapses of Stage I1 (Figure 1). A second and pos- 
sibly inhibitory synaptic type appears (F type, Figure 5) and 
increases to its maximal proportion in the total synaptic- 
bulb population in an astonishingly brief period-a few per 
cent of the total gestation period (Figure 6). However, the 
best estimate of the rate of total synaptic differentiation, as 
measured by the increase in volume of all synaptic bulbs in 
comparison with total neuropil volume, indicates a very 
gradual increase, approaching the adult proportion near 
term. 

SIGNIFICANCE OF STAGE OF DEVELOPMENT OF EXTRINSIC 
SECONDARY CIRCUITRY It is clear that, in the spinal cord, 
the appearance of synaptic bulbs on the somata of motor 
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FIGURE 3 Electron micrograph of cervical motor-neuron 
neuropil of macaque embryo CB 46 (26 mm), at stage of on- 
set of local cutaneous reflexes. Primitive synaptic bulbs (B) 
are first detectable on primitive dendrites (D) at this sSage. 
Synaptic bulbs show spheroid microyesicles of 500 A, as 
well as larger vesicles of 1000-2000 A. The latter are not 
present in mature synaptic bulbs and are characteristic of 
growth cones. Thus, the primitive synaptic bulb is transi- 
tional between growth cones and synaptic bulbs. A. Primi- 
tive axon in cross section. X 42,000. 



neurons and the appearance of significant numbers of a sec- 
ond type of synaptic bulb, containing flattened synaptic ves- 
icles (Bodian, 1966a), suggest a causal relation to the appear- 
ance of intersegmental and crossed-reflex responses. These 
responses follow closely upon the stage of simple, local re- 
flexes. Hamburger has shown (this volume) that, in the ab- 
sence of primary afferent neurons, intersegmental neurons 
in the chick are capable of inducing the development of 
periodic limb movements. This indicates that the primary 
afferent synapses are not essential for the development of 
motor neuron activity, but does not exclude the primary 
afferent neurons from a major role in the development of 
normal motor patterns. 

A t  ally rate, the signif;cance of Stage 3 would seeill to be the 
early iiltegratioi~ o f a  series ofrelated "subsystei~~s." In the motor 
system of the macaque, this appears to involve linkage of 
brachial spinal cord with a succession of caudal and rostra1 

"s~~bsystems," concluding with the corticospinal neurons. 
The preceding stage may be behaviorally "silent," as in the 
lumbar spinal segments, but summation with intersegmen- 
tal synapses of Stage 111 appears to insure reflex responses 
after stimulation of any segmental level. 

Stage IV. Conzpletion ofsyrzaptic linkages and 
onset ofi~etrroi~al sheathing (rejinetrient offiinction) 

Neuronal and axonal sheathing by neuroglial cells does not 
begin to an appreciable degree in the motor neuron neu- 
ropil of the monkey spinal cord until about the 65th day of 
gestation, or three weeks after first synaptic bulbs can be ob- 
served (Figure 7). During the next eight weeks, which repre- 
sent one third of the gestation period, the number and vari- 
ety of synaptic bulbs appear to approach the adult level, 
whereas neuroglial development continues to lag behind. 
Ram6n y Cajal recognized astrocytes in the ventral horn of 
the chick spinal cord at a stage of nine to 10 days, when 

., ~ . synaptic de;elopment is well a>vanced, and noted that they 
. appear last in the dorsal horns (Rambn y Cajal, 1960). He 

did not comment on the important fact that the sequence of 
neuroglial differentiation follows that of neuronal and syn- 

) 1 aptic differentiation in each region. 
Because synaptic linkages are well advanced soon after 

2 .  .-. neuroglial differentiation and neuronal sheathing begin, it is 
obvious that the elaborate refinement of function, such as 
the voluntary movement of an adult animal, is not depen- 
dent merely on completion of circuits within the motor 

'4 . neuron neuropil. T o  a certain degree, maturation of the neu- 
'?t. . rons themselves, as well as of other morphological compo- 

nents, such as neuroglia, plays a continuing role.  ina all^, 
CI functional maturation implies a progressive refinement of 

cerebral signals descending to the intrinsic spinal circuits, as 
their quality is developed in accord with forebrain differen- 
tiation. For example, the corticospinal linkages with the 
spinal circuits occur very early, before input to the corti- 
cospinal neurons is fully developed. 

In early studies of myelin-sheath development it was es- 
tablished, first, that myelin sheathing of axons is not a neces- 

b r 
sary requirement for the functioning of embryonic axons, 

a - and, second, that the sequence of myelination in different 
'., 4 regions of the nervous system, as well as the sequence of 

& astrocyte development, roughly parallels the sequence of 
, . . , , , maturation. The delay in both myelin and neuropil sheath- 

ing by neuroglia has not, however, been adequately ex- 
plained. Our studies of synaptic differentiation in the spinal 

FIGURE 4 Electron micrograph of cervical motor-neuron 
neuropil of macaque embryo CB 42 (41 mm), showing neu- cord indicate that the occurrence of appreciable neuroglial 

roblast (Nb) with axosomatic synaptic bulb (B). These are sheathing coincides with the terminal stages of synaptic 

first apparent at this stage of developing intersegmental re- linkages. The significance of axonal sheathing for making 

flexes. Synaptic bulbs with flattened synaptic vesicles also possible increased conduction velocity of myelinated axons, 
appear at this stage. Arrow indicates adhesion site of axoso- or of neuropil sheathing for restricting the extracellular dif- 
matic synaptic bulb. N, nucleus of neuroblast. x 58,000. fusion of important cations, such as K+ in synaptic regions, 



FIGURE 5 Electron micrograph of cervical motor neuronal high proportion of synaptic bulbs with flattened synaptic 
neuropil of macaque embryo CB 52 (60 mm). This stage vesicles (Bf). Arrows show adhesion sites of axodendritic 
shows rapidly increasing density of synaptic bulbs (B), early synapses. D, dendrites; N, nucleus of primitive neuroglia 
intrusion of neuroglial processes (G) into the neuropil, and cell. x 38,000. 

is now supported by experimental data (Kuffler et al., 1966). 
The further refinement of behavior implied by the more 
rapid and efficient functioning of sheathed neurons is per- 
haps achieved, however, at the expense of restricting, but 
not necessarily eliminating, the further exploratory sprout- 
ing of axons and axon collaterals. In these terms the delay in 
sheathing is understandable as an adaptive mechanisin-for insuring 
unhindered neuron-to-neuron recognition and linkage. Figure 1 
summarizes in diagramatic form the stages that have been 
discussed. 

Comparison ofdevelopment dspinal cord 
with higher order integrating centers 

We return now to the proposition that any one center, such 
as the spinal segment, may serve as a model for other centers 
in the nervous system. It seems unlikely at the outset that 
such a model could be quite general in its applicability. Of 
greater interest is the possibility that the model may be suf- 
ficiently general to be useful. A review of available data, in- 

cluding Ram6n y Cajal's pioneering work (1960) on spinal 
cord, retina, cerebellum, and cerebral cortex, (1) has con- 
vinced us that the model possesses certain general features, 
although only a limited number of centers have been studied 
to the extent that an adequate analysis is possible. Whenever 
we deal with a center that has a population of large efferent 
neurons, this neuron is the first to differentiate (spinal motor 
neuron, retinal ganglion cell, olfactory mitral cell, cerebel- 
lar Purkinje cell, and cortical pyramidal cell), as can be 
found in Ram6n y Cajal's descriptions of the earliest stages 
of neuronal development in these centers. Contemporary 
workers have confirmed this fact, but seem to emphasize 
only that the earliest neurons to differentiate are large 
(macroneurons) and that successively smaller neurons are 
then differentiated (Altman, 1966; Fujita, 1967; Hinds, 
1968). Angevine's data (this volume) on cortex are also in 
agreement. Little attention has been given to the fact that 
large neurons in a center are generally the major efferent 
neurons with a topographic projection, and that their early 
differentiation may be linked to the necessity for early cir- 
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FIGURE 6 Chart showing the time of first occurrence and ally as a fraction of the volume of the motor-neuron neu- 
rate of development of populations of two major types of ropil until birth, but the proportion of F type synaptic bulbs 
synaptic bulbs in the motor-neuron neuropil of macaque increases dramatically between 28 and 41 mm. Data ex- 
fetuses. Total volume of all synaptic bulbs increases gradu- tended from Bodian, 1968. 
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cuit formation with primary afferent terminals in the center. 
In the case of the retina, we have not only Ram611 y 

Cajal's description of the precocious differentiation of gan- 
glion cells, followed by receptor cells, but also radioauto- 
graphic evidence for the sequence of completion of mitosis 
in conformity, as shown by Jacobson in this volume. Recent 
electron-microscope studies of mouse and rat retina also 
confirm this sequence. These studes show, in addition, that 
there is a reverse, or centripetal, sequence of synaptic link- 
ages from receptor cell to bipolar cell to ganglion cell 
(Olney, 1968; Weidman and Kuwabara, 1968; Nilsson and 
Crescitelh, 1969). A similar sequence appears to have been 
found in the developing olfactory bulb (Hinds, 1968). The 
similarity to spinal-cord development is striking. 

It is well established that, in the cerebral cortex, the effer- 
ent pyramidal cells are the first neurons to differentiate. By 
using the Golgi method, Ram& y Cajal showed, in the 
fourday-old mouse, a very early entry of extrinsic axons 
into the superficial horizontal plexus in proximity to apical 
dendrites of pyramidal cells and to horizontal cells in layer I 
(Ram6n y Cajal, 1960, Figures 1, 5, 8). Neurons with as- 
cending axons are present at this time, so that the possibility 
of an initial circuit from specific afferent endings in the deep 
cortical layers, relaying to pyramidal basal dendrites, must 
also be considered. Ram6n y Cajal's figure of the cortex of 
the newborn mouse shows development of basal dendrites, 
for example, but no afferent fibers are shown. In more re- 
cent years, an active interest in evoked response patterns of 
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the developing cortex, and in morphological correlates of 
function, has emerged. Interpretation of early electrical 
activity, beyond the initial simple spike responses to electri- 
cal stimulation (Crain and Bornstein, 1964), has resulted in 
differing views as to the priority of the superficial or deep 
plexus as the site of closure of the first circuit connecting 
primary afferent and efferent neurons. Purpura et al. (1964) 
emphasized the early role of the superficial plexus and apical 
dendrites in the new-born cat, whereas Molliver (1967) and 
Astrijm (1967) have obtained electrophysiological and 
morphoiogical data &om sheep and dog fetuses that suggest 
a still earlier phase of evoked postsynaptic activity of 
pyramidal cells in the deeper layer of the cortex. This 
activity may involve the basal dendrites of the pyramidal 
neurons. The evidence was well reviewed by Molliver 
(1967). At any rate, the evidence at present points to an 
early role of pyramidal neurons and of an afferent system 
that can produce sharply localized evoked responses (Mol- 
liver and Van der Loos, 1970). Only later does the elabora- 
tion of interneuron circuits and of neuronal sheathing enter 
the picture. To this extent, the spinal-cord model and the 
cerebral-cortical analogue tend to coincide. Table I1 sum- 
marizes the available data, with insertions of a few specula- 
tive points in order to indicate the possible generality of the 
spinal model of nervous-tissue development. 

Our interpretation of early embryonic data pertaining to 
the development of behavior offers some perspective on the 
problem of linkage of "subsystems" for integrated function, 
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FIGURE 7 Electron micrograph of motor-neuron neuropil (G). These become significantly numerous midway through 
of macaque at term, showing the relatively large volume gestation. D, dendrites; B, synaptic bulbs; A, myelinated 
that is now occupied by processes of astrocyte neuroglia axons. x 30,000. 



Cottiparisotz o f  Nelrrotlal Classes it1 Spitzal Model ntzd it1 Other Cetzters, 
iiz Preslltiled Seqcrerlce of Diferentiatiotz 

Spinal Cord Kctina Olfactory Bulb Cerebellum Cerebral Cortex 

Efferent neuron Motor neuron Ganglion cell Mitral cell Purkinje cell Pyramidal cell 

Primary afferent Spinal ganglion Receptor cells Olfactory receptor Climbing fiber Specific thalamic 
neuron cell neurons neurons (?) afferents 

Intrinsic inter- Posterior horn Bipolar cells Granule cells Granule cells (?) Stellate cells 
neuron (major cell 
circuit) 

Intrinsic inter- Intersegmc~ltal 
neuron (lateral itlterneurons 
interactions) Motor neuron 

collaterals 

Horizontal and Mitral cell 
amacrine cells collaterals 

Basket, stellate Horizontal cells 
cells, Purkinje Pyramidal collaterals 
collaterals 

Secondary affcrcnt "Upper motor" Effercnt optic Efferent olfactory Mossy fibers (?) Callosal and 
neurons neurons nerve fibers tract fibers association neurons 
(extrinsic) 

because the cffcrcnt ncurons of many s ~ ~ b s ~ s t e m s  are the pri- 
mary afferent neurons of other subsystems. In the motor 
realm, the succession of linkages of this type proceeds from 
spinal to more rostra1 levels. Afferent input to each level 
would seem to proceed concurrently, or at least with only a 
brief lag. If one were to speculate on the ultimate linkages of 
all subsystc:ns into an integrated organism, one might begin 
by assuming that "functional readiness" of the entire motor 
apparatus is a pre-condition for sensorimotor bchavior of 
the definitive organism, as it seems to be for the youngest 
embryo capable of movement. Interncuronal circuitry is 
completed long after the sensorimotor afferent and eCercnt 
neilrons havc bccn linked synaptically. 

This point of view of embryonic development of behav- 
ior and circuitry appcars to coincide with one aspect of 
MacKay's conccpt of perccptioli and brain function (this 
volume). Perception, as distinct from reception, is viewed 
as the updating of the conditional organization of the brain 
for action. Extending this concept to the sensory compo- 
nent of expcricncc, one might then regard perception as a 
function based on i~ltcrncurons, concerned since early de- 
velopnlent with the updating of thc conditional organiza- 
tion of action and of sensory awareness. The interneurons 
may establish their complex circuitry in each subsystem 
upon the previously developcd framework of afferent-to- 
efferent primary circuit. 

Flrtlrre prospects 

Coghill bclicved that behavioral proccsscs might be clarified 
through the study of dcvelopmcnt of structural and func- 

tional organization, and vice versa. How far have we come 
in achieving his vision? Other papers in this volume deal 
with the considerable insight gained in recent times through 
analysis of neuroembryological processes, as contrasted with 
analysis of sequences of development. A high order of tech- 
nical achievement has made possible new knowledge of - 
events at the cellular or light-microscope level, such as cellu- 
lar replicative patterns, cellular migration, cellular interde- 
pendence, and their genetic bases. 

In the meantime, before we have progressed very much 
beyond the level of Coghill's perceptions, behavioral scien- 
tists have recognized that significant relationships b-t ween 
cellular organization and bchavior in the realm of the fore- 
brain have yet to be established. They have developed a 
whole ncw order of questions that press for as-yet-nonexis- 
tent anatomical information (Isaacson, 1968). It seems prob- 
able to me that the role of environmental stimulation in the 
development of cerebral competence, the role of hormones, 
including sex hormones, in the modulation of bchavior, and 
the whole question of the nature of plasticity in bchavior 
and its age limits (all of which will be considered in this 
volume) ~vill not be hclped toward clarification unless the 
synaptic level of structural and functional development is . - 

better understood. There is no obvious reason why, in time, 
the study of the ontogeny of higher nervous functions, and 
of its plasticity, cannot be made more rigorous through 
combined behavioral-structural studies. 

As yet, however, we are only in the early stages of ac- 
quiring the kind of qualitative and quantitative understand- 
ing of synaptic development that is needed before experi- 
mental approaches to the synaptic level of behavioral dcvel- 



opment can be effectively pursued. Specific points of attack 
that seem promising are, first of  all, further determination 
of the critical periods of differentiation of specific synaptic 
types, as their origin becomes known, making possible their 
experimental manipulation or deletion. The role of initial 
neuroglial sheathing of the neuropil components needs in- 
vestigation in the light of newer knowledge of neuroglial 
functioning. Of great interest is the difficult problem of the 
time limits of synaptic outgrowth. Does such outgrowth 
continue, to at least some degree, beyond the period of 
neuroglial ensheathment-under the influence of environ- - 
mental factors, perhaps-or is neuroglial ensheathment a 
final barrier to the stage of enrichment of connectivity? Is 
completion of circuitry hindered by premature sheathing, 
or, in contrast, is refinement of function affected by inade- 
quacy of neuroglial sheathing? In other words, attention 
must be directed at both the determinants of dendritic and 
synaptic'bulb development and linkage and the extent of the 
role of neuroglial sheathing in limiting or inhibiting synap- 
tic development. Beginnings, at least, have been made in re- 
lation to  the former. Although the ultimate goal may well 
be the analysis of the primate and human forebrain, the use 
of simpler model systems may make possible such basic in- 
formation as the time of origin of excitatory and inhibitory 
synapses and of specific transmitter substances and related 
enzymes in major "subsystems." 
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14 Embryonic Motility in Vertebrates 

V I K T O R  H A M B U R G E R  

IN THE 1920s and 1930s, the theoretical ideas concerning 
embryonic behavior were polarized in two schools of 
thought: Coghill, on the basis of his pioneer studies of the 
motility of the salamander, Ambystoma, considered be- 
havior to be integrated from beginning to end, from the 
first movements of the head to swimming, walking, feed- 
ing and so forth. He generalized this concept to cover all 
vertebrates, including man. His ideas have been very in- 
fluential, up to this day. The opposing school, including 
most of those working on mammalian fetuses, led by W .  F. 
Windle, held the view that local reflexes were the building 
units of behavior. They were thought to be integrated 
secondarily into complex action systems. Both viewpoints 
seem now untenable as generalized theories of behavior de- 
velopment. 

Our own investigations have led to a different polariza- 
tion of ideas. The earlier work in the 1920s and 1930s was 
dominated completely by the reflex-response concept. Be- 
havior was said to begin at the stage at which the embryo or 
fetus became responsive to stimuli. As a corollary, the role 
of "experience" through sensory channels, during embry- 
onic and fetal development, was considered by many as an 
essential element in the structuring of postnatal action pat- 
terns. More recent studies, primarily dealing with motility 
in the chick embryo, have revealed the importance of non- 
reflexogenic spontaneous motility, up to advanced stages. 
At the same time, the role of sensory input in the perform- 
ance of the embryo has been relegated to a minor position. 
Evidence is accumulating that this type of motility is basic 
also in other forms. 

Spontaneous motility-general 

All vertebrate embryos perform movements when seem- 
ingly undisturbed and under adequate physiological con- 
ditions. In different forms, motility starts at different stages 
of development, and the movements exhibit changing 
frequencies and patterns in the course of development. 
What is the nature of these movements? In first approxima- 
tion, we define "spontaneous" as nonreflexogenic. To es- 
tablish spontaneous movements as a category distinct from 
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stimulated movements, it is necessary not only to exclude 
such obvious possible sources of stimulation as amnion and 
uterine contractions, but also possible hidden sources, such 
as self-stimulation by way of the proprioceptive system. 
The safest procedures are radical deafferentation experi- 
ments, some of which are described below. The first evi- 
dence for clearcut, nonreflexogenic motility, however, 
came to light not through experimentation but by the 
astute observation of the normal chick embryo by a great 
pioneer and innovator, the German physiologist, Wilhelm 
Preyer, who, almost ~in~lehandedly, established the "Phys- 
iology of the Embryo" as a special branch of physiology. 
In his book S~ecielle Pkysiologie des Embryo, published in 
1885, he reported his discovery that, although motility be- 
gins at about four days of incubation, responses to any kind 
of stimulation could not be elicited until after eight days 
(actually about seven days). He immediately recognized the 
importance of this prereflexogenic motility, and he also 
noticed the uncoordinated, aimless, seemingly nonadaptive 
nature of these movements, which he compared with the 
kicking and fidgeting movements of the infant. He called 
these spontaneous movements "impulsive movements," in 
distinction from reflexive and instinctive movements, two 
categories that are behaviorally adaptive and goaldirected. 
With uncanny premonition, he asserted that these impul- 
sive movements are probably generated by some processes 
creating chemical energy in the motor cells that is then 
transformed into "actual energy," that is, motility, thus 
anticipating a more rigorous definition of "spontaneity." 

Before I discuss spontaneous motility in detail, I should 
point out some limitations to an approach that relies on the 
unsolicited overt performance of the embryo. One never 
knows whether the embryo exhibits its full potential of 
motility. It is remarkable enough, and fortunate, that the 
salamander, chick, sheep, rhesus, and human embryos for 
which neurological data are available show spontaneous (or 
stimulated) motility very shortly after the necessary primi- 
tive neural connections are established; and one gets the im- 
pression that, in the chick embtyo, new spontaneous move- 
ments of parts, such as limbs, beak, or eye, are added as soon 
as the prerequisite pathways and connections are established. 
But periods of silence have been reported during the mid- 
dle period of gestation for such mammalian fetuses as those 
of cat and sheep, owing possibly either to the prevalence 
of inhibition from specific brain centers or to inadequate 



permissive physiological conditions. Very few studies are 
devoted to a critical analysis of the relation of motility pat- 
terns to 0 2  or CO2 tension in the blood or to other phys- 
iological parameters, and asphyxiation as a source of error 
has bedeviled many of the earlier studies of mammalian 
and human fetal motility. A thorough analysis of the per- 
missive conditions for spontaneous motility in different 
species probably would be rewarding. 

Aizalysis o fspoiz ta~~eot~s  tliotility ill the chick etitbryo 

The spontaneous motility of the chick embryo has been 
described repeatedly (Orr and Windle, 1934; Hamburger 
et al., 1965; Hamburger, 1968b), and I confine myself to a 
brief characterization. Sawing a window in the shell 
directly above the embryo exposes it to direct observation; 
its position can be determined by means of candling. The - 
movements consist of irregular, seemingly uncoordinated 
twistings of the trunk, jerky flexions, extensions, and kick- 
ing of the legs, gaping and later clapping of the beak with or 

without tongue movements, eye and eyelid movements, 
and occasional wing flapping in later stages. The move- 
ments are performed in unpredictable combinations. From 
their beginning at three and a half to four days up to about 
13 days, a distinct periodicity is noticeable, activity phases 
alternating with inactivity phases (Figure 1). The activity 
phases become gradually longer and the inactivity phases 
shorter, so that between 14 and 17 days the rhythmicity be- 
comes less clear. Even then, however, motility is not con- 
tinuous but is frequently interrupted by short, quiet periods 
of a few seconds in duration. We have designated this 
type of motility as Type I, and occasional rapid, jerky, 
spasmodic movements passing through the whole body, or 
"startles," as Type 11 (Hamburger and Oppenheim, 1967). 
The total activity-that is, the time spent in activity during 
the standard observation period of 15 minutes-builds up 
gradually and attains a peak value of 75 to 80 per cent 
around day 13; this is maintained through day 17. There- 
after, Type-I motility decreases sharply to about 30 per cent 
at day 19. In these calculations, inactivity phase is defined as 

t t t 
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FIGURE 1 Mean duration of activity and inactivity phases and of length of cycles, in 
seconds, at different stages of the chick embryo. (From Hamburger et al., 1965, Figure 2.) 



a period of quiescence, lasting 10 seconds or longer. If one 
includes shorter quiet periods in the calculation of inac- 
tivity phases, then peak total activity drops below 60 per 
cent. 

Lack of integration of movements of different body parts 
and the cyclic nature of motility are characteristics indica- 
tive of nonreflexogenic activity, but rigorous deafferenta- 
tion experiments are necessary to prove the point, at least 
for the embryonic period after seven days of incubation. As 
is pointed out above, the embryo is not sensitive to stimula- 
tion (Preyer, 1885), and the reflex circuits are not closed 
prior to that stage (Windle and Orr, 1934; Visintini and 
Levi-Montalcini, 1939). For later stages, deafferentation ex- 
periments are available. It is obvious that one cannot de- 
afferent the whole embryo; one must do it piecemeal. The 
first such experiment was done on the legs (Hamburger et 
al., 1966). We  made a gap several somites long in the 
thoracic spinal cord of twoday embryos to exclude sensory 
input from rostra1 levels. Simultaneously, we extirpated 
the dorsal part of the lumbosacral spinal cord, including the 
neural crest, thus eliminating the sensory ganglia and dorsal 
roots (Figure 2). These chronic preparations showed no re- 
sponse to exteroceptive or proprioceptive stimulation. The 
motor area developed normally up to 15 days (Figure 3), 
when progressive degeneration began. The motility of 
these operated embryos was compared not with that of nor- 
mal embryos but with embryos in which only a thoracic 
gap had been made, because it had been shown that the 
separation of the spinal cord from the brain results in a re- 
duction of body motility, the brain being a source of stim- 
ulation (Hamburger et al., 1965). In all stages, up to 15 days, 
spontaneous cyclic motility was comparable with that of 
control embryos with thoracic gap (Figure 4). The experi- 
ments demonstrated that sensory input is not necessary for 
the triggering and the maintenance of leg motility at the 
normal rate. It was suggested that the Type-I movements 
originated from spontaneous discharges of ventral inter- 
nuncial or motor neurons. 

In a similar operation, the deafferentation of all head 
structures supplied by the sensory trigeminal nerves was 
accomplished (Hamburger and Narayanan, 1969). The 
sensory nerves of the head emerge from the trigeminal 
ganglion, which is situated in front of the inner ear. The 
ganglion originates from two embryonic primordia, the 
neural crest of the preotic medulla and a local thickening of 
the epidermis, the so-called trigeminal placode. Both 
primordia were extirpated bilaterally in early embryonic 
stages. Stimulation tests of older embryos showed that 
tactile sensitivity was absent in all parts of the head skin in 31 
of 35 operated embryos. In addition, the proprioceptive in- 
nervation of the jaw musculature was also greatly reduced 
or absent, in most cases, because the mesencephalic V 
nucleus which supplies the proprioceptive nerves was im- 

FIGURE 2 Schema of operation of deafferentation of the leg level 
in the two-day chick embryo. Upper left: Removal of the entire 
spinal cord along segments 23-27 inclusive. Lower left: Removal 
of the dorsal half of the spinal cord, including the neural crest, 
which gives rise to the sensory ganglia. (From Hamburger et al., 
1966, Figure 1 .) 

paired, or absent, as a result of the operation. Nevertheless, 
recordings of Type-I motility showed that total activity, as 
well as the durations of activity and inactivity periods, was 
within normal range. Obviously, Type-I motility is inde- 
pendent of sensory input through the trigeminal system, up 
to 15 days. The decline of motility of the experimental 
embryos after that stage may be due to the absence of 
specific or nonspecific tonic sensory input. However, brain 
damage produced inadvertently in the majority of the 
embryos, and possible transneuronal degeneration, must be 
considered as alternative explanations. It should be noted 
that both the leg and the head deafferentation experiments 
also eliminate self-stimulation as a source of embryonic 
motility. In particular, the brushing of the legs against the 
head, which has been considered as a definite possibility for 
self-stimulation, actually does not serve this function. The 
same conclusion was reached in an experiment in which 
both leg buds were extirpated in four-day embryos. Again, 
total motility was not different from normal, up to 17 days 
(Helfenstein and Narayanan, 1970). Bilateral otocyst extir- 
pation does not alter Type-I motility either, up to 17 days 
(Decker, in preparation). All these deafferentation experi- 
ments lead to the same conclusion: that Type-I motility is 
nonreflexogenic, up to 15 to 17 days of incubation. The 
obvious implication is that this type of motility is the result 



of discharges that are generated in neurons of the CNS. 
The above-mentioned experiment, in which the lumbo- 

sacral spinal cord was isolated, and similar experiments, in 
which a chronic gap was made in the cervical cord, show 
that the different sectors of the spinal cord are autonomous 
in the generation of discharges. In both instances, the time 
pattern of total activity-that is, its gradual rise to a peak at 
13 days and its periodicity-is unchanged. The performance, 
however, is quantitatively at a lower level. We infer that 
the brain also generates discharges which are transmitted to 
the cord. No inhibitory brain effect was detected, up to 17 
days (Hamburger et al., 1965). A more detailed analysis of 
the contributions of different brain regions (Decker and 
Hamburger, 1967) showed that we are not dealing with a 
simple mass effect of brain tissue; rather, different parts of 
brain have different effects at different developmental stages. 
For instance, a definite influence of the cerebellum is de- 
monstrable from day 15 on. The situation changes after 17 
days (see below). . . 

It has been pointed out that, as sensory input is not the 
source of embryonic motility, the most plausible hypothesis 
is the assumption of spontaneous discharges in the embry- 
onic nervous system. It would probably be difficult to pin- 
point by histological and cytological techniques the neuron 
types in which the activity generates. The above-mentioned 
experiments, in which the isolated ventral half' of the cord 
showed its capacity to generate overt motility, suggest an 
involvement of ventral internuncial neurons or motor 
neurons, or of both. It is at this point of the analysis that the 
exploration of the electrical activity of the embryonic cord 
became mandatory. 

FIGURE 3 Cross section of lumbosacral spinal cord of 
15-day embryo after removal of the dorsal half, as in 
Figure 2. (From Hamburger et al., 1966, Figure 9.) 

Electrical activity ofthe embryonic spinal cord 

In order to elucidate the neur~physiolo~ical basis of the 
motility patterns, electrophysiological investigations were 
started in 1967 by Dr. R. Oppenheim and Mr. R. Provine 
under the direction and with the generous aid of Dr. T. 
Sandel of the Psychobiology Laboratory of Washington 
University. The considerable technical difficulties in re- 
cording unit electrical activity from the spinal cord of chick 
embryos in situ were overcome eventually. In 1968, after 
the departure of Dr. Oppenheim, Dr. S. Sharma joined 
these efforts. In the following, I review briefly the results 
obtained by Dr. Sharma and Mr. Provine (see Provine et 
al., 1970; Sharma et al., 1970). 

Numerous recordings have been made from normal 
embryos, particularly at the li 'day stage, to obtain informa- 
tion on the firing pattern within the lumbosacral spinal 
cord. Glass micropipettes, from 4 to 6 p  in diameter at their 
tips, were filled with 3 molar KC1 agar solution and in- 
serted in the spinal cord at the level of dorsal root 25, 
anterior to the glycogen body. (It should be remembered 
that the lumbosacral plexus is formed by nerves 23 to 30.) 
By probing the cord from dorsal to ventral, one can dis- 
tinguish three regions of activity (Figure 5) : 

A. Approximately the upper third of the cord shows 
relatively continuous activity. The interspike intervals are 
rather regular but vary from unit to unit. Most units re- 
corded in this region show long-lasting periods of activity, 
with relatively short quiet periods, or none at all. We call 
this the "sensory region." Anatomically it corresponds to 
the dorsal column. 
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FIGURE 4 Per cent activity during 15-minute observation solid and open circle represents one recording from an ex- 
period. Upper solid line (N) means activity of normal em- perimental embryo. Dotted lines signify the range of con- 
bryos. Lower solid line (Thor. Gap) means activity of con- trols. (From Hamburger et al., 1966, Figure 3.) 
trol embryos with thoracic gaps in the spinal cord. Each 

B. There follows a relatively silent region, which is about 
100-200 ,.L in depth. This is the region immediately below 
the dorsal column. 

C. Below this region, one obtains more discrete patterns 
of single-unit activity. Frequent "bursts" have been ob- 
served; these may result from the simultaneous discharge of 
several units. The bursts usually start abruptly and trail off 
into single units. Some units characteristically fire only in 
bursts. Others appear to fire continuously and may or may 
not fire synchronously during local burst activity deriving 
from other units. The deepest ventral region contains con- 

tinuously firing units which possess relatively regular inter- 
spike intervals. All of region C contains the median and 
lateral motor columns and, in addition, a heterogeneous 
population of internuncial, commissural, and glial cells. 

Thus, it is established for the first time that there exist in 
the spinal cord of the chick embryo patterns of single-unit 
electrical activity varying from intensive bursts to very low 
activity. Attempts are now being made to relate these pat- 
terns of neural activity to the behavioral periods of activity 
and inactivity which are discussed in earlier sections of this 
paper. 
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FIGURE 5 Electrode track plotted on the transverse section two units represent the sensory region. Record at 760 p rep- 
of the spinal cord of 17day chick embryo at the level of dor- resents zone B followed by the lower four units in motor 
sal root 25. Records at right show the activity picked up by column. 
the electrode tip at various points along the track. Upper 

We discuss next some experimental results obtained by 
Sharma. They are relevant to the hypothesis formulated 
abovetha t  we are dealing with spontaneous discbarges of 
neurons, independently of sensory input. 

1. Acute transection of the spinal cord was performed at 
the level of vertebrae one and two, in order to eliminate 
brain influence. A reduction of activity was observed at all 
levels of the cord. It is mentioned above that spinal tran- 
section reduced motility. 

2. The same operation was performed and, in addition, 
dorsal roots 22 to 27 were transected on the ipsilateral side 
of the electrode. In this way, local sensory input to the 
recording site is blocked. As a result, the activity in sensory 
region A is lost, but activity in area C is not markedly af- 
fected. The contralateral side is unaffected. 

3. After transection of the spinal cord, as under 1 above, 
0.25 cc of 0.5 per cent xylocaine (Lidocaine-Ivenex) was 

injected into a thigh muscle on the ipsilateral side of the 
electrode. This drug blocks the afferent impulses by way of 
the dorsal roots without creating a trauma that might result 
from dorsal-root transection. All electrical activity is sus- 
pended within five minutes after injection, in region A, but 
recovery starts after 45 to 60 minutes. Activity in region C 
is not much affected, if at all. The contralateral side is not 
affected. 

4. Acute transection of the spinal cord was performed 
immediately in front of the recording site (segment 21). In 
addition, all lumbosacral dorsal roots 23 to 30 were severed 
on both sides (Figure 6). This experiment tests directly our 
hypothesis that the ventral half of the spinal cord generates 
electrical activity in the absence of all sensory input. Some 
faint residual activity was recorded from the lower level of 
region A. Activity of units is present in region C through- 
out its depth (Figure 7). 



FIGURE 6 Diagram of the isolated lumbosacral spinal cord approximate electrode position. Spinal cord was cut at up- 
of 17day chick embryo. Straight arrows point to the site of pe.r and lower extremities (marked by dots). CrN, cruralis 
transection of the dorsal roots; curved arrow indicates the nerve; GB, glycogen body; ScN, sciatic nerve. 

It should be noted that, in all four experiments, the over- 
all level of spinal cord activity was reduced, as compared 
with that of normal embryos. It seems likely that this re- 
duction can be attributed to the lack of input from higher 
centers. It is too early to speculate concerning the cause for 
the further reduction of electrical activity following de- 
afferentation. 

One point is of particular importance: in no experimental 
case was the electrical activity of the ventral region of the 
spinal cord completely silenced. One cannot escape the con- 
clusion that, although higher centers and sensory input con- 
tribute to the over-all firing level of this region, the latter 
contains elements that continue to initiate discharges of 
nerve cells in the absence of these sources of input. 

Spontaneous motility in other vertebrate embryos 

Spontaneous movements have been observed in all verte- 
brate embryos of which the behavior has been studied. Only 
an incomplete list can be given. Tracy (1926) found it in the 
teleost toadfish, Opsanus tau, in which it is cyclic, as in the 
chick embryo, although the inactivity phases are relatively 
longer. A prereflexogenic motility period of two and a half 
weeks precedes the stage at which the embryo becomes re- 
sponsive to tactile stimulation. In the lizard Lacerta vivipera 

(Hughes et al., 1967), spontaneous motility is also intermit- 
tent during a substantial part of the embryonic period. 
There is a sharp rise in total activity during a period of about 
12 days, but, in contrast to the chick, it does not maintain 
its high level; rather, it drops sharply during the subsequent 
12 days. Several days intervene between the onset of mo- 
tility and the sensitivity to tactile stimulation. The situation 
is very similar in the turtle embryo, Chelydra serpentina 
(Decker, 1967) ; cyclic motility reaches a short peak-activity 
period (at 30 days) and immediately drops gradually to a 
very low level. In both lizard and turtle the maximal total 
activity is 40 per cent or less, that is, considerably lower 
than in the chick embryo. "Turtle embryos like lizard 
embryos become sensitive to exteroceptive stimulation a 
few days after the onset ofmotility" (Decker, 1967, p. 954). 
Observations on spontaneous motility in mammalian 
fetuses were reported for the cat (Windle et al., 1933), the 
rat (Angulo y Gonza'lez, 1932), the sheep (Barcroft and 
Barron, 1939), the rhesus monkey (Bodian, 1966; Bodian 
et al., 1968), man (Hooker, 1952), and others. In no instance 
is there a reference to periodicity, probably largely owing 
to the preoccupation of the early observers with stimulated 
activity. In the 1930s, spontaneous activity was considered 
an odd phenomenon and of no particular interest. In a rein- 
vestigation of fetal behavior in the rat, we have found typi- 



cal spontaneous motility (Narayanan, Fox, and Hamburger, 
unpublished). It begins during the second half of day 16. 
Total motility (i.e., time spent in activity during the 
standard observation period of 15 minutes) builds up to a 
peak, as in all other forms. This is reached at day 18 and 
maintained through day 20-a day before parturition. The 
activity of the fetus is lower than in other forms; the highest 
level is between 20 and 28 per cent. The motility is intermit- 
tent, but an analysis of the Poisson distribution shows that 
we are dealing with a random periodicity: the movements 
seem to start and stop at random intervals. 

Concerning the nonrejlexogenic nature of spontaneous 
motility, deafferentation experiments of the kind reported 
above for the chick embryo are not available for any other 
form. A prerefle~o~enic period characteristic for the chick 
was found in the teleost, lizard, and turtle, but in none of 
the mammalian, fetuses. Hence, the only positive evidence 
we have for n~nreflexo~enic activity is for short periods in 
the development of motility of reptiles and for a longer 
period in the teleost, apart from the chick embryo. In this 
connection, it is of interest to note that amnion contrac- 
tions, which are conspicuous in the chick embryo, are total- 
lv absent from the embrvos of the turtle and of the rat. , 
Hence, they are ruled out as stimulative agents in these two 
forms. They do occur in the lizard. The independence of 

. - 
embryonic motility from amnion contractions in the chick 
embryo was demonstrated by Oppenheim (1966). Uterine 
contractions occur in the rat, but they do not influence the 
fetal motility (Narayanan, unpublished). , , 

The patterns and forms of behavior, that is, their qualita- 
tive aspect, have been described by different observers in 
different terms and from different viewpoints. It would be 
difficult and perhaps unrewarding to attempt to give a 
composite picture of the different types of head, trunk, and 
limb movements. The studies of many of the earlier in- 
vestigators were guided by the question of whether be- 
havior fitted in the scheme of Coghill, who, on the basis of 
his extensive work on the salamander, Ambystoma, had 
postulated that embryonic behavior is integrated from be- 
ginning to end. Although such may be true for urodeles 
and teleosts and perhaps other aquatic forms, which, for 
reasons of survival, must attain the capacity for swimming 
and other integrated performances as early as possible, the 
chick embryo presents an entirely dgerent picture, as 
shown above. Its sDontaneous movements are random, ap- - & 

parently based on massive discharges of large numbers of 
neurons that are not held in check or streamlined by higher 
inhibitory or integrating centers. As far as mammals are 
concerned, most investigators agree that, at least in the 
early phases, their movements are also mass movements, 

1780p which involve all parts of the body, but that local move- 
ments of limbs, head, and so forth, make an early appear- 
ance. Our preliminary observations on rat fetuses give the 
impression, shared by others, that they are certainly not 

> completely integrated but are more of the random type. 
In summary: The contention of Preyer that spontaneous 

2 2 O O p  $ ("impulsive") motility is a special category of embryonic 
motility is amply confirmed; it is characteristic of most, or 

loo msec 
all, vertebrate embryos; it shows periodicity and a random 

FIGURE 7 Electrical activity at various depths in the deaf- pattern in many; and its n~nreflexo~enic nature is proved, 

ferentated lumbosacral spinal cord of 17day chick embryo. at least for the chick embryo. I have pointed out elsewhere 
The dorsal cord was almost inactive (up to 613 ,J). Total that its adaptive significance may be to insure the normal 
depth in this probe was about 2200 ,J. formation and maintenance of articulations and the in- 



tactness of the musculature. Our understanding of the 
neurophysiological basis of this type of motility is only be- 
ginning. Our hypothesis that we are dealing with discharges 
of motor neurons which fire indiscriminately and are 
probably driven by interneurons needs much further 
scrutiny. The periodicity cycles, which are on the scale of 
seconds or minutes, are, as yet, unexplained. 

Integrated movements 

The origins of integrated behavior have been reviewed on 
several occasions (Hamburger, 1963, 1968a, 1968b), and I 
limit myself here to a few general remarks. The pioneer 
work of Coghill on the salamander, Ambystoma, has clarified 
the issue for this form. In his "Correlated anatomical and 
physiological studies of the growth of the nervous systemu 
(see Coghill, 1929), he has shown that behavior develop- 
ment in this urodele proceeds in a strictly programed way. 
The first bending of the head in the tail-bud stage is linked 
with the integrated swimming movements and with later 
walking and feeding action patterns by intermediate be- 
havioral stages, which maintain the integrated involvement 
of all parts throughout behavior development. Local re- 
sponses originate by a process of emancipation or "in- 
dividuation" from the total pattern. The process is very 
similar in teleosts (Tracy, 1926). Coghill was successful in 
correlating the behavior sequence, step by step, with a cor- 
responding sequence in the differentiation process of the 
central nervous system and with the formation of ap- 
propriate synaptic connections shortly before a new step in 
behavior development is attained. 

Such an achiekement was remarkable and provocative at 
the time, and an incentive for many other studies, but, al- 
though Ambystoma solves the problem of behavior integra- 
tion in this simple and straightforward way, it was soon 
realized that the situation in amniotes is more complex and 
less transparent. As is stated above, the motility of the chick 
embryo, at least up to 17 days, is unintegrated in the sense 
that antecedents to organized posthatching behavior, such 
as walking, pecking, and so forth, cannot be clearly recog- 
nized. Wing flappings and alternate leg movements are 
rare. The same holds for reptilian embryos and, at least to a 
certain extent, for mammalian embryos. The first integrated 
activity in the chick embryo is the preparation for hatching 
and the hatching act itself, which occupies it from incuba- 
tion days 17 to 20. The integrated head, trunk, and leg 
movements which are involved have been described in de- 
tail and designated as Type-I11 movements (Hamburger 
and Oppenheim, 1967; Hamburger, 1968b). It is not clear 
whether sensory input is necessary for this activity. Embryos 
with complete trigeminal or vestibular deafferentation fail 
to hatch. Yet, these experiments are inconclusive. The in- 

ability to perform these movements could be ascribed to the 
lack of specific sensory guidance or of tonic input. How- . - 
ever, these chronic preparations show secondary trans- 
neuronal degeneration, and brain damage was produced 
inadvertently in most of the trigeminal operations. Hence, 
the behavioral deficiency could be the result of the impair- 
ment of central connectivity. 

We have stated repeatedly that we do not find it possible 
to relate the Type-111 motility to Type-I and Type-I1 mo- 
tility. Not only are they different in pattern, but Type-I and 
occasionally Type-II movements continue during the pre- 
hatching period in the intervals between the episodes of 
integrated hatching movements. Nor do we see a direct 
continuity or relationship between any of the three embry- 
onic motility types and the posthatching action patterns, 
such as walking, pecking, drinking, and so on. It seems that 
the neural apparatus for these activities is fully prepared 
during the embryonic period and that the action patterns 
are triggered by environmental or intrinsic signals. 

We are not yet prepared to extend this notion to mam- 
malian fetuses. It is conceivable that, particularly in forms 
that are very immature at birth and not immediately re- 
quired to fend for themselves, the build-up of integrated 
patterns is more gradual. Alternating leg movements and 
trunk and leg movements that resemble righting (i.e., re- 
storing the upright position) have been described, but that 
such antecedents are necessarily reflexogenic is not implied. 

Stimulated embryonic movements 

A wealth of information is available on responses to tactile 
and other stimulations in many forms, and particularly 
mammals, largely because research on embryonic motility 
was focused on this aspect in the 1930s and 1940s. The ma- 
terial on birds has been ably reviewed by Gottlieb (1968); 
the older literature, including that pertaining to mammals, 
is covered in the comprehensive review by Carmichael 
(1954). We limit ourselves to a few brief general remarks, 
mostly concerning birds and mammals. 

The onset and progression of stimulated activity are as 
intimately tied to the differentiation of their neurological 
substrate as are those of spontaneous motility. A good ex- 
ample is the cutaneous sensitivity in the trigeminal area of 
the human fetus, which has been analyzed in detail by 
Humphrey (1964). The perioral region, which is the first 
reflexogenous zone, becomes sensitive at a menstrual age of 
seven and a half weeks, shortly after the cutaneous V fibers 
have reached the skin. The response, that is, contralateral 
neck flexion, coincides with the arrival of spinal tract V 
fibers at the level of the second and third cervical-cord seg- 
ment. As soon as longitudinal fibers have grown caudally, 
the response is extended to include trunk and linb move- 



ments. It is of great interest that, for a considerable period 
(two weeks in the human fetus), local perioral stimulation 
elicits generalized total body movements. From the tenth 
week on, the generalized response subsides and gives way 
to local responses, such as mouth opening. In most verte- 
brate embryos, from amphibians to man, the trigeminal 
area is the first to become sensitive to tactile stimulation, 
but in the cat (Windle et al., 1933) and the rhesus monkey 
(Bodian, 1966; Bodian et al., 1968), the palmar surface of 
the forelimb becomes responsive at the same time. The se- 
quence from generalized to local responses has been ob- 
served widely, but, in some forms, local reflexes occur 
simultaneously with, or even slightly earlier than, gen- 
eralized movements. Obviously, the timetable for the 
differentiation of the central connections, and for the in- 
hibitory mechanisms involved in restricted local move- 
ments, differs from form to form. Perhaps these differences 
have been overemphasized in the controversy over the 
primacy of total versus local responses as the basis of em- 
bryonic behavior. 

Finally, I wish to raise the fundamental question of the 
relevance of these investigations of stimulated responses to 
the normal behavior development in situ. Windle, who has 
had extensive experience with the behavior of mammalian 
fetuses, has made the following comment: "It should not be 
assumed that all responses which can be induced occur spon- 
taneously within the uterus of the normal intact individual. 
As a matter of fact, there is scanty evidence that any of them 
occur normally during the early part of the gestation period. 
. . . The fetus is adequately nourished and warmed in a 
medium lacking practically all the stimulating influences of 
the environment with which it will have to cope later. No 
significant excitation of the external receptors occurs" 
(Windle, 1940, pp. 1644165). The chick embryo is likewise 
sheltered in an environment that provides only a narrow 
range of stimulations-incomparably less than does the post- 
hatching environment. Self-stimulation plays a minor role, 
if any, according to our experimental results (see above). 
Proprioceptive cues also have been excluded in several de- 
afferentation experiments. 

It follows that the stimulation experiments do not 
elucidate the actual overt performance of normal embryos 
in situ, at least up to fairly advanced stages. The stimulation 
experiments have revealed a great deal about the progres- 
sive differentiation of complex response patterns and the 
underlying neurological basis. These important results 
should have deserved a more extensive treatment in our 
presentation. However, if these reflexogenic response pat- 
terns hardly ever become overtly manifest during the major 
part of embryonic and fetal life, owing to the absence of 
appropriate stimuli, they cannot be considered as the ele- 
mentary building stones in the genesis of behavior, as has 

been claimed frequently in the past. On the other hand, it is 
just as difficult to relate the motility patterns which the nor- 
mal, undisturbed embryo and fetus actually perform in situ 
(mostly spontaneous in nature) to postnatal behavior. In the 
chick embryo, at least, we were unable to obtain clues from 
prehatching behavior for an understanding of posthatching 
behavior. The situation in mammals requires much further 
study from this viewpoint. One point seems clear: most 
embryos are active before they manifest their capabilities to 
respond to environmental cues. The precedence of action 
over reaction in embryonic development of behavior has 
interesting evolutionary and theoretical implications that 
we cannot follow up at this point. 

Summary 

Coghill's idea of a continuity of integration in behavior 
development from beginning to end cannot be generalized 
beyond his own material, the salamander, Ambystoma, and 
perhaps the teleosts. The antithesis: that local responses are 
the building blocks in behavior development is equally 
untenable as a general theory. We must admit frankly that 
the present state of our knowledge does not permit us to 
formulate broad generalizations. It is doubtful whether 
additional direct observations and simple stimulation pro- 
cedures will carry us much farther. The neurological ap- 
proach, particularly on the ultrastructural level; the neuro- 
physiological approach combined with experimental pro- 
cedures; and rigorously controlled behavior experiments 
would seem to give the best promise of further advances. 

All investigations from this laboratory were supported by 
NIH Grant 5RO1-NB 05721 to the author. 
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15 Concluding Comments on 

Development of the Nervous System 

M .  V. E D D S ,  J R .  

We are at the beginning, and not near the end, of the process of 
understanding development. This is not the time to summarize, 
but a time to prospect and project into the future; and the best 
thing is to turn for guidance to the living object which teaches us 
the lessons and also teaches us the real problems to which we are to 
direct our questions. PAUL WEISS, 1958, p. 845. 

DURING THE SYMPOSIUM on the "Development of the Ner- 
vous System," on which this section of the volume is based, 
many of the issues raised led to vigorous discussion. In most 
instances, these discussions are adequately reflected in the 
individual chapters. However, one issue (the ontogeny of 
neuronal specificity) promoted prolonged and intricate de- 
bate. To this observer, it seemed clear that the initiated saw 
the same evidence in different ways, while the uninitiated, 
despite evident interest, were often confused by what they 
heard. Accordingly, this summarizing commentary is re- 
stricted primarily to the topic of neuronal specificity ; it aims 
at additional explication for those persons who are meeting 
the topic for the first time and at further clarification for 
those already immersed in it. These comments, in addition 
to their relevance to this section, logically stem from and ex- 
tend earlier treatments of the same subject (Weiss, 1965; 
Edds, 1967) to which the reader is referred for further docu- 
mentation. 

Evidence set forth in the chapters by Coulombre and by 
Jacobson is usually regarded as demonstrating that primary 
afferent and somatic motor neurons receive their final speci- 
fications from the peripheral tissues they enter relatively late 
in their development. The term "specify," in the present 
context, is taken to mean the impression upon a population 
of young and relatively indifferent neurons of qualities re- 
lated to the position and termination of each. These quali- 
ties, among the many others that gradually differentiate to 
set neurons apart from one another, correspond in some un- 

known way to the topography of the periphery that in- 
duced them, e.g., individual muscles or small areas of skin. 
The specification of neurons, no matter how it may arise, 
occurs at different times in development, depending on the 
particular animal or neural structure involved. 

In the meantime, matching specificities complementary 
to those of the peripheral neuron arise independently in cen- 
tral neurons. The specific properties of peripheral and 
central neurons are then expressed at the cellular level in 
rules of assembly that determine how they will become as- 
sociated. Structural and functional interrelations are formed 
(or not formed) with varying degrees of precision. By selec- 
tive matching of their respective properties, such cells be- 
come interwoven in the patterns that characterize the adult 
nervous system. 

The evidence on which these generalizations are based, 
however, is drawn from only a few neuronal systems in a 
few different animals. It remains for the future to corrobo- 
rate their general validity and to add essential points of de- 
tail-for example, the extent to which specificities differ in 
their mode of origin, their precision or their rigidity from 
one type of neuron to another, and the relation of any such 
variation to other properties of the same cells. 

Although the specific quality of a neuron may be estab- 
lished only gradually during ontogeny, once set, it is not 
ordinarily revocable. In subsequent functional adjustments 
or artificially imposed regeneration, the neuron can no 
longer be mbdified by its ieriphery. If already determined 
neurons--either central or peripheral-regenerate after in- 
terruption of their axons and become reconnected, there are 
two possible outcomes: first, the regenerating nerve fibers 
may return selectively to their original end organs (or the 
equivalent in a supernumerary part) and re-establish the 
original function; second, the regenerating neurons may 
nonselectively form foreign connections and, in the absence 
of any respecification, produce some abnormal function. 

In practice, it is often difficult to distinguish between these 
alternatives. Functional tests may give misleading or am- 
biguous results. Variability of response in behavioral tests 
may be an important clue or a distracting annoyance. And 
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or nonselective is often surprisingly difficult to decide. If the 
original function is recovered, for example, the possibility 
must be entertained that the regenerated neurons were not 
irrevocably fixed after all and that they have, indeed, been 
respecified by new peripheral terminations. In the absence 
of independent evidence, the choice between that possibility 
and selective nerve regeneration may be impossible. Such 
ambiguities have been resolved in some cases but not in 
others, for which evidence is still incomplete or indirect. 
Hence, clear understanding of what is or is not established in 
particular cases is essential. 

For these reasons, some further comment is in order con- 
cerning two principal cases that have been advanced in sup- 
port of neuronal specification by peripheral end organs: the 
reversed wiping reflexes in frogs with rotated skin grafts, 
and the homologous motor responses of transplanted super- 
numerary limbs in the salamander. The question is: Con- 
sidering the crucial relevance of these cases to theories of the 
origin of neuronal specificity, how secure are they? Can 
they be challenged persuasively? 

Rotated Skin Grafts 

When Miner (1956) described the apparent respecification 
of anuran cutaneous neurons that had regenerated during 
larval life into dor~oventrall~ reversed skin grafts, she pro- 
vided a relatively simple system for further analysis. Unlike 
the transplanted limb, with its many interacting muscles in- 
volved in a behavioral test, experiments with rotated skin 
grafts seemed to pose only the question: When the skin is 
stimulated, will the frog exhibit normal or reversed, misdi- 
rected wiping reflexes; will it wipe its back or its belly? 

Miner's evidence for respecification seemed so clear and 
unexceptionable that the best part of a decade went by be- 
fore anyone elected to repeat the experiment. Then, as 
Jacobson's account (this volume) makes clear, the results 
turned out to be more complicated, although in essence 
Miner's original conclusions have been confirmed. The key 
piece of new evidence adduced by Jacobson is the electro- 
physiological demonstration that the receptive fields of the 
individual cutaneous nerves are the same (both anatomically 
and in the pattern of impulses generated by stimulating 
them in some constant manner), whether or not the flank 
skin has been rotated. That is, the shape of a receptive field 
is a function of the nerve that supplies it. The new receptive 
fields that emerge after the reinnervation of rotated skin 
grafts have shapes that match those of adjacent receptive 
fields of normal skin. Thus, the grafts have become reinner- 
vated by local nerve fibers that entered and terminated in 
the nearest available skin; selective reattachment of regen- 
erating sensory nerve fibers to their original cutaneous ter- 
minals appears to be ruled out. The misdirected reflexes ob- 
served in the experimental frogs, then, depend on sensory 

neurons that have been respecified by their new peripheral 
endings. 

Of equal significance were Jacobson's observations that 
normal reflexes are elicited from skin pieces rotated later 
than mid-larval life or from grafts smaller than about 40 
mm2. No respecification occurs in such cases. The smaller 
grafts, no matter when made, become invaded by nerve 
fibers from surrounding normal skin, with consequent over- 
lap of receptive fields. Grafts of whatever size rotated late in 
larval life are no different from those made in adult frogs; 
that is, they give rise to normal reflexes, indicating that the 
afferent neurons that enter them are specified beyond any 
possibility of change by a new periphery. 

Finally, misdirected reflexes were often elicited from ro- 
tated skin only some days after functional connections had 
been achieved by the regenerating fibers. In about half of 
the animals followed closely, normal and misdirected re- 
flexes developed simultaneously. But in the remaining ani- 
mals, normal reflexes appeared first, followed within about 
a week by misdirected reflexes. For reasons still not clear, 
but presumably related to the progressiveness of respecifica- 
tion, the latter were at first elicited only from a small central 
region of the graft. Then this central reflexogenous region 
spread outward slowly at a rate of some 0.5 to 1.0 mm per 
day, finally covering most of the graft. Histological studies 
of the grafts showed no sign of changing populations of epi- 
dermal or other cells that might be postulated to explain 
these results. Thus, taken altogether, the body of evidence 
presented by Jacobson, although still partly indirect and, 
hence, subject to argument, speaks strongly in favor of spec- 
ification of anuran cutaneous nerve cells by their end organs. 

Homologous Responses 

What, then, of the motor side of the story? Is the phenome- 
non of homologous response, which is the evidence for the 
peripheral specification of developing motor neurons, equal- 
ly secure? The phenomenon itself is secure beyond question; 
its interpretation is not. Although peripheral respecification 
was initially supported as the correct explanation of homol- 
ogous response by a profuse and elaborate body of evidence 
(Weiss, 1936, 1965, for review), new lines of experimenta- 
tion have reopened a possible explanation once thought to 
be ruled out, namely, selective regeneration of myoneural 
connections. Unfortunately, the new evidence is all indirect, 
and it thus provides not a crucial test, but rather a climate 
that promotes reappraisal of earlier evidence. 

The phenomenon of homologous response, as once again 
reviewed in Coulombre's essay, has been taken to mean that 
the muscles of a transplanted larval salamander limb, having 
intercepted only a fraction of the brachial nerve fibers that 
normally supply them, somehow respecify those motor 
axons in accordance with their new endings. Judged from 



the behavior of larval limb transplants, this myotypic re- 
specification occurs before the recovery of motor function; 
even the first fractional limb movements are already in 
phase with those of the host limb (Weiss, 1936). Thus, axons 
that once supplied a digital flexor muscle, say, would now 
supply an ulnar extensor with impulse patterns that precisely 
match those reaching the ulnar extensor of a nearby normal 
limb. Concomitant structural or functional changes in the 
relations between the respecified motoneurons and the inter- 
neurons of the spinal cord would, of course, have to occur if 
central impulses are to reach the correct muscles. Given 
these facts, the conclusion that respecification had taken 
place would be difficult to deny. If, however, the regener- 
ating motor axons that entered the transplanted limb had 
merely returned selectively to their normal, or near-normal, 
terminals, the phenomenon of homologous response would 
require a different explanation. 

It has long been recognized that the third, fourth, and 
fifth segments of the urodele spinal cord, the ones inner- 
vating the forelimb, comprise a functional subsystem. The 
pattern of movement displayed by the limb is, as it were, 
uniquely built into this part of the cord as a repertory of col- 
lective neuronal functions, intracentrally coordinated, aris- 
ing independently of any connection with the periphery 
during development, and functioning thereafter indepen- 
dently of any sensory input. If a limb transplant is to func- 
tion at all, to say nothing of functioning in phase with the 
normal host limb, it must become innervated by at least one 
of the three segments (for reviews, see Weiss, 1941, 1955, 
1965; Hughes, 1968). 

Furthermore, neurons supplying all the limb muscles are, 
at least in urodeles, distributed throughout the three cord 
segments. Especially pertinent evidence has recently been 
presented by Szkkely (1968) : microelectrode stimulation of 
the brachial cord at various points lying in a three-dimen- . - 
sional, rectangular grid encompassing all three segments re- 
peatedly elicits contraction of the same single limb muscles 
or parts of muscles. "Motor neurons supplying a number of 
different muscles are arranged in small groups alternating 
with other groups of motor neurons innervating different 
sets of muscles" (Sztkely, 1968, p. 83). The well-organized, 
somatotopic representation found in the spinal cord of mam- 
mals and birds is lacking in urodeles. In the latter, the topog- 
raphy of the muscles is not sharply localized in its central - .  - .  
representation. Instead, there is a near-random representa- 
tion with extensive overlap of individual muscles. 

As would be expected, studies of the distribution of motor 
axons as they exit through the third, fourth, and fifth spinal 
nerves to enter the brachial nerve plexus demonstrate, with 
only occasional disagreement, that a given spinal nerve con- 
tains axons for essentially all limb muscles. Accordingly, a 
limb transplant innervated by a single spinal nerve does not 
have so qualitatively restricted a fraction of its normal inner- 

vation as either gross or comparative anatomy might sug- 
gest. 

The possible objections to the concept of myotypic re- 
specification which these observations permit are rendered 
much less cogent, however, by the demonstration (Weiss, 
1937) that even a distal limb nerve can provide all the requi- 
site motor axons for a homologously responding transplant. 
The nerve in question is the inferior brachial which nor- 
mally supplies only the flexor muscles of the wrist and hand. 
As we have argued before (Edds, 1967), this result must be 
explicitly contradicted or explained away if Weiss's general 
argument is to be successfully challenged. If, as seems likely, 
the inferior brachial nerve differs from a brachial spinal nerve 
in having only a qualitatively restricted portion of all the 
nerve fibers in a limb, the case for their myotypic respecifi- 
cation is persuasive. 

Let us return to a consideration of instances of selective 
nerve regeneration in which axons clearly do get back to 
their original end organs. As Sperry (1965) has emphasized, 
"The matter of selectivity in nerve gowth  has always been 
rather controversial and has a long history of pros and cons." 
During the period when the phenomenon of homologous 
response was first being actively investigated, the prevailing 
view held that nerve regeneration is not selective, and that 
new nerve connections are formed indiscriminately. In the 
intervening years, however, a number of instances of selec- 
tive nerve regeneration have been uncovered; only two are 
mentioned here (see also Sperry, 1965, and Sztkely, 1968). 

One of them is elaborated in the chapter by Jacobson, 
namely, the regeneration of the severed optic nerve. Studies 
of this phenomenon, pursued incidentally on adult or near- 
adult teleosts and amphibians after neurons of the visual sys- 
tem are already definitively specified, show beyond dispute 
that the optic-nerve fibers end up in essentially the same 
parts of the optic tectum that they originally occupied, any 
uncertainties being based on the limited resolution obtain- 
able with the physiological or anatomical measures em- 
ployed (Attardi and Sperry, 1963; Jacobson and Gaze, 1965; 
cf. Gaze and Sharma, 1970). Despite efforts to detect it, 
there is no evidence from these studies that, during regener- 
ation, the early-arriving axons spread out widely through 
the optic tectum and then later retract to form more re- 
stricted terminals. On the contrary, such evidence as we 
have (Attardi and Sperry, 1963; Sperry, 1965; DeLong and 
Coulombre, 1967) indicates that advancing nerve fibers fol- 
low specific clues all along the optic pathway back into the 
tectum, hence may be said to go, and not just to get back, to 
their original stations. 

Another set of relevant observations is drawn from analy- 
ses of nerve regeneration to the fin musculature of a bony 
fish (Mark, 1965, 1969). Here, excellent recovery of normal 
fin movements follows regeneration of motor nerve fibers 
that have been interrupted in the brachial plexus. (This ca- 



pacity, incidentally, is shared by amphibians, but not by 
higher vertebrates.) In this case, a clear decision is possible 
between the alternatives of selective regeneration and my- 
otypic respecification. This is due, in part, to the relatively 
simple arrangement and function of the fin musculature, 
and in part to a fortunate anatomy of the nerves to adductor 
and abductor muscles ; these nerves can be cross-anastomosed 
without fear that axons escaping from the nerve junctions 
will wander into their own distal nerve stumps. Transmis- 
sive neuromuscular connections are re-established by the 
axons thus forced into foreign muscles-an expected result, 
because motor axons readily make such connections with 
any available muscle fibers. However, the fin movements 
produced after nerve crossing remain uncoordinated and in- 
appropriate. The inference seems inescapable that the recov- 
ery of normal fin movements after crushing the brachial 
plexus depends on the selective re-establishment of the orig- 
inal nerve-muscle relations. 

These observations, and related arguments, have led Mark 
(1969) to challenge the concept of myotypic respecification 
of neurons, and to plead for renewed analysis of the phe- 
nomenon (cf. Sperry and Arora, 1965). He also supports his 
thesis with the results of a study (Mark et al., 1966) of nor- 
mal nerve-muscle relations in the salamander limb, in which 
muscle fibers, unlike those of most higher vertebrates, but 
again like those of the fish, are usually innervated by more 
than one neuron. Such polyneuronal innervation patterns 
include large, multiple en grappe myoneural terminals. (For 
a discussion of the hazards of generalizing about vertebrate 
innervation patterns, see Bone, 1964.) Mark suggests that 
nerve fibers of diverse central origin regenerating into a 
salamander-limb muscle are confronted with a different 
kind of competition than would be the case in a mammal. In 
the latter, the first axon to reach a muscle fiber generally 
renders it refractory to supernumerary innervation-hence, 
competition is reduced or precluded almost from the start. 
But in muscles with polyneuronal innervation, the several 
neurons that attach to an individual muscle fiber might then 
compete, with the final advantage going to axons most re- 
sembling the original innervation. 

Finally, the observations of Sztkely and colleagues should 
be recorded. The views of previous workers on the special 
anatomical and functional character of the limb-moving 
level of the urodele spinal cord-on its graded polysynaptic 
activity, on its parallel reticular nets-have already been 
mentioned. Sztkely et al. (1969) have proposed that, be- 
cause of the relatively diffuse distribution of motor neurons 
in the salamander cord, the analysis of muscle actions from 
even the most refined visual observations of movements in 
transplanted limbs may lead to erroneous conclusions. The 
interaction of urodele limb muscles was examined by Weiss 
(1952) and again by Sztkely (1968) in theoretical myochron- 
ograms derived from cinematographic records of normal 

and transplanted limbs. Sztkely et al. (1969) have now ana- 
lyzed muscle interaction directly by electrical recordings 
from eight limb muscles obtained during free walking 
movements. These myochronograms reveal delicate pat- 
terns of interaction involving muscles in numerous co-con- 
tractions that differ from those that may be inferred from 
analyses of motion pictures. 

The way is now open for comparable studies of muscle 
action both in transplanted limbs and in intact limbs that 
have been deprived of a fraction of their normal innervation 
by selective destruction of brachial spinal nerves. Sztkely's 
finding of the extensive co-contraction of muscles during 
walking permits the prediction that, even if nerve regenera- 
tion into transplanted limbs were to occur randomly and 
indiscriminately, many muscles might receive, if not their 
original innervation, a sufficiently close approximation to 
produce coordinated, homologous limb movements. This 
possibility is now being tested (Sztkely, personal communi- 
cation). 

Lastly, some note should be taken in passing of the fact, 
developed elsewhere in this volume by Cohen, that homol- 
ogous response is also displayed in the cockroach. There, 
opportunities for further study are especially appealing be- 
cause individual neurons can be identified and could be fol- 
lowed throughout the period when respecification is occur- 
ring. Some persons would contend that only by tracing the 
fate of individual neurons in such favorable preparations 
will the issues raised above ever be resolved. 

Coda 

Although the various facts and arguments set forth in the 
preceding paragraphs render uncertain the mechanisms un- 
derlying the phenomenon of homologous response and in- 
dicate the need for more crucial experiments, they do noth- 
ing, of course, to shed any doubt on the phenomenon itself. 
Moreover, no matter which of the proposed explanations 
turns out to be correct, neuroscientists will be left with de- 
rivative puzzles of staggering proportions. If it were to be 
shown, for instance, that the motor neurons of the larval 
urodele spinal cord are indeed already specified definitively 
at the time when limb transplants are usually performed, the 
question would remain of when and how they were speci- 
fied. What theory, for instance, would accommodate cuta- 
neous sensory neurons that were peripherally specified in 
mid-larval life and motor neurons that were specified earlier 
in some other manner? 

There are at least two directions in which studies of neu- 
ronal specificity must continue to move: I) toward deline- 
ating much more carefully how the information derived 
from lower vertebrates relates to mammals; and 2) toward 
a better understanding of the nature of specificity. 

Recall that all investigations bearing on neuronal speci- 



ficity in mammals have been conducted postnatally, at a 
time when neurons are not subject to respecification (Sperry, 
1965). The inference that they once were is just that, an in- 
ference. The limited ability of the mammalian central ner- 
vous system to regenerate places still another restriction on 
what we know or are likely to learn of intracentral specifici- 
ties. However, nothing bars the way, except want of good 
ideas, to effective analysis of developing mammalian sys- 
tems, as a recent study by Schneider and Nauta (1969) indi- 
cates. By destroying the superior colliculus in the neonatal 
hamster just before direct fibers from the retina reach it, 
these authors were able to show that the optic axons de- 
prived of their normal end stations had preferentially en- 
tered instead a secondary nucleus in the optic pathway, 
namely, the lateroposterior nucleus of the thalamus. 

 his apparent reduction of normal specificity restraints, a 
kind of flexibhty within limits, comes as no surprise to per- 
sons who are familiar with the dynamic nature of neuronal 
relations (cf., e.g., Barker and Ip, 1966; Liu and Chambers, 
1958). Nor should one be surprised by Blinzinger and 
Kreutzberg's (1968) comparable demonstration that the syn- 
aptic endings on the facial motor neurons in the rat are at 
least temporarily displaced by adjacent microglial cells dur- 
ing nerve regeneration. These microglia take up 3H-thymi- 
dine two to four days after nerve crushing, and subsequently 
undergo mitosis, as Sjostrand (1965) has shown. In a similar 
vein is Raisman's (1969a, 1969b) demonstration of synaptic 
lability in the septal nuclei of the mouse. The septal nuclei 
interconnect the hippocampus and the hypothalamus, nor- 
mally sending axons from and to each. Lesions of the fimbria 
destroy the hippocampal input and lead to the vacating of 
synaptic sites (predominantly on dendrites). The latter are 
then taken over by fibers of hypothalamic origin (which 
usually terminate mainly on cell bodies). A similar result 
follows the reverse experiment of destroying the medial 
forebrain bundle, which eliminates fibers from the hypo- 
thalamus. Synaptic relations, then, are certainly not to be 
regarded as constant and unchangeable, even in the adult 
mammal. An exploration of the extent to which they also 
change in other animals in which respecification of nerves is 
apparently in process should be rewarding. 

On the question of the nature of neuronal specificity, the 
members of this group could report no progress, other than 
to provide hints as to when, in particular cases, specification 
may occur in relation to DNA synthesis or to the determina- 
tion of other parameters, such as axial gradients. As Jacob- 
son's account indicates, moreover, the biological facts seem 
awesome. Somatotopic maps projected onto neural centers 
are relative rather than absolute (see Gaze and Sharma, 
1968). Specificities probably occur in gradients, as Jacobson, 
and Sperry (1965), have both stressed, neurons close to- 
gether being more alike than those farther apart. These gra- 
dients are plastic at some periods of development and will 

re-form if disarranged; subsequently, they become fixed 
and can no longer adapt to experimental intervention. 

But the question of mechanism is still wide open, and in- 
vestigations from all possible points of vantage would be 
most welcome. As we have noted before (Edds, 1967), "The 
problem is not to find an explanation; it is to find the right 
one." Ideas for conceivable approaches may be found else- 
where in this volume, for instance, in contributions by 
Barondes (mucopolysaccharide complexes as interneuronal 
recognition substances), by Nomura (cell-surface recogni- 
tion sites where key metabolic changes can be triggered), 
and by ~de lman  (postsynaptic substances that exercise feed- 
back control on the synapse or on presynaptic events). 

Are morphologically mature synapses also functionally 
mature? Can crucial functional changes occur without leav- 
ing a structural trace? How do events at the molecular level 
lead on to particular cellular behaviors? Which cellular at- 
tributes (motility, adhesiveness, and so forth) are crucial in 
determining how neurons will become associated? What 
are the rules of cellular assembly that achieve a desirable 
functional plasticity, yet avoid structural chaos? How di- 
rectly or indirectly are these events mapped in the genome? 
These are questions for the future. 
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16 Prefatory Remarks on 

Determinants of 

Neural and 

Behavioral Plasticity 

R O B E R T  G A L A M B O S  

THE FOLLOWING PARAGRAPHS are intended to introduce the 
ideas that originally prompted the symposium on this topic 
and to orient the reader to the main themes it was intended 
to develop. 

The papers in this section logically extend the concepts 
and problems raised in the preceding section on Develop- 
ment of the Nervous System. This follows from the idea 
that birth for mammals and hatching for chicks are merely 
episodes on their developmental continua. An infant ner- 
vous system, like the body that surrounds it, continues to 
grow and change, a phenomenon regulated in an important 
way by the genetic readout. This continuing development 
of the nervous system provides progressively new potenti- 
alities for behavioral response, and the environment in 
which the animal moves after birth largely determines 
whether these potentialities will be realized and what exact 
form they will take. Thus, as a human newborn brain 
weighing 380 grams changes into one weighing 1400 grams 
by puberty, the genes create a unique substrate that allows a 
language repertoire to expand from zero to that of a loqua- 
cious adolescent, and the environment determines which of 
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the thousands of known languages the child will actually 
speak. I11 this, as in most samples of behavior, the genetic 
readout specifies the capacity, while the environmental 
stimuli determine its specific expression and content. A ma- 
jor theme in the papers that follow is the exalnination of 
factors that underlie such postnatal differentiation of be- 
havior. 

The word "plasticity" in our section title requires some 
explanation. This term was chosen in order that we might 
cover more than is included under such conventional terms 
as learning and habituation (the alteration in response prob- 
ability due to an interaction between organism and environ- 
ment). It allows inclusion of the events responsible for mat- 
uration of a capacity to respond, as in the species-specific 
fixed action pattcrns of bees, fishes, and birds. It also admits 
switching events, such as those that make it possible to iden- 
tify an object as an upholstered chair (a single response) re- 
gardless of whether it is seen, sat upon, or bumped into in 
the dark (different stimulus inputs), and those that allow a 
given stimulus to produce one or another response depend- 
ing on context, as when a dog runs to retrieve a thrown 
stick and then cringes if threatened by it. Both plasticity and 
its opposite, stability, thus apply to a broad and heteroge- 
neous class of  neurobehavioral reorganizations. The phe- - 
nomena of recovery of function after brain lesions, sex dif- 
ferentiation and expression induced by hormones, brain 
hypertrophy associated with enriched experience, hetero- 
synaptic facilitation, and so forth, all represent plasticity, or 
the ways in which either the functional output of a neuronal 
aggregate or its structural status show alteration through 
time when tested by a fixed stimulus input. Stability, by 
contrast, is the word to be used to cover central events that 
make it impossible for animals to change their responses 
during life. Both terms imply that probably relatively few 
general principles exist for explaining structural stability and 
structural modifiability in the nervous system, and make 
welcome any and all experiments that aim to clarify the 
mechanisms underlying observed behavioral responses. 

For psychologists interested in learning, a few additional 
comments are pertinent. Learning is a special case of plastic- 
ity, and the invariable performance of a learned response is 
a special case of stability. As the ethologists have long in- 
sisted, learning amounts to the fine tuning of a fully orches- 
trated behavioral program that is required for successful 
performance of the composer's original themes. The view of 
learning as an accumulation of independent units (habits), 
rather than as an integrated elaboration and differentiation 
of existing behavioral propensities, commits the error of 
reifying "differentials," which Weiss (1967) has eloquently 
deplored. The amazing fact that rats come equipped to run 
down mazes seems to have been ignored by theorists who 
define "learningu as the time it takes for the animals to d o  
the running. All plastic events, including learning, can best 

be undcrstood as thc depcndcnt progcny of a gcnetically- 
directed embryological and developmental history that both 
provides a substrate for adaptive modification and restricts 
its extent and character. The puzzling problem of assigning 
relative weights to the two contributing factors (heredity, 
environment) was a major theme of the symposium, and 
pcrvadcs virtually all the papers in this section. 

Current investigations of plastic phenomena proceed 
along many fronts, using single cells, cellular aggregates, 
and entire organisms as objects for study. The common 
goals are to identify what cellular areas or brain loci are in- 
volved, and to describc the mechanisms at work. Taken to- 
gether, the papers that follow provide a fair sample of the 
techniques presently in use and of the conclusions such ex- 
periments permit. Each one reports mcasuremcnts of behav- 
ioral, electrical, or chemical events, sometimes in some com- 
bination. Two of them, the studies 011 man (Williams, 
Ervin and Anders), illustrate the unique problems and op- 
portunities this kind of investigation presents. Others ex- 
amine the interplay of genetic and environmental factors 
(Delius, Goy, Valenstein) ; bring up to date the information 
clectrophysiological studies can provide (Adey, Fox); or 
represent examples of current experiments upon single 
nerve cells or small groups of them (von Baumgarten, Hy- 
dtn).  The remaining papers deal with relatively new topics 
-the surprising plasticity of autonomic responses (DiCara) 
and thc use of drugs that prevent protein synthesis, thus pre- 
venting memory consolidation (Barondes). 

 he-reader skarching for the generalizations threaded 
through these studies may wish to keep in mind four ques- 
tions the members of the symposium held before them- 
selves throughout the meetings. 

1. What is the constant neural dimension that correlates 
with a fixed behavioral response? Much of the chemical, 
electrical, and other data collected during measurements on 
plastic and stable performance must be irrelevant; they 
amount to noise that confuses the issue. What evcnt, or 
group of them, is the signal to be identified in that noise? 

2. What mechanisms alter the genetically determined 
organization of a nervous system in such a way as to yield 
the responses determined by environmental stimuli? During 
acquisition of a behavioral response, thc stimulus input trig- 
gers events within the substrate provided by the genome 
and thereby changes the brain; what are the processes by 
which this is accomplished? 

3. A popular answer to the question just asked points to 
the endogenous electrical and chemical activities of the 
brain, both of which are impressively large, and speculates 
that the sequence followed is: sensory input -+ altered 
electrical activity -+ protein biosynthesis - modified 
brain cells. Is this idea correct? 

4. The several variables that seem to influence the amount 
of plasticity a brain displays include species, chronological 



age, and environment (both external and internal). What R E F E R E N C E  
brain states maximize stability or plasticity, and how can 

WE,ss, P. A., 1967, + (O,le plus one does not two), 
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questions, as the reader will discover. It did, however, cast versity Press, New York, pp. 801-821. 
some light upon them, as I will attempt to show in the final 
paper in this section. 

Normal and Pathological Memory: 

Data and a Conceptual Scheme 

F R A N K  R .  E R V I N  and T E R R Y  R .  A N D E R S  

MEMORY, APPARENTLY a general property of neural nets, is 
the basis for adaptive behavior of the individual organism. 
It has therefore attracted the attention of neurobiologists 
from Hartley through Ram6n y Cajal to the present. In 
recent years, the power of the conceptual tools of molecular 
biology as an aid in understanding the mechanism of species 
"memory" (the genetic code) has led to the construction of 
tempting analogies between mechanisms for genetic storage 
and those for memory storage. The overview of exper- 
imental work in this mode, as reported in the first Boulder 
meeting (Quarton et al., 1967) by Agranoff, Altman, Chow, 
Eisenstein, Galambos, Hydin, John, Kandel, Miller, Nelson, 
and Sperry needs little modification today. The weakness in 
much of that approach to memory lies in the implicit con- 
founding of irtforrnatiorz storage-in the sense in which it is 
used to refer to ferrite cores of magnetic tapes, a process that 
must include structural change in molecules or in their 
relationships-with "a memory" as we infer it from the 
behavior of the intact organism or understand it intro- 
spectively. 

Another major experimental approach has been to pro- 
duce in animals brain lesions similar to those found in 
humans who exhibit clinically defined deficits in memory. 
These experiments have been limited in the degree to which 
a behavioral change unambiguously related to "memory" 
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can be produced. The lesion studies seem paradoxical unless 
one assumes that no behavior tested to date in other animals 
is comparable to that from which we infer memory in man. 
Indeed, almost all definition and investigation of memory in 
man have been limited to verbal behavior or to behavior 
that is unusally mediated by "verbal," i.e., word-image, 
processes. (For example, maze learning need not be done 
verbally, but humans most efficiently memorize a maze as 
". . . one right, two left, two right, etc.") 

Finally, there is a small but tantalizing body of informa- 
tion gleaned from man during electrical stimulation of brain - - 
structures exposed by surgery. Detailed reporting of past 
experiences or perceptions elicited "on command" by 
stimulation have suggested a macro-organization of 
information in the brain comparable to a file that can be 
searched like a magnetic tape. This metaphor is an attractive 
one in a period of innovative computer technology and has 
most recently included a holographic model. Our own 
experience in human brain stimulation suggests a slightly 
different conception of the macro-organization. 

The major effort in this essay is to summarize our concept 
of the prevailing evidence concerning the organization of 
memory in man. We believe that there is an orderly model 
and a methodology for examining memory that is all but 
neglected in studies of clinical pathology. We  have also 
attempted to demonstrate the usefulness of such a schema 
for organizing existing information and future research. 
Judging from the literature, however, we believe it neces- 
sary to preface these remarks with a discussion of several 
central conceptual and methodological issues. 



LEARNING AND MEMORY Learning and memory are not 
separate functions. One cannot remember anything that has 
not been learned, nor is it possible to demonstrate learning 
without memory. Nevertheless, it is important to distin- 
guish the operations employed to study these functions. As 
suggested by Melton (1963), a performance change from 
Trial n to n + 1 is considered to be a learning change when 
the variable of interest is the ordinal number of Trial n. A 
change from Trial n to n + 1 is viewed as a memory change 
when the variable of interest is the interval between trials. 
Performance changes over time, intervening activity, or 
both are the defining independent variables in the study of 
memory. For this reason, tests of memory rnzrst include at 
least two performance tests. The first, generally the last 
learning trial before the retention interval, provides an index 
of what was learned. The second, the memory test, mea- 
sures the amount of forgetting that has taken place since the 
first test. Without an index of learning, the single-per- 
formance test fails to distinguish between that which has 
been forgotten and that which was not learned. 

This definition alone does not provide a working model. 
Of additional value has been the division of information 
flow into the three functions of registration, retention, and 
retrieval. Registration, in this view, is simply the process of 
getting information from the outer world into storage. 
Retention is the storage of information over time, and 
retrieval makes stored information available for use. Reten- 
tion and retrieval are the processes of major interest in 
memory research. 

MEMORY AND TIME The temporal parameters of reten- 
tion have generally been divided into at least two parts. 
Retention over intervals measured in seconds or minutes is 
conventionally referred to as short-term memory (STM), 
and retention over intervals of hours, days, or months, as 
long-term memory (LTM). A demarcation between STM 
and LTM has been as difficult to specify behaviorally as 
neurologically (Hebb, 1949), and some have taken this 
difficulty as an indication that these "types" of memory may 
simply represent different points on a continuum (Peterson, 
1966). Nevertheless, the arbitrary limit of five minutes, 
which has been suggested by Melton (1963) for the study 
of STM, seems useful. 

A similar distinction between "recent" and "remote" 
memory is found in the clinical literature. There seems, 
however, to be some confusion regarding usage. Recent 
memory generally denotes the ability to retrieve informa- 
tion about the near past. For example, the retrograde 
amnesia following concussion is a marked loss of "recent" 
memory. Remote memory refers to the ability to retrieve 
the more distant past, again information acquired prior 
to the onset of a pathological condition. The loss of this 

function seems to occur only with widespread, severe brain 
disease. Loss of recent memory is also used to describe the 
underlying defect of anterograde amnesia, a defect in re- 
tention of information acquired after the pathological 
event. This use of "recent" memory differs considerably 
from that used in regard to retrograde amnesia. The latter 
loss includes a time span of seconds or minutes, comparable 
to STM. Evidence strongly suggests that the loss of recent 
memory associated with retrograde amnesia is a problem of 
retrieval, whereas the recent-memory defect of anterograde 
amnesia is a failure of registration. For these reasons, it 
seems best to avoid confusion by applying distinctive labels. 
We propose that the use of "recent memoryw be restricted 
to clinical use in the description of retrograde amnesias and 
that STM be the preferred term to describe the process 
affected in anterograde amnesia. 

CRITERIA FOR THE STUDY OF MEMORY Several exper- 
imental criteria are important in attempts to explore the 
pathologies of memory. One cardinal rule is to use appro- 
priate control groups. There are other safeguards, however, 
that are necessary to insure that only the variable of interest 
contributes to performance differences (Underwood, 1964). 
These rules apply to all memory comparisons but are 
particularly critical when one is working with clinical 
groups with disabilities that may influence test performance 
independent of memory ability. These criteria are as fol- 
lows. 1. The level of learning must not be different for the 
control and for the test groups. Both groups must start 
with the same amount of information, because there is a 
high correlation between the level of learning and the rate 
of forgetting. In practice, the retention measure taken after 
the shortest delay interval is considered to be the valid index 
of the level of learning. 2. The performance measure of 
amount learned must be significantly below 100 per cent to 
insure that no overlearning has occurred and that the mea- 
sure remains sensitive. 3. Only when these two conditions 
are met and different rates of forgetting occur may the 
effect be attributed to a memory difference alone. 

Human memory processes 

In this model we present views that have grown out of 
contemporary memory research with normal individuals 
(Atkinson and Shiffrin, 1968; Bower, 1967; Broadbent, 
1963; Sperling, 1963, 1967; Waugh and Norman, 1965; 
Wickelgren, 1969). 

SENSORY MEMORY One of the more interesting findings 
in the memory literature is the clear demonstration of sen- 
sory memory, the system that briefly holds the raw data of 
sensation available for attention, scanning, and further 



processing. Most of the available information has come 
from research in the visual mode, although some prelimin- 
ary work has been reported with audition. 

Visual mode It is an old observation that visual "images" 
persist for a short time after removal of the stimulus. The 
dramatic example ofthis effect is the so-called "afterimage." 
Only recently, however, have the functional properties of 
visual memory been explored under conditions representa- 
tive of our everyday encounter with the visual world 
(Averbach and Coriell, 1961 ; Sperling, 1960, 1963). 

The Averbach and Coriell (1961) report provides esti- 
mates of storage capacity and stimulus persistence derived 
from an experiment in which subjects were given a 50- 
millisecond glance at a 16-letter array of random letters. 
The subjects' task was to recall a single letter, which was 
indicated by a bar marker. The marker appeared simul- 
taneously with the array or followed it by varying time 
intervals. The number of letters recalled under the simul- 
taneous condition was considered to be an estimate of capac- 
ity. Results showed that over 70 per cent of the 16-letter 
array could be recalled immediately. This estimate, how- 
ever, was considered to be somewhat lower than "true" 
capacity, owing to losses occurring during the time re- 
quired to locate and "read" the letter. Estimates of storage 
time were derived from delayed recall performance, and 
these showed that forgetting started almost immediately 
after the array was removed and progressed steadily for 150 
milliseconds. At this point, retention leveled off at a 25 to 
35 per cent level. Ideally, this curve should have reached a 
zero level; the lower limit, however, remained at about 
four or five letters, suggesting that this number of items 
had been read into another, more permanent memory 
system. Adjustments were made on this assumption, and the 
upper limits of stimulus persistence in visual memory were 
then estimated to be about 250 milliseconds. 

Haber and Standing (1969) have also provided estimates 
of stimulus persistence in visual memory that approximate 
250 milliseconds. In their experiment, subjects were required 
to gauge the duration of fading between repetitions of a 
stimulus. The shortest cycle time in which complete fading 
was judged to occur was 250 milliseconds. An observation 
made in conjunction with this experiment is germane to the 
present discussion. It was found that estimates of duration 
were the same, whether the stimuli were presented to the 
same eye or to each eye in regular alternation, strongly 
suggesting a central locus for visual memory. In addition, 
Haber and Standing have pointed out some of the com- 
plexities involved in estimates of stimulus persistence by 
systematically varying background luminance, the adapting 
field, and length of exposure. These parametric changes do 
influence the duration of the "trace." One implication of this 
finding is that many of the variables, such as brightness and 

contrast, which are known to improve the "perceptual 
quality" of a stimulus, do so simply by increasing the dura- 
tion of the visual memory trace. In spite of this variability, 
the duration of visual memory is a few hundred milliseconds 
at best. 

Averbach and Coriell(1961) also investigated the mech- 
anism of forgetting in this system. Some sort of quick 
erasure mechanism seemed necessary, because normal per- 
ceptual abilities precluded the possibility that all forgetting 
occurred by simple decay. They tested this possibility for an 
active "erasure" mechanism by replacing the bar marker of 
the original experiment with a black circle around the letter. 
At intervals of less than 200 milliseconds there was "a quick 
substitution of the circle for the stored letter." At longer 
intervals there was no such effect. This erasure phenomenon 
requires that the new and old information occupy similar 
positions in the visual field. Monocular and binocular testing 
suggest that this effect, too, has a central locus. 

Auditory mode Auditory experiments have been less 
successful in sharply defining the dimensions of a sensory 
memory. The work of a number of authors, however 
(Eriksen and Johnson, 1964; Fraisse, 1963; Guttman and 
Julesz, 1963), supports the suggestion of a memory store of 
less than a second's duration. Other modalities have not 
been investigated systematically. 

To summarize from limited data, mostly in the visual 
mode, there seems to be a "sensory memory" entered auto- 
matically with sensation. Its capacity is not well measured, 
but may be limited only by the amount of information 
transmitted by the sense organ in a "perceptual moment." 
Its duration is a few hundred milliseconds, and information 
is removed from it both by decay over time and by active 
"erasure" in response to new information. 

Recoded memory Successful transfer from this short-lived 
store requires that it be "attended to" and copied over into 
a more stable memory store. There seem to be at least two 
ways in which a successful transfer can be accomplished. 
One way is to recode the sensory data verbally. When 
asked to describe how they remember sensory information, 
subjects report scanning the sensory store, applying names 
to relevant items (Sperling, 1960, 1963), and preserving the 
verbal label. Little else is known about verbal recoding. 
Even less is known about sensory or nonverbal recoding, 
but evidence for a sensory recoder is persuasive. Children 
and animals profit from sensory experience without the aid 
of verbal skills. Further, language seems to be inadequate 
for describing many of the vivid images and recollections 
that we have tucked away. 

The very process of recohng sensory data seems to copy 
it over into another, more stable memory system. Discus- 
sion of this more stable system follows an outline provided 
by the Waugh and Norman (1965) model of memory. 



Three constructs are basic to their model: (1) primary 
memory (PM), (2) secondary memory (SM), and (3) a trans- 
fer mechanism. We  have added to their model a suggested 
tertiary memory (TM). 

PRIMARY MEMORY Primary memory is a limited-capacity 
storage system that is the initial recipient ofverbally recoded 
information. The actual capacity has not been established, 
although one is tempted to grasp at Miller's (1956) "magical 
number 7 =t 2" as a possibility. In terms of definable items 
such as letters or numbers, PM has a capacity smaller than 
sensory-at least visual-memory. 

Information is organized in PM in temporal sequence. 
Forgetting occurs as new items enter and displace old ones. 
The duration of an item in PM is usually brief, because the 
organism is continuously processing new information. 
Nevertheless, information persists longer in PM than in 
sensory memory. Some idea of the duration of PM can be 
derived from the classic Peterson and Peterson (1959) 
experiment. They studied recall of small amounts of mate- 
rial that were well within the capacity of PM. Processing of 
this information for longer storage was prevented by inter- 
polating a counting task during the retention interval. The 
material to be recalled was a simple nonsense syllable. The 
syllable and a three-digit number were read to the subject 
who repeated the number and counted backward until cued 
for recall of the syllable after intervals of from three to 18 
seconds. The probability of recall was found to decrease 
exponentially to about 0.10 after 18 seconds. Based on these 
results, the duration of traces in PM seems to be several 
seconds rather than the fractions of a second found in 
sensory memory. 

Sensory recoded information does not seem to be routed 
through PM as we have defined it. Evidence suggests that 
nonverbal information either has a separate memory buffer 
that serves a similar function, or that i; enters the next more 
stable memory process (SM) direct from the sensory system. 
Posner and Konick (1966) demonstrated the critical dif- 
ference between the retention of verbal and nonverbal in- 
formation under conditions in which performance is con- 
sidered to depend on PM. They studied the retention of a 
motor response, the measured excursion of a lever, follow- 
ing delays of 0, 10, 20, and 30 seconds. The subjects were 
either left to their own resources or were required to con- 
duct various types of simple mental tasks during the delay 
intervals. Although some forgetting occurred, more im- 
portant was the finding that test performances were com- 
parable after all types of delay intervals. This is quite dif- 
ferent from the usual finding in verbal learning, in which 
interpolated tasks result in considerable forgetting, and 
strongly suggests that PM does not play an integral part in 
the storage of nonverbal information. The best alternative 
to transfer through PM seems to be a direct link between 

the sensory system and SM, probably through some sort of 
sensory recoder. 

There are three possible courses for information displaced 
in PM: (1) it may be dropped from the system and for- 
gotten; (2) it may be actively retained by being recirculated 
through PM; or (3) it may be passively retained by being 
transferred to SM. The transfer mechanism from PM to 
SM is associated with rehearsal, a recycling of material 
through PM. Rehearsal serves the dual function of keeping 
an item temporarily in store and increasing the probability 
of its transfer to SM. The probability of successful transfer 
increases with the amount of time an item spends in PM. 
Because information flows through PM at a fairly constant 
rate, difficult material must be recycled to increase its time 
in PM and the likelihood of its transfer. The time required 
for this step varies with both subject and task variables- 
that is, more time for slow learners and for difficult material. 

SECONDARY MEMORY Secondary memory is character- 
ized as a larger and more permanent storage system than 
PM. Only information that has been successfully stored in 
SM will be available for recall after extended periods of 
time. At present, it is impossible to give empirical estimates 
of capacity and duration. The problem with estimates of 
capacity has been the lack of a standard unit of information. 
Psychologists have generally relied on some physical seg- 
ment of the external stimulus as a measuring unit. Miller 
(1956), however, has demonstrated the difficulties inherent 
in this approach. The adult human subject is rather facile in 
transforming stimulus "segments" into idiosyncratic units 
and combinations. Attempts to measure stimulus persistence 
in SM have also revealed that a large number of variables 
affect persistence. Indeed, a prominent characteristic of SM 
seems to be the variable duration of traces. 

The process of forgetting in SM seems to be best de- 
scribed by the "interference theoryw (Underwood, 1957). 
According to this theory, forgetting results from the "un- 
learning" of responses and from competition between 
responses at the time of recall. Therefore, both previous 
learning and learning that occurs during a retention interval 
are sources of information that compete with and extinguish 
task material. Interference from previously learned material 
is referred to as proactive inhibition; that from subsequent 
learning, retroactive inhibition. Proactive inhibition is 
usually assumed to be the most potent source of forgetting, 
because the individual brings a far greater store of informa- 
tion to an experimental situation than could possibly be 
accumulated during a 24-hour retention interval. In this 
view, we carry around with us the source of much of our 
forgetting in the form of prior learning. 

The organization of SM also seems to differ from that 
of PM. Although much surely remains to be discovered, 
the present evidence is that semantic variables play a large 



role in the organization of SM. For example, a recent 
experiment by Baddeley and Dale (1966) has shown that 
PM and SM can be distinguished in terms of the types of 
errors that intrude during recall. In PM, most errors result 
from phonetic confusions. Items that sound alike (Bs and 
Vs, for example) are substituted for each other. Errors in 
SM, however, involve items that have similar meanings 
rather than similar sounds. Evidently, part of the recoding 
process in transferring information into SM is semantic, 
and semantics take precedence over phonetics. This is not 
to say that all organization in SM is semantic. Abundant 
evidence supports the existence of other types of relation- 
ships, such as temporal and spatial contiguity and syntactic 
structure. 

Another characteristic of SM that distinguishes it from 
PM is the speed with which information can be retrieved. 
Retrieval seems to be much slower from SM (Waugh and 
Holstein, 1968). The longer retrieval latencies perhaps 
reflect the extra time needed for searching a larger storage 
system. 

We have already suggested the possibility that nonverbal 
information is stored directly in SM. It is difficult to present 
supportive evidence for this contention, because psychol- 
ogists have largely ignored the study of nonverbal memory. 
A major exception is the study of motor skills, although 
much of this literature emphasizes applied problems. 

One issue of interest here involves the relevance of 
interference theory to the forgetting of nonverbal informa- 
tion. Adams (1967) reviewed those few studies that have 
attempted to demonstrate the effects of proactive and 
retroactive interference in motor retention (Duncan and 
Underwood, 1953; Lewis et al., 1951 ; Lewis and Shephard, 
1950; and McAllister and Lewis, 1951). Retroactive inter- 
ference seems to be a relatively stable phenomenon in motor 
retention as long as the interpolated learning involves the 
acquisition of antagonistic responses. The single attempt to 
investigate proactive interference (Duncan and Underwood, 
1953) failed to find the usual decrement due to prior 
experience. To conclude from this negative finding that 
motor learning is impervious to proactive interference 
would be hasty, however, and introspection suggests that 
it is very sensitive indeed. It may be reasonable to assume for 
the present that the process of forgetting is similar for both 
verbal and motor memories, suggesting that they may 
reside in a common storage system. 

Although the mechanism of forgetting may be the same, 
there is some question about the relative stability of the two 
types of traces. This question arises from the frequent find- 
ing of unusually high resistance to forgetting of certain 
types of motor skills. For example, Underwood (1957) has 
estimated that 15 to 25 per cent of a perfectly learned word 
list cannot be recalled after 23 hours. It may, however, take 
several years for this amount of forgetting to occur with 

some types of motor learning. It is important to note that 
only certain types of motor skills show this high resistance 
(Adams, 1967). Highly stable traces are formed only during 
the acquisition of "continuous" motor acts, such as tracking 
tasks and others that involve a paced activity that requires 
continuous correction of errors (Adams, 1967, p. 218). By 
comparison, the traces laid down during the learning of a 
"discrete" motor task seldom have greater stability than 
those found in verbal learning. 

The apparent reason for the relatively high rate of for- 
getting discrete motor skills is the dependence of such skills 
on verbal cues. As a result, it seems that only those con- 
clusions drawn about continuous motor skills would apply 
to our understanding of memory for sensory recoded 
information. The extreme sophistication with which the 
normal individual can deal verbally with his environment 
must never be underestimated. 

TERTIARY MEMORY The prominent characteristic of TM 
is its storage durability. Once information has achieved 
storage at this level in the cognitive system, it seems to 
remain a permanent part of the individual. Evidence for 
the existence of memories with this quality may be found 
in the clinical literature. In most instances of brain damage 
or disease, intensive electroconvulsive therapy, old age, 
and other processes that erase less stable memories, there 
remain intact a number of highly overlearned items, which 
we define as the content of TM. 

The capacity of TM must be very large, because it con- 
tains much information that we use frequently. The infor- 
mation required to walk and talk, to say and write our 
names, and to recognize the names and faces of old friends, 
are all characteristic of the contents of TM. In this sense, 
however, TM is the most difficult of the memory processes 
to get information into, because it takes months or years 
of overlearning to achieve such durable storage. A second 
characteristic ofTM is the ready accessibility of the stored in- 
formation. The same overlearned information that survives 
an extensive retrograde amnesia can be retrieved with little 
hesitation. For example, the time required to recall one's 
own name on command is miniscule in comparison to the 
time required to dredge up familiar but less frequently used 
names. In this sense, retrieval from TM is much faster than 
retrieval from SM. 

Almost nothing is known about the organization of 
memories in TM, other than that it must be an impressive 
system to afford such ready access to so much information. 
It seems curious that such fascinating aspects of memory as 
those associated with TM have not attracted more research. 

SUMMARY In sequence, visual information is held in sen- 
sory memory many milliseconds, labeled, and thereby trans- 
ferred to PM, where it displaces the oldest information. In 



PM it is available for prompt recall, and it can be held by 
rehearsal indefinitely in the absence ofnew input. Without 
rehearsal, this information disappears after several seconds. 
Rehearsal (or other factors) allow for transfer from PM to 
SM, where the coding is reordered and the information is 
stored contextually rather than temporally. Retrieval is 
slower from SM than from PM, but the information is 
stable for hours, or days (experimentally), or years. If the 
information is used very frequently, it may again acquire 
short retrieval time and be even more permanently acces- 
sible as part of a postulated tertiary memory. 

We  have summarized most of the above discussion in 
Table I. 

Pathological memory 

On the basis of the preceding outline of normal memory 
processes, let us attempt to analyze the nature of impairment 
in clinically defined memory derangements of anterograde 
and retrograde amnesia. A substantial literature exists on 
these topics, but typically the research has been unsys- 
tematic, has employed a variety of noncomparable methods, 
and bears little relationship to general memory theory. The 
tendency has been to infer memory processes &-om complex 
learning situations, while ignoring the techniques designed 

for the express purpose of investigating memory. For these 
reasons, we found it necessary to devise a set of criteria for 
selecting the material to be included here. 1. An attempt was 
made to be moderately critical of the scientific quality of 
the research included; each experiment or observation was 
evaluated according to the set of rules previously outlined 
regarding the semantics of memory research. 2. We placed 
a high premium on research conducted with patients whose 
cognitive defects were fairly well restricted to memory. 3. 
We also placed a premium on research with patients whose 
brain lesion or lesions were confirmed. The human literature 
is obviously limited in this regard. 

ANTEROGRADE AMNESIA Anterograde amnesia is tradi- 
tionally described as a failure of retention of newly acquired 
information. For example, when an amnesic patient is 
presented with new material, registration seems to occur 
normally, because his immediate responses are usually of 
an appropriate nature. If, however, the stimulus is removed 
and the patient is made to delay his response for as little as 
several seconds, he is now unable to produce the correct 
response. Unfortunately, the clinical picture of these pa- 
tients is seldom so simple, and past study has included 
attempts to identi6 a constellation of symptoms defined as 
an "amnesic syndrome." Talland (1965b) has presented a 

Human Memory Processes 

Storage System 

Sensory Memory Primary Memory Secondary Memory Tertiary Memory 

Limited by amount The 7 + 2 of Very large Very large 
CAPACITY transmitted by the memory span (no adequate estimate) (no adequate estimate) 

receptor (?) 

DURATION 
Fractions of 
a second 

Several seconds Several minutes May be permanent 
to several years 

ENTRY INTO Automatic with Verbal recoding Rehearsal 
STORAGE perception 

Reflects physical 
ORGANIZATION stimulus 

Temporal 
sequence 

Semantic and 
relational 

Overlearning 

ACCESSIBILITY Limited only by Very rapid Relatively slow Very rapid access 
OF TRACES speed of read out access 

TYPES OF Sensory 
INFORMATION 

Verbal (at least) All All 

TYPES OF Decay and New information Interference : May be none 
FORGETTING erasure replaces old retroactive and 

proactive inhibition 



lucid review of the issues ; because they exceed the scope and 
purpose of the present paper, they have not been included 
here but should be reviewed by the interested reader. 

Reviews of various aspects of memory research on 
amnesic patients can be found in the literature (see Lewis, 
1961; Ojemann, 1966; Piercy, 1964; Talland, 1965b; 
DeMorsier, 1967; and Milner et al., 1968). There is little 
controversy among these reviewers about the generality and 
severity of the memory impairment. The usual conclusion 
has been that severe anterograde amnesia involves a "vir- 
tual inability to acquire new information." There are, how- 
ever, a number of observations of areas of unimpaired 
performance that have not previously been accounted for in 
theoretical explanations of the patient's memory deficit. 

Sensory memory Sensory memory has not been exten- 
sively investigated in amnesic patients. This omission prob- 
ably stems from the many reports of their good immediate 
registration of stimulus events. Scoville and Milner's (1957) 
now-famous patient H. M. is a good example of severe 
anterograde amnesia taking place in the absence of visual, 
attentional, or perceptual disorders. In fact, H. M. per- 
forms many nonmnemonic tasks with above-average 
ability, in accord with his superior intelligence (Miher et al., 
1968). In what seems to be the only investigation of amnesic 
patients' sensory memory, Peter Schiller tested H. M.'s per- 
formance under conditions related to the visual masking 
task described earlier (Averbach and Coriell, 1961). He con- 
cluded from these observations that H. M.'s visual processes 
were equivalent to those of the normal controls. It would be 
interesting to know how this result will generalize to 
amnesic patients with known perceptual disorders, such as 
those demonstrated by the Korsakoff patients described by 
Talland (1958). Nevertheless, sensory memory may be 
intact in patients with severe anterograde amnesia. 

Primary memory Primary memory also seems to function 
normally in these patients, as demonstrated by their normal 
digit span and by their ability to deal efficiently with sub- 
span amounts of information (Wechsler, 1917; Zangwill, 
1946; Talland, 1965b; Drachman and Arbit, 1966; Milner, 
1966; Victor et al., 1959; Wickelgren, 1968). When the 
demands of the task exceed the capacity of PM, however, a 
performance deficit becomes apparent. One demonstration 
of the abrupt difference between the ability of these patients 
to deal with subspan and supraspan amounts of information 
has been reported by Drachman and Arbit (1966). They 
found that, although normal controls could more than 
double their recall by practicing, amnesic patients could 
add an average of only one item to their original span of 
seven after an equal number of repetitions. Other investi- 
gators have found comparable results in a variety of situa- 
tions (Milner, 1966; Scoville and Miher, 1957; Penfield and 
Milner, 1958; Talland andEkdahl, 1959; Talland et al., 1967). 

The amnesic patient's deficit may also be demonstrated 

with subspan amounts of information simply by delaying 
recall. Typically, amnesic and normal subjects do equally 
well on the immediate recall of subspan lists. When recall 
is delayed, however, the amnesic patient loses the material 
much faster than does the normal subject (Talland, 1968; 
Talland et al., 1967). Some of the difficulty encountered by 
many amnesic patients is caused by their failure to use 
rehearsal (Talland et al., 1967), but even if they have been 
observed to use rehearsal as a memory aid, it did not seem 
to have its full effect on the stability of the learned material 
(Scoville and Milner, 1957; Penfield and Miher, 1958; and 
Sidman et al., 1968). Interrupting rehearsal, even after many 
minutes, was sufficient in most cases to erase completely 
any trace of the information being rehearsed. Thus, it seems 
that their mnemonic strategy reflects a complete dependence 
on primary memory. Rehearsal for these patients seems to 
be not so much a method of enhancing storage as a method 
of maintaining attention on the task at hand. 

Secondary memory The many examples of the amnesic 
patient's inability to exceed the storage capacity of PM 
strongly implicate SM as the weak link in his cognitive 
processes. The specific difficulty may be one of encoding, 
storage, or retrieval. Our own work leads us to believe that 
it is encoding; that is, information never is stored properly 
in SM. The clarification of this question should be readily 
obtained by clearly designed experimental analysis of the 
model we have outlined. 

One thing that is clear from the literature is that the 
amnesic patient may be amnesic mainly for verbal informa- 
tion. Our review revealed three kinds of learning tasks 
which these patients could perform much more proficiently 
than might be expected of an individual with a generalized 
memory deficit. These exceptions include the acquisition of 
certain types of motor skills, classical and operant condi- 
tioning, and "perceptual" learning. The common feature 
of these types of learning is that they involve the acquisition 
of nonverbal information. 

MOTOR SKILLS There have been several demonstrations 
of the amnesic subjects' normal learning and retention of 
certain types of motor skills (i.e., Corkin, 1968; Milner, 
1962; Talland, 1965b). The first was Miher's with the 
amnesic patient H. M. The patient was asked to trace a star- 
shaped pattern while viewing his progress only through a 
mirror. He was able to perform this task as well as normal 
control subjects, demonstrated comparable improvement 
during three days of practice, and showed no losses between 
days of testing. The intriguing aspect of the results was the 
report that H. M. was completely unaware of his improve- 
ment or even of his previous days of practice. 

This normal retention of motor skills by amnesic patients 
applies only to a specific class of tasks, in much the same 
way that the high retention by normal subjects applies only 



to a specific class of motor skills. Only with a continuous- 
performance test, such as a tracking test, does the amnesic 
patient show normal improvement and retention, and there 
are numerous examples of the amnesic patient's failure to 
learn or retain discrete motor tasks (Milner, 1965; Corkin, 
1965). 

As previously mentioned, the apparent reason for the 
higher rate of forgetting with discrete motor tasks is the 
dependence of such tasks on verbal cues. Accordingly, the 
amnesic patients' ability to perform the continuous, but not 
the discrete, tasks supports the suggestion that their memory 
impairment is primarily for verbal material. If such is the 
case, certain similarities would be expected iri their per- 
formance of verbal and discrete motor tasks. At least one 
important similarity does exist. This involves the relation- 
ship between successful performance and the amount of 
information involved in performing the task. 

Milner et al. (1968) have investigated H. M.'s ability to 
learn mazes of short lengths. In one study they reduced 
Milner's (1965) visual maze from 28- to 10-choice points, 
and H. M. failed to learn this shortened version even after 
125 trials. A further reduction of the path to eight-choice 
points enabled H. M. to learn the maze slowly, and he 
required 155 trials spread over two days. Retention of the 
correct path was tested after delays of one, two, three, and 
six days. Marked savings were evidenced after each delay. 
On the day of the last retention test for the eight-choice 
path, H. M. was given 25 more practice trials with the 10- 
choice version. Performance was as poor as on previous 
testings. Learning the eight-choice maze did not transfer, 
even though it was simply the first portion of the longer 
maze path. 

The length of Corkin's (1965) tactual maze was also 
reduced from 10- to five-choice points for a second test of 
H. M.'s ability to learn short mazes, and H. M. did not 
reach the learning criterion within the prescribed 300 
practice trials. He did, however, show fairly consistent 
improvement over the days of practice. This finding, to- 
gether with his previous success, was taken as evidence of 
his ability to learn and retain limited maze sequences. 

Miher et al. concluded by calling attention to the fact 
that H. M.'s successes were with mazes involving sequences 
within the limits of the memory span. Milner (1965) offered 
an account: ". . . the experience in the latter part of the maze 
interferes with the effective rehearsal of the first part of the 
path, so that a patient such as H. M., who seems to rely 
entirely upon verbal rehearsal to bridge a temporal gap, 
must start each new trial as if it were a fresh problem" (p. 
332). This view is in agreement with our characterization 
of the amnesic patient as depending entirely on PM when 
dealing with verbal information. It seems, however, that 
with sufficient perseverance, small amounts of information 
that do not overload PM may eventually be processed into 

a more permanent storage. Several facets of this conclusion 
remain to be tested. 1. Will equal perseverance with a com- 
parable verbal learning task, such as learning a list of words, 
eventually be learned, completing the analogy drawn 
between verbal and discrete motor learning? 2. Will such 
learning, if it does occur, be limited to subspan amounts of 
information? 3. Given that some learning does take place, 
will retrieval of this information have the characteristics of 
having been stored in SM or PM? 

CLASSICAL CONDITIONING A number of observations 
and experiments in the literature deal with the classical 
conditioning of amnesic patients. Many of these observa- 
tions are anecdotal and employ unorthodox procedures. 
The classic example is, of course, Claparede's (1907) insight- 
ful observation. 

"I stuck the patient hard with a pin concealed in my 
hand. This tiny pain was forgotten as quickly as innocuous 
perceptions and, several instants after the prick, she didn't 
remember anything. However, when I brought my hand 
close to hers once more, she pulled back her hand in a reflex 
fashion without knowing why. In fact, if I asked her why 
she had done this, she answered, dumbfounded, 'Well, 
don't I have the right to pull my hand away?' " (page 101). 

Gruenthal and Stoerring (1930) reported a similar 
observation, and Barbizet (1963) described a patient who 
became upset at the sight of the electroconvulsive shock 
apparatus even though he could not recall having seen it 
before. 

The unconditioned stimulus (UCS) has not always been 
so obvious or of such a painful nature. For example, De- 
Morsier (1967) simply told his patient to lift his arm when 
he said a certain word. He then waited 15 seconds, said the 
word, and the patient lifted his arm. When asked why he 
had lifted it, the patient replied, "It's just an idea I had." 
Again, the performance was accomplished on command 
without recognition of the memory. 

The more systematic attempts to condition amnesic 
patients have reported mixed results. Gantt and Muncie 
(1942) failed in an attempt to condition three alchoholic 
Korsakoff patients, and the reason may be similar to that 
given by Miher et al. (1968) for H. M.'s failure to demon- 
strate conditioning when an electric shock was used as the 
UCS. Their attempt was abandoned because H. M. did not 
show a galvanic skin response to the shock, "even at 
intensity-levels that normal control subjects found dis- 
agreeably painful" (p. 223). H. M. seemed to be aware of the 
shock, but he never complained or showed any of the signs 
of pain. It is interesting to note that a reduced responsive- 
ness to normally noxious stimuli (p. 93) after bilateral 
lesions involving the amygdala, as is the case with H. M. 
and perhaps with Gantt's patients, is a frequent finding in 
lower animals (Goddard, 1964). As a result, conditioning 



may have failed because of the patients' abnormal reaction 
to electric shock. This view is further supported by reports 
of successful conditioning of amnesic patients using a dif- 
ferent UCS (Talland, 1960; Linskii, 1954). 

In summary, the existing evidence suggests that amnesic 
patients can be classically conditioned in the proper situa- 
tion. The most dramatic examples are anecdotal. 

OPERANT CONDITIONING Sidman et al. (1968) trained 
H. M. to perform a discrimination task utilizing a series of 
successive approximations to the final task. The first ap- 
proximation was simple and included only one choice. 
After short practice on this and several intermediate steps, 
H. M. was soon performing the eight-choice discrimination 
task without having been given any verbal instructions. 
This training was retained after several interruptions for 
counting pennies and for interviews. The interviews re- 
vealed an interesting discrepancy between the verbal and 
the nonverbal aspects of the task. H. M. appeared to be 
amnesic in his oral accounts, while actually performing the 
task with normal accuracy. Again, we see an example of the 
amnesic patient's ability to learn and remember without a 
"verbal awareness" of such occurrences. More important, 
however, is the potential fi~nction of this type of training 
procedure as a remedial step toward some alleviation of 
their severe handicap. Perhaps the success with which these 
training procedures have been used with certain other 
handicapped individuals, such as the mentally retarded, 
could be employed to improve the life circumstances of the 
amnesic patient. Further exploration of the use of operant 
conditioning procedures seems worthwhile for both the- 
oretical and practical reasons. 

PERCEPTUAL LEARNING There remains one other class of 
tasks which the amnesic patient both learns and retains in a 
normal manner. It is difficult to know exactly what label to 
apply to them, because little is known about the abilities 
required for their successful performance. Their nature sug- 
gests that they represent a form of perceptual learning, in 
the sense that what is learned is recoded sensory information 
but is closer to the raw sensory data than a verbally recoded 
representation. 

The clearest demonstration of the amnesic patient's 
ability to perform such tasks was reported by Warrington 
and Weiskrantz (1968). The task, originally used by Gollin 
(1960), included the recognition of incomplete drawings 
of simple objects. Each object was represented by five 
drawings at various stages of completion. The subject was 
first shown the most incomplete version and progressed 
through the series until he recognized the represented object. 
There were 10 objects; each was presented five times on 
each of three days. Initially, the amnesic patients required 
more steps than the normals to recognize the objects; how- 

ever, their rate of improvement at each test session and 
their savings from one day to the next were equal to those 
of the normal controls. A second experiment with a graded 
series of incomplete words had similar results. 

The memory traces established under these conditions 
seem to have considerable stability, comparable perhaps to 
those established during the acquisition of continuous motor 
tasks. This was demonstrated by Warrington and Weis- 
krantz in a retest of the temporal lobectomized amnesic 
patient after a three-month delay. The savings computed 
from the first five trials on each occasion was 20 per cent. 
Similarly, two groups of normal subjects were tested on the 
incomplete words test. One group was retested after a one- 
week delay; the other, after a four-week delay. Both groups 
evidenced considerable savings on relearning. The high 
retention of these materials by amnesic subjects is even more 
striking when compared with the results cited in a later 
report by Warrington and Weiskrantz (1968). In this study, 
the same stimulus words were used in more conventional 
tests of recall and recognition, which showed very poor 
retention after delays as short as five minutes. 

In summary, we believe these exceptions to the generality 
of the amnesic patient's memory impairment support our 
contention that antero~rade amnesia is a defect of verbal - 
memory. In each of the above instances, amnesic patients 
demonstrated mnemonic skills well within the realm of 
those associated with SM. This has not been the case in tests 
of verbal memory. 

RETROGRADE AMNESIA Retrograde amnesia clinically 
refers to the loss of information acquired prior to the onset 
of some pathological state. Benson and Geschwind (1967) 
have summarized the usual findings in retrograde amnesia 
by distinguishing among three types of memories. 

"There is a period of seconds to minutes in which a 
memory is fragile and may be permanently abolished. 
There is a longer period in which the memory is con- 
solidated but in which retrieval may be impaired. Finally, 
many memories, especially old and overlearned ones, may 
be retrieved despite influences which abolish the most 
recently acquired memories and affect the retrieval of many 
later memories" (p. 542). These distinctions are reminiscent 
of our own PM, SM, and TM. The traces of PM are per- 
manently lost. The traces of SM represent by far the greater 
part of the loss, which is seldom permanent. The traces of 
TM are those that are retained after even the most extensive 
retrograde amnesia. The loss from SM has correctly been 
summarized to be attributable to faulty retrieval, because 
in most instances the amnesia "shrinks" and the missing 
information again becomes available for recall without 
having been relearned (Benson and Geschwind, 1967; 
Russell and Nathan, 1946; Williams and Zangwill, 1952). 
In addition, several studies have shown that, under special 



circumstances, the "missing" information can be evoked; 
Russell and Nathan (1946) used barbiturate hypnosis and 
Talland (1965a) used prompting during an interview. 

Another well-documented finding has been the observa- 
tion that the borderland between lost and preserved in- 
formation is a blurred area including "islands" of intact 
memory in a background of missing information (Williams 
and Zangwill, 1952). Alternating islands of lost and pre- 
served memories seem to be present in both the early and 
the late stages of retrograde amnesia. The failure to find a 
distinct temporal break defining the retrograde loss has 
important theoretical implications, because it suggests that 
"consolidation" is not simply a function of time. Other 
factors must be involved, e.g., some mnemonic process that 
may selectively hasten storage. Affective significance of the 
information immediately comes to mind as such a process. 
Recent evidence has failed, however, to support the signif- 
icance of affect as a mnemonic enhancer independent of 
more conventional devices, such as rehearsal (Weiner, 1966). 
It seems to provide the incentive for more vigorous re- 
hearsal and review of the material, because affectively 
significant stimuli presented without an opportunity for 
rehearsal are remembered no better than neutral stimuli. 
Be that as it may, consolidation does not seem to occur 
simply as a function of time. 

The similarities between the prognoses for retrograde 
and anterograde amnesia in individual cases have been noted 
by Benson and Geschwind (1967). Making the additional 
assumption that retrograde amnesia is a defect of retrieval 
and anterograde amnesia is a defect of registration, they con- 
cluded that registration and retrieval must be served by the 
same neurological substrate. This possibility is of major 
importance to our understanding of the neuropsychology 
of human memory. Evidence from the study of traumatic 
amnesia is fairly consistent with their hypothesis; but long- 
term follow-ups of the course of retrograde and anterograde 
amnesics in chronic amnesia cases do not consistently sup- 
port it. For example, the 14-year reevaluation of H. M. by 
Milner et al. (1968) suggests some remission of his anter- 
ograde amnesia in the absence of any such recovery of the 
retrograde loss. Talland (1967) reported the complete re- 
covery of the retrograde loss in the presence of a persisting 
anterograde amnesia for one of his amnesic patients; but in 
a similar case, both types of amnesias apparently persist 
unabated. As Milner et al. pointed out, however, an evalua- 
tion of the extent of the retrograde defect becomes very 
dficult after the passage of several years. 

NEURAL MECHANISMS OF MEMORY The most important 
clues as to the neural structures in memory come from those 
human patients who suffer discrete lesions documented at 
autopsy or at the time of surgery. The distribution and vary- 
ing etiologies of such lesions have been reviewed by several 

authors (Ojemann, 1966 ; Talland, 1965b). In summary, 
severe anteiograde amnesia follows bilateral lesions of the 
hippocampus, the mammillary bodies, the anterior nucleus 
of the thalamus, and, possibly, the anterior columns of the 
fornix, and the dorsomedial nucleus of the thalamus. This 
interconnected system of structures, part of the classic cir- 
cuit of Papez, seems to be the only place where discrete 
lesions can produce a clinical memory impairment, an 
anterograde amnesia, usually with a slight, persistent, 
retrograde amnesia. As we have pointed out, this impair- 
ment can be considered to be restricted to an inability to 
transfer properly coded information from primary to 
secondary memory; it is, perhaps further restricted to im- 
pairment of verbal memory. 

This neuropsychological correlation is further supported 
by the instances of fugue states in temporal-lobe epilepsy. 
These states can be replicated in the laboratory in appro- 
priate cases by bilateral electrical stimulation of the hippo- 
campus, without spread of disruptive seizure discharge to 
the rest of the brain. In these instances, the individuals may 
carry out quite complex acts, travel distances, purchase ob- 
jects, and read and respond to written material for many 
minutes or a few hours. That is to say, sensory and primary 
memory mechanisms function properly, and information 
in secondary and tertiary memory is retrieved and acted on 
appropriately. There is, however, total amnesia for the 
period, with no recovery under hypnosis or drugs or after 
time. Thus, during that period no information enters SM 
in a form that can be retrieved, implying that the transfer 
mechanism, the recoding mechanism, or both, are impaired. 

Unfortunately, the conditions that produce relatively 
pure retrograde amnesia are all poorly understood patho- 
logically and must be thought of as producing diffuse 
disturbance of the brain until they are further dissected 
experimentally. Concussion, electroshock therapy, ap- 
oplexy, and anesthesia are examples of such conditions. 

One would like to think that meticulous examination of 
various clinical cases of memory pathology would reveal 
examples of relatively pure impairment of each of the con- 
ceptual steps in our model or serve to refine the model. 
That is, there should be at the very least, disturbances result- 
ing from (a) limitations in PM; (b) impairment of transfer 
from PM to SM; (c) faulty storage or coding in SM; (d) 
faulty retention in SM; (e) faulty search; (f) recognition; 
and (g) retrieval &om SM. 

We  have already suggested that the hippocampal lesion 
(or seizure) cases represent (b), and that the retrograde 
amnesia of postconcussion cases that fully recover represents 
(g). Certain limitations of the mental retardate seem related 
to (a) and to (c). There is, however, too little rigorously 
defined experimental data to allow us further speculation. 
The purpose of such a dissection of sharply defined mnem- 
opathologies would, of course, be to relate them to neural 



processes that could be explored in the animal laboratory. 
The attempts to prepare animal models for anterogade 

amnesia have been disappointing to date. In spite of the 
consistency of the neuropathological data for man, many 
careful lesion studies in animals of various species have 
failed to produce a behavioral deficit that all observers 
would define as memory impairment. Two explanations 
of ths  paradox are possible. One is that the lesions are not 
hnctionally equivalent because of a phylogenetic change 
in the organization of the hppocampal system. The other 
is that tests for memory impairment are not equivalent 
and that the appropriate animal behavior has not been 
isolated for measurement. We suggest strongly that the 
latter is true, with the reservation that verbal memory 
is most profoundly affected in man. 

Brain stimu~ation 

Experience in stimulating chronically implanted electrodes 
placed stereotactically in a variety of subcortical structures 
has been no more revealq.  In a review of more than 2000 
such stimulations from our own experience, only 14 
produced memory-like phenomena. These were of two 
kinds. From depth stimulation in the temporal lobe, in the 
region of the hippocampus and amygdala, we could evoke 
reminiscence-like states, which gave rise to reports of past 
experience. Such a report might be, "I have a feeling like a 
time when I was a boy and. . . ." Such a state might be 
reproducible, with similar mood images evoked and quite 
detailed accounts of experiences "long forgotten." On only 
one occasion was there a report of a detailed and out-of- 
context past experience. This experience could be evoked, 
but was sensitive to changes in stimulus parameters, and 
varied slightly on each repetition. 

On two occasions, electrodes in the region of the posterior 
thalamus elicited complex, stereotyped motor acts and 
verbalizations, which were not remembered by the patient. 
On carehl analysis, one turned out to be a childhood game, 
which had been a favorite of the patient's. In this instance, 
a long, unrehearsed, learned motor pattern was elicited in 
proper temporal sequence by activation of some kind of 
retrieval mechanism. 

On the whole, however, the results of electrical stimula- 
tion of brain structures in waking man are anecdotally 
fascinating, but, as yet, they contribute little to our under- 
standing of memory mechanisms. None of the data re- 
ported above, of course, give any support to the notion that 
there is a macroscopic "place" where memory is stored, or 
where any of the conceptual mechanisms described earlier 
are uniquely situated. The brain is not organized in such 
neat parcels. It is, however, not homogeneous mass. Its 
spatiotemporal patterning at the macroscopic level must be 
respected if it is to be understood. 

Summary 

1. "Memory" is not a unitary function, nor do such 
divisions as "recent and remote" (clinically used) or "labile 
and fixed" (used in the animal laboratory) provide models 
of heuristic value. 

2. In the last decade, a useful model of normal (verbal) 
memory has evolved, which permits rigorous testing of 
psychological hypotheses and should be respected in the 
elaboration of neur~biolo~ical theories. 

3. Of particular importance in the present discussion is 
the distinction between "primary" and "secondary" mem- 
ory and the transfer mechanism between them. 

4. Applying this formulation to the two most broadly 
studied instances of memory pathology in man clarifies 
several points : 

a) The anterograde amnesia typified by cases of Korsa- 
koff's syndrome and the related purely amnesic hsorders 
can best be understood as an impairment of transfer from 
primary to secondary memory. 
b) Retrograde amnesia can be seen as a defect in the mech- 
anisms of retrieval from secondary (but not primary) 
memory. 
c) Although neither "transfer" nor "retrieval" mech- 
anisms are unitary concepts, this dissection of the locus of 
psychopathology should aid in specifying the neural 
mechanisms involved in the mnemonic process. 
For example, bilateral hippocampal ablation in man has 

little effect on primary memory processes, or on secondary 
memory or on retrieval mechanisms, but produces a pro- 
found disruption of transfer (at least of verbal information). 
Therefore, if one wishes to analyze the role of the hippo- 
campus in "memoryw in the experimental animal, one 
might most fruitfully utilize a behavioral model consistent 
with this formulation. 

The lack of definitive information as to whether the 
model holds for nonverbal (or nonsymbolic) material makes 
it impossible to decide at present whether an animal par- 
adigm is at all possible. A few simple experiments in man 
could settle this problem. 

5. The last point above suggests at least a method for 
resolving what has seemed a painful paradox: No animal 
species has shown a clear impairment of what all observers 
would call "memory" after any set of lesions replicating 
those that produce a severe "amnesic syndrome" in man. 
Three logical possibilities now appear: 

a) The memory deficit after bilateral Papez circuit 
lesions in man is.limited to verbal (or verball; mediated) 
material, so would not be apparent in other animals. 
b) Animal experimentation to date has not utilized sensi- 
tive enough tests of the early process of transfer from 
primary to secondary memory. 
c) A qualitative change in neural organization from sub- 



human to human, one reflection of  which is language 
ability, is also reflected in a changed role of the hippo- 
campus (and related structures) in the memory mech- 
anism. Possibilities A and B are subject to test. 
6. The  existence of a rigorous model has allowed for 

rapid progress in the description of normal human memory. 
Although this model will evolve (and perhaps change 
radically), it is important that observers of clinical-patho- 
logical states make observations and tests that can at least be 
interpreted, inter alia, in the framework of the model. By 
analogy with other pathological conditions, one would 
expect to find examples of clinical "memory disturbance" 
associated with each separate process in the model. Careful 
correlation of  these with the etiological process might 
provide important hypotheses about the concomitant 
neural mechanisms. Such hypotheses could then be rigor- 
ously tested in the animal laboratory for precise delineation. 

7. Stimulation of  the exposed human brain leads t o  
reports of  "memory-like" phenomena in some subjects. 
These responses are most common in the temporal neo- 
cortex and, in modified form, in the temporal subcortical 
structures. The  limited explorations of these phenomena 
have not yet clarified the neural structure of  memory. 
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As~ects  of Human Intelligence 

H A R O L D  L. W I L L I A M S  

Is THE POWER and sweep of man's thought attributable act and certain adaptive characteristics, but his analyses of 
merely to a complex organization of elementary behavioral behavior focus on the ways in which a responsive and 
units such as reflexes, or are there emergent phenomena in coherent environment gradually shapes behavior. The child 
his transactions, the understanding of which requires unique is viewed as a reactive organism which acquires habits that 
concepts and techniques? Optimists among neural and are associatively linked to one another and to previously 
behavioral scientists are convinced that the answer is funda- acquired habits. As a result, his behavioral repertoire is 
mentally simple : 

The history of science suggests that the complexities of the child's 
real world are probably only multiple combinations of pure and 
simple processes. Hence the complexity of child behavior it1 vivo 
may result only from the large number offactors involved; yet 
each factor by itself may operate in a simple manner, readily and 
completely understandable in a laboratory setting (Bijou and Baer, 
1960, p. 143). 

Such psychologists in the tradition of American be- 
haviorism are confident that complex behavioral phenom- 
ena can be analyzed into elementary behavioral units (e.g., 
reflexes), which are induced and modulated by more-or- 
less complex conditions of stimulation. The radical be- 
haviorist stipulates that man inherits certain tendencies to 
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cumulative and continuously changing. Development is the 
quantitative accumulation of learned behavior, and the 
identification of stages of development is merely a short- 
hand device for labeling points on a continuous function. 

Scientists of a more organismic persuasion, such as 
Werner, Piaget, and Goldstein, would agree that the 
development of intelligence depends on continuous and 
broad-ranging transactions with a richly varied environ- 
ment, but their explanations of cognitive behavior em- 
phasize the maturation of internalized cognitive structures, 
rather than environmental variables, as mediating mechan- 
isms. The child is active rather than reactive. Even when well 
fed and rested, the infant creates stimulation by such 
behaviors as visual inspection of his environment. By acting 
upon the environment, and observing the results of his 
actions, he develops his knowledge ofreality. 

Thus, for the organicists, man's behavior is internally 
directed and teleological. The child's intelligence matures 
through a hierarchically arranged, maturationally deter- 



mined sequence of stages, each of which is a necessary result 
of the previous one, each containing emergent qualitative 
properties, and each defined by a unity of organization that 
characterizes all the individual's behavior at that stage. The 
tasks of the organicist are to describe the stages of cognitive 
development, to identify the processes that cause the de- 
velopmental sequence, and to explicate the transformational 
functions that relate a given stage to the preceding one. For 
a normal child, the rate of progression through the sequence 
and the terminus of cognitive growth depend on training 
and a favorable environment, but the order of succession 
of cognitive stages is believed to be immutable. Thus, a 
question of fundamental significance for these models of 
development concerns the degree to which the sequence of 
cognitive stages can be altered by differences in culture or 
by the application of principles of behavioral modification. 
The relatively small set of experiments addressed to this 
problem has not settled the issue. 

This paper presents some contributions from American 
learning theory, and examines the degree to which stimulus- 
response (S-R) reinforcement models can deal with such 
behavior as language, which appears to be hierarchically 
organized. There follows a brief survey of one organismic 
model of development, that of Piaget. Certain similarities 
between Piaget's view of cognitive processes and Lenne- 
berg's analysis of language are then discussed, and com- 
pared with recent work by Soviet psychologists, whose 
ideas about cognitive development seem to be intermediate 
between the S-R theorists on the one hand and the or- 
ganicists on the other. Finally, some implications of the 
three systems for educational practice are discussed. 

American learning theory 

Current behavioristic conceptions tend to be problem- 
oriented rather than theory-oriented, but for problems such 
as the learning of complex discriminations-concepts, for 
example-one can distinguish at least two theoretical for- 
mulations. There are those that assume a direct association 
of physical stimuli and overt responses-the single-unit 
S-R theories (Spence, 1940)-and those that postulate im- 
plicit mediating responses with their accompanying re- 
sponse-produced cues-the sequential S-R theories (Law- 
rence, 1950; Kendler, 1963). American learning theorists 
often accord prime importance to the implicit verbal re- 
sponse. 

Several experiments (Kendler, 1963; Kendler and 
D'Amato, 1955; Kendler and Kendler, 1956; Kendler et al., 
1960) used a two-stage concept formation task, which, in 
its second stage, permits reversal shift (RS) or nonreversal 
shift (NRS). Children between three and four responded as 
do rats (Kelleher, 1956), performing best on NRS, for which 
mediation is not a necessary inference. But from about age 

seven on, children showed superior performance on RS, for 
which mediation seems to be required. These results sug- 
gest that the behavior of very young children still primarily 
depends on environmental cues, with which relatively 
simple S-R connections are formed, whereas older children 
develop internal cues, or chains of responses, some links of 
which are covert and probably verbal. It is interesting that 
the transition occurs at an age when children character- 
istically begin to name relationships between stimuli. Thus, 
one aspect of the child's progression from animal-like to 
adult-like human patterns of performance is his ability to 
apply such terms as "larger-than" and "darker-than" to 
stimulus relations. It may be these naming systems that 
mediate his performance on concept-formation tasks. 
Zeaman and House (1963), however, have proposed and 
found evidence to support an alternative mediation theory, 
in which attention is the inferred construct. Before a subject 
can learn which stimuli to approach and which to avoid, he 
must learn to make observing responses, which then serve 
as mediators. Soviet psychologists have proposed similar 
theories about mediation; they are discussed in another 
section of this paper. 

The simplest of the sequential S-R theories seems to say 
that performance consists of a chain of associated motor 
responses, such that a motor event becomes the stimulus for 
the next motor event, which determines a third, and so on. 
Can chained habits serve as adequate representations of 
complex behavior? Lashley (1951), in his famous lecture at 
the Hixon symposium, was one of the first American psy- 
chologists to see this problem in clear perspective. He found 
it inconceivable that motor activity could take place in 
orderly fashion without a hierarchical scheme of in- 
tegration superimposed on a wide range of specific acts. By 
logical analysis he showed that chains of motor events can- 
not account for the sequential ordering of behavior. There 
are two major reasons for this: (I) motor events can happen 
in such rapid succession that there cannot be sufficient time 
for impulses to be sent from periphery to brain and back 
to another muscle; (2) a specific movement, say limb 
flexion, is part of not just one, but of many different, pat- 
terns. 

Accurately controlled "whip-snapping9' movements of 
the hand can be executed in less than the shortest times of 
reaction to tactile stimulation of the arm. Circular move- 
ments of the hand, involving coordinated and continuously 
changing contractions of shoulder, elbow, and wrist can 
occur in one-tenth of a second, and the finger-strokes of a 
pianist may reach 16 per second, in any order, too fast for 
the eye to follow. The various gaits of a horse, or of 
animals with more than one type of ambulation, involve 
different timing, different orders of footfalls, different styles 
of movement; yet the same flexions and extensions are part 
of each sequence. Lashley's examples suggest that even the 



simplest motor sequences require some sort of hierarchical 
plan for their execution. 

What are the appropriate units for such behavioral 
analysis? It has always been possible to divide an action into 
a sequence of muscle twitches, but most behavioral psy- 
chologists have chosen for their datum a molar unit such as 
the operant response, because these larger response systems 
co-vary more systematically with changing conditions of 
stimulation. However, molar units are composed of move- 
ments of limbs, trunk, and other parts, which, in turn, are 
composed of precisely timed patterns of contraction and 
relaxation of groups of muscles. Surely, then, a complete 
description of behavior, and its neural substrates, will en- 
compass all levels simultaneously. 

That is to say, we are trying to describe a process that is organized 
on several different levels, and the pattern of units at one level can 
be indicated only by giving the units at the next higher, or more 
molar level of description. For example, the molar pattern of 
behavior X consists of two parts, A and B, in that order. Thus, 
X = AB. But A, in turn, consists of two parts, a and b; and B 
consists of three, c, d and e. Thus, X = AB = abcde, and we 
describe the same segment of behavior at any one of the three 
levels . . . the complete description must include all levels (Miller 
et al., 1960, p. 13). 

The ethologists have attempted such complete analyses of 
behavior, and their strategies reveal its hierarchical struc- - 
ture, even in quite primitive animals. For example, Tinber- 
gen (1951) found evidence for hierarchical organization in 
the reproductive behavior of the male stickleback. Hier- 
archical concepts have also proved useful for the analysis of 
behavior at higher phylogenic levels. For example, Lashley 
showed that, under certain conditions of experimentation, 
the rat must have organized a flexible, purposive, atemporal 
strategy for accomplishing a required task. In a famous 
experiment (1929) he found that rats that had learned a 
maze could still traverse it even though surgery prevented 
them from using their habitual motor movements. New 
motor movements could be substituted into the same gen- 
eral strategy for negotiating the maze. Apparently this 
freedom of function was accomplished by a shift from 
response learning to place learning-that is, the acquisition 
of a "cognitive map," a "plan" (Miller et al., 1960) per- 
mitting detours and substitutions. 

Perhaps the most obvious representation of hierarchical 
organization of performance is found in human verbal 
behavior. Studies by Chomsky (1957), Brown (1965), Len- 
neberg (1967), and others have shown that sentences are not 
simply chains of verbal responses. First, a marvelously 
intricate, very high-speed set of movements of tongue, 
teeth, lips, oral cavities, thorax, and abdomen, involving 
something like 100 separate muscles, is programed to 
produce about 14 phonemes per second. The 15 to 85 

phonemes used by the world's languages are programed 
by rule into morphemes, morphemes are organized by 
grammatical rules to form sentences, and so on. 

The fact that morphemes are arranged in strings en- 
couraged a number of psychologists to view the sentence- 
generating system as a fairly simple one, a Markov process. 
Unfortunately, such a simple left-to-right grammar will 
not do. First, all languages are open, in the sense that an 
infinite number of sentences can be generated under the 
syntactical rules. To generate only acceptable sentences, a 
machine model working from a left-to-right algorithm 
would require an infinite memory and unlimited experi- 
ence. Second, sentences can be grammatically embedded 
in other sentences. Consider, for example, the following 
sentence, taken from Miller et al. (1960): "The man who 
said X is here." For X we can substitute "Because Y I am 
moving to Boulder" and we can let Y be the sentence "If 
occasionally Z I have allergies," and so on. Because English 
grammar would permit the construction of indefinitely 
long sentences composed of such nested dependencies, a 
left-to-right sentence generator is not adequate to the task. 

The fact of nesting suggests a hierarchical organization of 
syntax. Chomsky (1957) has devised a strategy for hier- 
archical analysis that resembles the parsing procedure one 
learned in grammar school. This phrase-structure grammar 
consists of a set of forming rules for generating sentences 
such as "The boy hit the ball." Chomsky calls such rules 
"kernal strings." On top of this is a system of transforma- 
tions that operates on the kernal strings to combine or 
permute them into more complex forms. He has shown 
that sentence generators of the hierarchical type can deal 
with nested dependencies, which embarrass the left-to-right 
grammar. It should be made clear that the adult speaker of a 
language must have an implicit understanding of the form- 
ing rules and the transformation rules for grammar if he is 
to generate understandable messages and recognize accept- 
able senfences. 

Clearly, the simplest of the sequential S-R theories are 
not equipped to handle the complexity involved in hier- 
archical organizations of performance. However, there are 
concepts available to S-R theorists, such as Hull's (1943) 
habit-family hierarchy, which could probably be extended 
to handle such complex behavioral systems as language, and 
some S-R reinforcement theorists are moving in this 
direction. For example, the cautious, one-stage mediational 
hypothesis formulated by the Kendlers has been extended 
by Berlyne (1965) to an elaborate set of hierarchically 
organized networks of mediating responses that contain 
links and operations sufficient to account for the complex 
decision processes underlying language and thought. 

The organicists see evidence of hierarchical organization 
both within and between the stages of cognitive develop- 
ment. Piaget, for example, uses the term "schema" to 



subsume sets of action sequences that form a recognizable 
and organized totality (e.g., the schema of sucking) and are 
organized by a central strategy. "The schema as it appeared 
to us, constitutes a sort of sensorimotor concept, or more 
broadly, the motor equivalent of a system of relations and 
classes" (Piaget, 1952, p. 385). In every cognitive stage, 
behavior is organized and controlled by interlocking the 
complexly organized schemata, and two or more schemata 
can coalesce into one supraordinate system. Thus, as the in- 
fant explores his environment, visual orientation becomes 
coordinated with sucking, hearing, touch, and prehension 
schemata in such a way that he constructs concepts of 
objects and relations that modify in a coherent way his 
further exploration of the world. 

In organismic theories, cognitive growth is a process of 
continuous and differentiation of these action - 
systems through a sequence of stages which are themselves 
hierarchically organized. For example, in Piaget's system, 
the concrete operations which appear in the five-to-seven- 
year age group are performed upon the systems of sensori- 
motor operations which develop in the first three or four 
years. The stage of formal operations (the final phase of 
intellectual growth) ". . . involves cognitive activities which 
are performed upon the concrete operations elaborated in 
the stage just preceding. Concrete operations must precede 
formal operations in the temporal series, logically as well as 
psychologically, since the constitution of the former is 
absolutely necessary to the activation of the latter" (Flavell, 
1963, p. 20). 

Piaget's view ofcognitive processes 

Piaget's astounding contribution to psychology cannot 
be summarized in a chapter-length paper. Since the 1920s, 
his publications, alone and with his colleagues at the Geneva 
Institute, comprise about a third of the world literature on 
the development of intelligence. Briefly, the Genevan 
studies usually begin with some aspect of human perfor- 
mance which adults can execute. Materials that pose a 
problem are provided for the child's manipulation, and by 
naturalistic observation, by rearranging objects, or by 
asking questions, the child's concepts, strategies, and 
techniques for mastering the problem are ascertained. For 
Piaget, normal adults at their best are eminently rational. 
At least implicitly, they understand causal relations, the in- 
variance of properties in the presence of transformations, 
and the logic of classes. Above all, they are able to consider 
the barely possible-to turn the world upside down, as it 
were, with their words and their thoughts. To describe the 
thought of the child and the adult, Piaget has developed 
qualitative logico-algebraic models that combine certain 
properties of mathematical groups and lattices. The de- 

velopment of intelligence is seen as a march toward these 
mathematical systems of thought (see Flavell, 1963). 

The child is born with the organs and action systems - 
necessary for interaction with his environment, and is en- 
dowed with the capacity to construct his own experience 
and knowledge of himself and his universe. His concepts of 
reality grow out of his inevitable, always differentiating, 
always integrating commerce with objects, space, temporal 
relations, and his community of adults and peers. He is 
impelled to move forward in this adaptive process because 
of lack of coherence between his own various action systems 
(his operative schemata) and new environmental input. 
Throughout childhood he is constantly engaged in two 
complementary and simultaneous forms of action: as- 
similation and accommodation (Piaget, 1950). The function 
of assimilation is to integrate new data from the environ- 
ment into his current knowledge and operations. The 
function of accommodation is to alter his knowledge sys- 
tems so that they will be consistent with reality. He moves 
toward a balanced view of himself and the environment by 
assimilation and accommodation, and, in the long run, his 
cognitive life will reach a kind of equilibrium. In the short 
run, however, his equilibrium is constantly perturbed by 
the results of his actions on his environment. 

Three major stages can be distinguished in the cognitive 
development of the child, and, within each of these, 
several substages are recognized. 

STAGE 1. SENSORIMOTOR OPERATIONS The first major 
stage culminates at about 18 months, when the child may 
first construct two-word sentences. Progressive adaptation 
begins with reflexive behaviors, which gradually develop 
into organized systems of movements (schemata) of the 
body and of objects. The child learns that movements made 
in one direction can be reversed, that a goal can be reached 
from different starting points or by different routes, that 
objects that disappear can be found, and that objects have 
permanence. During the six substages of sensorimotor de- 
velopment, the child generalizes relations between similar 
objects, discriminates between different objects, and 
acquires some primitive notions ofcausality. 

STAGE 2. PREOPERATIONAL AND CONCRETE INTELLIGENCE 
Between two and four the child learns to name things, ask 
questions, and assert propositions, but he is governed by 
perception and lack of perspective. Given two identical 
balls of clay and asked to roll one of them into a long 
sausage, he asserts that there is now more clay because it is 
longer, or less clay because it is thinner. His geometry is 
non-Euclidian, in that space is not yet a stable container in 
which things occupy specific positions and have specific 
relations to one another. If he is seated facing a three- 
dimensional scene and asked to select a photograph 



representing the view of a doll facing the scene &om a 
different perspective, he attributes to the doll, regardless of 
its position, his own point ofview. 

At about seven years, the child develops elementary bw 
logical thought structures. No longer dominated by how 
things look, he begins to understand elementary principles 
of class relations, and he acquires the concepts of conserva- 
tion (invariance) of quantity, weight, and volume. 

STAGE 3. FORMAL OPERATIONAL INTELLIGENCE The 
child of 11 or 12 has the cognitive equipment-for scientific 
investigation with formal operations. He can work with 
combinations, permutations, and probability; he can test 
hypotheses and consider the barely possible. He can per- 
form operations on operations, and understand relations of 
relations. Analysis of these thought processes convinced 
Piaget that they approximate formal mathematical struc- 
tures, such as logical groups and lattices. 

Piaget's stages, cultural or biological ? 

How much of this sequence is cultural-a phenomenon of 
Western technology? How much is innate-the result of 
maturational readout? There is no simple answer to these 
questions. Although Piaget is very much aware of the 
problem, his theoretical writings do not specify in detail 
which aspects of the stage sequence he believes to be innate 
and which the results of experience. The sensorimotor 
systems operative at birth are said to be innate, but subject 
to immediate and continuous modification by experience. 
Inherited biological structures involved in sensation, per- 
ception, and motility condition what we can perceive, 
limit our actions, and influence the construction of our 
most fundamental concepts of reality; the rate of matura- 
tion of the CNS sets limits on the rate of maturation of in- 
telligence. But the infant's biological endowment consists of 
more than a set of structures that limit intellectual progress. 
It includes the species-specific style of adaptation, the 
modtrs operandi represented by the concepts of assimilation 
and accommodation. These are the invariant adaptive 
processes found at birth and in every stage of development. 
Conflict between these processes is the source of drive for 
intellectual mastery, and cognitive development consists of 
their progressive equilibration (Piaget, 1967, pp. 102-114). 

Progression through the sequence of stages also depends 
on broad-ranging transactions between the child and a 
richly varied environment. Furthermore, the stage of de- 
velopment finally achieved in adolescence is a function of 
schooling, technology, and language. Yet, Piaget believes 
that the sequential order of stages is the same across cultures, 
that a stage cannot be skipped, and that progression through 
the stages cannot be substantially accelerated by specific 
tuition (see, for example, Inhelder, 1962, pp. 19-40). The 

case for these conclusions is based on the following h d s  of 
facts : 

1. Several European and North American replication 
studies found that, although there were shifts of a year or 
two in the age of transition, the same developmental 
sequence took place (Wallach, 1963). 

2. Chinese children with no schooling (Goodnow, 1962), 
rural Mexicans (Maccoby and Modiano, 1966), and children 
of the African bush (Greenfield, 1966) apparently show the 
expected sequence at least up to the stage of concrete 
operations. 

3. Socially deprived and mentally retarded children are 
slowed, but apparently progress through the same de- 
velopmental sequence (Inhelder, 1944). 

4. Vigorous efforts to move the child from one stage to 
the next have not been successful (e.g, Wohlwill and Lowe, 
1962; Smedslund, 1960, 1961a, 1961b; Morf, 1959), and 
when the child is pushed to a new level of understanding in 
a given experiment, the effect usually does not show reliable 
generalization. 

5. Deaf preschool children with little or no language ap- 
parently progress through the early stages of cognitive 
development at about the same rate as do normal children 
(Piaget, 1967, Chapter 3). 

Efforts to accelerate Piageten cognitive processes include 
an excellent series by Smedslund (1960, 1961a, 1961b, and 
others) on conservation of weight, studies by Morf (1959) 
on class-inclusion relations, and those by Grkco (1959) on 
spatial order. None was very successful. But surely it is a 
paradox that, on the one hand, the course of development 
depends so much on environmental transactions, and, on the 
other, that it cannot be speeded up by training. Obviously, 
we do not know very much about how to potentiate in- 
telligent behavior. 

Bruner's (1964) studies suggest ways in which the de- 
velopmental process might be modified. He agrees that 
preoperational children are dominated by perception-the 
iconic stage. He shows, however, that the language and 
even the logical organization necessary for solving the 
conservation problems may be available to the perceptually 
ruled child. When the potency of perceptual cues is re- 
duced, the younger child may solve the problem by logical 
analysis. The results of experiments by Fran~oise Frank 
(Bruner, 1964,1966) support this view. 

The cross-cultural studies and training efforts cited above 
leave unanswered a number of fundamental questions. Does 
the relative invariance of the sequence of cognitive stages 
imply hereditary determination, or can it be explained by 
cross-cultural equivalence in the nature of spatiotemporal 
reality? Is there a biological clock that limits the rate at 
which experience can be converted into internalized logical 
operations, or could the process be speeded by more 
sophisticated application of principles of behavioral modi- 
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fication? What are the rules that govern the transition from 
stage to stage, and what specific behavioral criteria deter- 
mine the onset and termination of a given stage? 

Finally, recent analyses by such behavior theorists as 
Stevenson (1962) and Berlyne (1962) show that the dif- 
ferences between the developmental psychologies of Piaget 
and current American learning theory may be more ap- 
parent than real. Stevenson (1962, p. 114) pointed out that 
both are historical theories wherein behavior is progressively 
modified by experience. Both accept the empirical law of 
effect, the question being what is reinforcing and what is 
reinforced. Piaget's fundamental adaptative processes, as- 
similation and accommodation, are similar, conceptually 
and operationally, to Hull's (1943) three kinds of generaliza- 
tion between stimulus and response, i. e., stimulus generaliza- 
tion, response generalization, and stimulus-response gen- 
eralization. 

An important source of disagreement between the two 
theoretical systems concerns the action-reaction problem. 
The question is a fundamental one, because the answer to it 
determines the role attributed to the child in intelligent 
responding. It determines the kind of operating char- 
acteristics assigned to the child, the kind of model one 
holds for the child. The question of whether man is an 
active seeker of stimuli and a director of his own behaviors, 
or a responder, controlled by environmental stimuli, de- 
serves close study. 

Language 

Let us turn now to a brief examination of the development 
of language and to the relation of language to cognition. Is 
language an example of instrumental responding, entrained 
by a responsive environment, or is it a biologically deter- 
mined, emergent phenomenon, found only in man? 

Behavioristic formulations (e.g., Nissen, 1958) have 
usually assumed that language is a tool, gradually acquired 
through instrumental learning. Although admittedly com- 
plex, language, according to this view, does not introduce 
really new psychological processes. One can think of it as an 
instrumental technique that greatly increases the speed and 
efficiency of processes already present in nonverbalizing 
animals. 

The case presented here for the biological origins of 
language and its specificity in man relies heavily on the 
monumental text by Lenneberg (1967) and on his recent 
article in Science (1969), in which he defended the view that 
language has specific biological foundations, that it de- 
velops parallel with brain maturation, and that it is a 
qualitatively new phenomenon found only in man. 

Chomsky, Lenneberg, and Brown have shown that 
virtually every aspect of all known languages at all levels 
(phonology, syntax, and semantics) involves the expression 

of relations. In all languages of the world, words label sets 
of relational principles rather than specific objects. Lenne- 
berg wrote (1969, p. 640), "Knowing a word is never a 
simple association between an object and an acoustic pat- 
tern, but the successful operation of those principles, or ap- 
plication of those rules that lead to using the word 'table' 
or 'house' for objects never before encountered." Accord- 
ing to this view, communication systems found in other 
animals do not qualify as predecessors of the language of 
man. Language is not a pattern of noises or a group of 
warning signals. Lenneberg concluded that language is a 
species-specific phenomenon, derived from species-specific 
properties of man's nervous system. 

The last sentence implies that language has strong biolog- 
ical foundations, and Lenneberg asserted such a thesis. He 
stated that language has the following six characteristics: 
(I) it is a form of behavior present in all cultures of the 
world; (2) in all cultures of the world its onset is age-cor- 
related; (3) there is only one acquisition strategy-it is the 
same for all babies in the world; (4) it is based intrinsically 
on the same operating characteristics, whatever its outward 
form; (5) throughout man's recorded history these operat- 
ing characteristics have been constant; and (6) it is a form of 
behavior that may be impaired specifically by circum- 
scribed brain lesions, which leave other mental and motor 
skills relatively unaffected (1969, p. 635). Some of the sup- 
port mustered for this view is the following: 

1. The development of language proceeds through a 
series of stages, such that each stage is a necessary precursor 
for the succeeding stage. 

2. These stages correlate with measures of physical 
growth, motor skill, and brain maturation better than with 
chronological age in both normal and retarded children. 

3. Language development is relatively independent of the 
technological sophistication of a culture. 

4. It is also relatively independent of specific forms of 
tuition. Both Lenneberg and Brown found that children 
who had not acquired the spontaneous use of certain gram- 
matical rules could not be taught even to imitate sentences 
formed by such rules. If the language of a child of two 
years consists only of a small set of single words, he can be 
taught new single words but he can neither use nor imitate 
phrases or short sentences. 

5. Rather retarded children growing up even in under- 
staffed institutions may pick up an amazing degree of 
language skill. 

6. Normal children of congenitally deaf parents develop 
language at the expected time and in the usual sequence, 
even though parents make different sounds from those of 
the children, and even though during infancy the children's 
vocalizations have no significant effect upon their parents' 
behavior. 

Lenneberg wrote: "From these instances, we see that 



language capacity follows its own natural history. The child 
can avail himself of this capacity if the environment pro- 
vides a minimum of stimulation and opportunity. His en- 
gagement in language activity can'be limited by his en- 
vironmental circumstances, but the underlying capacity is 
not easily arrested" (1969, p. 637). 

Clearly, the interpretation of these data is debatable. 
They raise the same sorts of questions about the acquisition 
of language that were raised about Piaget's view of cogni- 
tive development. Does the relative invariance of the 
sequence of stages across cultures, and across levels of 
ability and levels of sensory impairment, really imply 
hereditary determinants, or can they be explained by ref- 
erence to constant environmental variables? Does the de- 
velopment of language competence in some retardates, 
whose brains are presumably abnormal, imply an innate 
basis for language or a constant perceptual environment? 
One could argue that, if the brain structure is altered, the 
course of language acquisition should be changed. Does the 
correlation between the development of language and the 
growth of physical and motor processes imply a causal con- 
nection between biological and linguistic variables? Not 
necessarily. The relation could mean that both attributes are 
equally sensitive to environmental influences. And again, 
what specific criteria determine the onset and end of a 
given stage, and what are the mechanisms by which a child 
is propelled from stage to stage? Is the progression of 
language from stage to stage simply a matter of matura- 
tional readout, or is it partly a function of experience? 

It is fascinating that Piaget and Lenneberg have each 
examined similar complex phenomena with rather similar 
methods, evaluating them against similar criteria, organiz- 
ing them into stages and hierarchical systems, but have ar- 
rived at drastically different etiological positions, with 
Piaget emphasizing transactions with the environment and 
Lenneberg stressing biological substrates as the deter- 
minants of development. Clearly, the data from cross- 
cultural comparisons, and from studies of the retarded or 
the brain-injured, have not sufficient depth or precision to 
delineate the contributions of innate and experiential 
factors to the development of either language or cognition. 
The apparent dichotomy between mechanisms for the 
acquisition of language and the acquisition of intelligence 
represented in the two theories may be a function of dif- 
ferent theoretical assumptions, rather than different inter- 
actions between innate factors and experience. 

Language and cognition 

Is the child's maturing intelligence a consequence, a cause, 
or simply a correlate ofhis maturing language skills? 

When a child of' two, who can construct two-word 
sentences, is compared with a baby of eight months, whose 

cognitive operations must be inferred from motor and 
perceptual action, it seems natural to assume that language 
has profoundly altered his intellectual apparatus by adding 
thinking to it. Thanks to language, the child can evoke past 
experiences and free his thinking and behavior from the 
compelling properties of the current perceptual field. 
Thanks to language, objects and events are experienced in a 
conceptual frame of reference, and the child understands 
something of their underlying properties and relations. In 
short, if the child's behavior prior to language is compared 
with his behavior after its onset, it is easy to assume that 
thought is the consequence of language. 

Two approaches to this problem have been either to use 
the varying features of the world's natural languages as 
independent variables, examining their effects on aspects of 
cognition, or to use the presence or absence of language as 
the independent variable and evaluate intellectual develop- 
ment as a function of the acquisition of language. 

For example, Lenneberg and Bastian found that Zuni and 
Navaho Indians, whose color vocabulary maps differently 
on the color continuum, did not differ in color discrimina- 
tion (Lenneberg, 1967, p. 348). More recently, Lenneberg's 
group has shown that the semantic structure of a given 
language can have a biasing effect on color recognition, but 
only under special experimental conditions. 

For the second type of analysis, both Lenneberg and 
Piaget have found that preschool deaf children (with very 
little language) can perform nonverbal cognitive tasks as 
well as normal-hearing children can. The extensive litera- 
ture on performance of the deaf shows very little agreement 
on this problem, but the better-designed studies, such as 
those of OlCron (1957), Furth (1961), and Rosenstein (1961), 
agree with those of Lenneberg and Piaget. 

The burden of Piaget's argument for relative indepen- 
dence of language and cognitive development rests on his 
observations of child performance prior to the acquisition 
of language. One example of a multitude of similar ob- 
servations is the following: 

Jacqueline, 19 months, watches me when I put a coin in my hand 
and then put my hand under a coverlet. I withdraw my hand 
closed; Jacqueline opens it, then searches under the coverlet until 
she finds the object (Piaget, 1967, p. 99). 

Piaget asserts that for the child to perform the sequence 
he must understand, in action, a kind of transitivity of rela- 
tions: i.e., the coin was in the hand; the hand was under the 
coverlet; therefore, the coin is under the coverlet. Such 
transitivity of actions is a functional equivalent of what, on 
the symbolic plane, will be transitivity of serial relations, 
and even class-inclusion relations. 

How about concept formation? All languages label their 
concepts by means of words. Will the presence in the 
language of a relevant word make a given concept easy to 



attain? Carroll's (1964) survey of the literature shows that, 
in most instances, concepts that can be named or easily 
formulated in a language can be attained more easily than 
those that cannot. As Lenneberg (1967, p. 356) pointed out, 
however, in the language of experience there is considerable 
congruence among the languages of the world. Phenomena 
that have perceptual and cognitive salience in the environ- 
ment of man are likely to be referenced in all languages. 

What ofthe opposite view? Is intelligence a necessary and 
sufficient condition for the development of language? 
Longitudinal studies of Mongoloid children conducted by 
Lenneberg et al. (1964) showed that their sequence of lan- 
guage phases was the same as that for normal children. As 
with normals, developmental processes of language cor- 
related better with measures of biological maturation than 
with chronological age or IQ. A certain "IQ threshold" was 
needed for the appearance of language, but, above that 
threshold, language development had little or no corre- 
lation with IQ. 

Most cognitive theorists, including Piaget and Lenneberg, 
would acknowledge-even stress-the enormous im- 
portance a shared language has for the manifestations of 
symbolic thought, but the small research literature con- 
cerned with this problem suggests that the development of 
language is neither the cause nor the consequence of the 
development of intelligence. But what about their ultimate 
degree of interdependence? Piaget makes a convincing case 
that the developmental origins of thought are in the sys- 
tematic sensorimotor transactions that characterize the 
child in the first months of life, and most theorists would 
agree that symbolic processes are possible in the absence of 
language. On the other hand, language is certainly a 
necessary condition for the propositions, the implications, 
the disjunctions that characterize formal operational 
thought, but is it a sufficient condition? As with the nature- 
nurture problem, the answer awaits more incisive questions 
and more powerful methods of analysis. 

Soviet views ofcognitive processes 

Russian scientists are vigorously engaged in the study of 
children. In fact, the Russian literature in child psychology 
accounts for about a third of the world's output (Berlyne, 
1963). The brief summary to follow relies mainly on 
Berlyne's excellent review (1963). 

The two major figures in the background of Russian 
child psychology are Pavlov (the second signal system) and 
Vygotsky (1962). Modern research apparently represents a 
coalescence of these two vastly different systems of thought. 
The second signal system, language, enables us to respond 
to words as signals of signals. The word "light" can stand 
for the conditioned stimulus, a light. But such verbal 
stimuli stand for whole classes of nonverbal stimuli that 

have common properties. Thus, words are concepts, and 
they permit high-level abstraction. There are some im- 
portant differences between the second and the first signal 
systems. First, at the verbal level, a powerbl stimulus (the 
unconditioned stimulus) is not required for reinforcement, 
association being possible by contiguity alone. Second, 
associations on which the verbal system depends can be 
formed in a single trial, continuing reinforcement being 
unnecessary. Third, verbal concepts, despite their sta- 
bility, can be altered instantly in the presence of new in- 
formation. Thus, the second signal system is remarkably 
flexible. 

Research on the second signal system examines the means 
by which behavior is brought under the control of verbal 
stimuli. Studies by Volkova, summarized by Berlyne, are 
especially interesting. In a salivary conditioning experi- 
ment, with school-age children as subjects, she used the 
word "ten" as a positive stimulus and the word "eight" as 
an inhibitory stimulus, and found that, through generaliza- 
tion, such verbal patterns as "5 + 5" or "80/8" became 
positive stimuli, whereas "4 x 2" and "4 + 4" became 
inhibitory. Another experiment showed that the words 
"correct" and "mistake" would generalize to such true or 
false sentences as "The doctor cures sick people" or "At 
night the sun shines." 

Vygotsky was also concerned with the ways in which 
speech acquires control of behavior and in the relation be- 
tween speech and thought. Speech passes through a number 
of stages before it reaches the status of "the main mechan- 
ism of conscious voluntary behavior" (Luria, 1961). At first 
it serves simply as a stimulus to action-a releasing function. 
In the young child, once the action has begun, it cannot be 
inhibited or changed by further speech signals. For ex- 
ample, Luria reported that by the end of the second year a 
child can respond to verbal stimuli, such as "put on your 
stockings." But if he is in the process of putting them on, 
verbal commands will not cause him to reverse the opera- 
tion. Words can release behavior for which the child is 
already set, but they do not serve as semantic or discrimina- 
tive stimuli. For example, if the child is ready to give the 
experimenter (E) a ball, but the E says "Give me the doll," 
the child gives E the ball. 

~e tween  four and five years, the child begins to respond 
to the semantic properties of speech. If told to press a bulb 
twice when a short signal appears and not to press for a long 
signal, he can perform correctly as long as he repeats the 
instructions aloud. Between five and six, he learns to carry 
out fairly complex discrimination tasks in accordance with 
instructions alone and without overt verbalization. The 
child's inner verbal operations become the major organizers 
of his behavior, and, having formulated verbal rules for 
behavior, he uses them to analyze and orient himself with 
respect to new incoming information. 



Vygotsky's views (1962) of man's intelligence were 
similar in many ways to those of the organicists. His de- 
velopment of language represents a sudden discontinuity 
between man and other species. Language is characterized 
by the fact that its words have meaning; they are concepts. 
Verbal concepts are not merely conditioned associations. A 
concept is a complex act of thought involving deliberate 
attention, logical memory, and abstraction. However, 
language is not identical with thought, nor does thought 
grow out of speech, nor speech out of thought. The 
evolution of language and that of thought are parallel 
processes which constantly interact with and influence each 
other. 

Vygotsky's theories have had a considerable effect on cur- 
rent Soviet psychology, particularly on the work of 
Zaporozhets and his colleagues (1965). They study implicit 
observing responses and their modulation by feedback as 
bases of behavioral mediation. In their view, Piaget's com- 
plex action systems and strategies of logical analysis are not 
sufficient. First, the child must learn to explore the en- 
vironment, to ask relevant questions, to examine the 
problem-in short, to orient. With maturation, the in- 
creasing effectiveness of problem solving is partly a func- 
tion of increasingly effective procedures for observing and 
analyzing the environment. 

The child is born with relatively welldeveloped sensory 
systems, and within the first days of life he fixates interesting 
stimuli and traces their movements. By three or four 
months, he shows preferential orienting to complex forms 
or to unfamiliar stimuli. The transition to more complex 
systems of receptor (and manual) activity occurs gradually 
during the whole preschool period. Studies of the develop- 
ment of visual orienting behavior by Zinchenko and 
Ruzskaya (summarized by Zaporozhets) illustrate this kind 
of research. Irregular forms were projected on a screen 
through which eye movements could be filmed, and 
children were to look at the screen attentively so that they 
could recognize the form among other forms later. 

In three- and four-year-olds, eye movements were in- 
frequent and fixations were long, most being centered 
within the figure, and the child made no attempt to traverse 
its length and breadth or follow its outline. With this 
primitive technique of exploration, later recognition scores 
were low. 

The eye movements of four- to five-year-olds suggested 
that they were oriented toward the length and width of the 
form. Although there were no movements that systemati- 
cally followed the periphery, there were fixations at certain 
salient points of the object. These children were more suc- 
cessful at later recognition. 

From age five, the child's eyes began tracing the outline 
of the figure, as if tracing or modeling its form. At first, the 
movements were halting and redundant, outlining only a 

portion of the display. Nevertheless, the five-year-olds 
later found the correct form with few errors. By age seven, 
the child moved his eyes in a systematic, orderly fashioil 
around the periphery of the object. Having acquired a more 
efficient method of visual examination, the seven-year-olds 
could solve more difficult problems with the forms, such as 
drawing or constructing them. 

In the Soviet view, the processes of perception are not 
developed in isolation. Instead, they develop in the course 
of the child's organized sensory and motor activity with 
objects. To build up a reliable image of the situation and of - 
appropriate actions, he must learn to use feedback from the 
environment and from his own actions. The young child 
can be taught strategies of visual and manual exploration 
that considerably advance his problem-solving skills, and, 
as he acquires images of perceptual inputs and his own 
actions, he becomes capable of planning and reasoning. 
Thus, Zaporozhets related his work on observing behavior 
to the second signal system and thought. 

It was suggested earlier that Soviet thinking about 
cognitive development is intermediate between American 
S-R theory on one side and organismic theories on the 
other. Consider, for example, the role assigned to the child 
in cognitive operations. Like the Kendlers, the Soviets find 
striking differences between younger and older children in 
their acquisition of complex discriminations. The child of 
three requires many trials to build up a discrimination, 
reversal training takes considerable time, and conditioning, 
once achieved, is unstable. The young child is essentially a 
reactive organism whose behavior is brought under the 
control of a responsive environment by the application of 
established principles of classical and instrumental con- 
ditioning. By age five or six, however, when the child has 
acquired the second signal system, he can instruct himself, 
carry out his own intentions, and verbalize what he intends 
to do and what he is doing. Thus he shifts from reflexive 
to self-directed behavioral programs, from reaction to 
action. 

Like the organicists, the Soviets assert that some forms of 
human behavior-language, for example-and complex 
thought are qualitatively different from any behavior found 
in other species. Human actions can be voluntary and 
conscious, and investigation of the properties of conscious 
behavior is a legitimate scientific enterprise. This analysis 
begins with the identification of mediating processes. As in 
S-R theory, implicit verbal responses are considered im- 
portant mediators, and, as in Piaget's system, internalized 
strategies for intelligent action can be acquired, but, as 
pointed out earlier, recent Soviet research has focused on 
observing behavior, i.e., the orienting response. "For 
Zaporozhets, the objective equivalent of a conscious at- 
tentive process . . . is the occurrence of an orientation 
reaction" (Berlyne, 1963, p. 178). Thus, while S-R theorists 



have generally been concerned with laws of response 
acquisition and control, and Piaget with the organization of 
cognitive processes (executive functions), the Soviets have 
concentrated on ways of exploring the stimulus and de- 
veloping a plan of action for solving the problem. It seems 
likely that future theories of cognitive development will 
encompass all three of these points of view. 

Some implicationsfor education 

What implications do the studies of the Genevans, the 
Soviets, the linguists, and the learning theorists have for the 
educational process? The current views of some pedagogical 
theorists, many educators, and most middle-class parents 
seem remarkably optimistic. The radical environmentalist 
position that has been represented in the enormous Federal 
programs in education and mental health assumes that the 
slow learner and the retarded child got that way because 
they were deprived of optimal experiences and environ- 
ments for learning. In this view, it would seem that in- 
telligence consists of a system of technologies, problem- 
solving strategies, and procedures of analysis that can be 
taught by a responsive and rationally programed environ- 
ment. The task of the pedagogical sciences is to discover 
optimal environments and programing technologies, and 
the task of teachers and parents is to apply these optimal 
systems to the entrainment of intelligent behavior. Listen to 
Bruner : 

I shall take the view in what follows that the development of 
human intellectual functioning from infancy to such perfection as 
it may reach is shaped by a series of technological advances in the 
use of the mind. Growth depends upon the mastery of techniques 
and cannot be understood without reference to such mastery. 
These techniques are not, in the main, inventions of the individuals 
who are "growing up," they are, rather, skills transmitted with 
varying efficiency and success by the culture-language being a 
prime example (Bruner, 1964, p. 1). 

Soviet behavioral scientists, although investigating some- 
what different aspects of cognition than is Bruner, would 
find his philosophical position quite consistent with their 
own. For them, also, the problem is to understand (and 
train the child to) the strategies and tactics of intelligent 
behavior. The Soviet system of cognitive research is 
unique in the world, in that there is such highly systematic 
collaboration between the laboratory scientists and practical 
educators that reliable findings from the laboratory are 
briskly tested in the classroom, and the results of applied in- 
vestigations are fed back briskly to the laboratory. There- 
fore, the laboratory scientist, although working from a 
strong theoretical base, tends to be problem-oriented, and 
the problems he studies have high social relevance. 

The following study by Zankov (1962) is an example of 

classroom research in which some of the findings of the 
Zaporozhets group were apparently replicated. 

The inquiry concerned optimal means of combining oral 
and visual teaching in a botany lesson for a fifih-year class. 
The class was studying the cell structure of leaves. Question- 
naires were administered before and after the lesson to 
evaluate the progress of pupils taught by two methods. 

In method I, the teacher orally guided the pupil in the 
observations he made as he examined the structural prop- 
erties of the leaf. The teacher asked questions to which the 
pupils replied. He said, for example, "Take a good look at 
the epidermis of the leaf; how are the cells arranged?" 
"Look at the pulp cells; are they as closely attached to one 
another as the cells of the epidermis?" and so on. The 
lesson was not limited merely to teaching pupils about the 
various leaf tissues. They also learned that light traverses the 
transparent epidermis of the leaf and reaches the pulp cells, 
and other aspects and relations. 

Method 11 was a traditional laboratory-lecture procedure. 
The teacher described certain aspects of the leaf, its per- 
ceptible properties and relations, while the children 
examined their specimens. He might say, "The epidermis 
of the leaf is composed of closely adhering cells. The pulp 
cells are arranged in several layers, which are spaced out and 
separated from one another by intercellular spaces." 

As the reader has already guessed, method I was the 
more successful. The postinstruction questionnaire showed 
that, with method I, the pupils had learned a good deal 
more about leaves than had the lecture group. Other sub- 
jects, such as geography and history, were also learned 
better under method I. One hopes that the obvious dif- 
ferences in level of language, and the apparent differences in 
the pacing of teaching, between the two methods were 
introduced by Zankov's translator and were not features of 
the studies. 

Most good teachers would agree that a dialogue between 
teacher and pupil is more effective than a lecture and that it 
is useful to teach the pupil optimal tactics for examining a 
problem. Given reasonable motivation to learn, a reversal 
of the Zankov results would be startling. 

But a question of deepest significance for both Soviet and - 
American society is whether an enriched environment and 
improved educational technology can accelerate the growth 
of intelligence. Obviously, neither Piaget nor Lenneberg 
would expect any strategy of teaching to have much of a 
potentiating effect on the growth of intelligence or the 
acquisition of language. That is, the child must progress 
through each developmental stage before he can achieve its 
successor. If he has only two-word sentences he cannot be 
taught to program longer sentences until he is ready. 1f he is 
preoperational, he cannot be taught class-inclusion relations. 
His brain is not ready. 

As mentioned earlier, several psychologists have used 



recitation, reinforcement, and feedback procedures in an 
effort to accelerate the growth of understanding. Some have 
reported modest success, but the better-designed studies 
usually have not. Flavell stated the problem well. 

Alm6st all the training methods reported impress one as sound and 
reasonable and well-suited to the educative iob at hand. And vet 
most of them have had very little success in producing cognitive 
changes. It is not easy to convey the sense of disbelief that creeps 
over one in reading these experiments. It can be hard enough to 
believe that children systematically elect nonconservation in the 
first place; it is more difficult still to believe that trial after trial of 
carefully ~lanned training is incapable of budging them from this 
aberrant vosition. Further, there is more than a suspicion from 
present evidence that when one does succeed in inducing some 
behavioral change through this or that training procedure, it may 
not cut very deep (Flavell, 1963, p. 377). 

The preoperational cognitive structures apparently resist 
short-term training procedures, which seems to imply that 
there is considerable developmental reality about these 
structures. As FlaveU pointed out, the relative fiilure of 
training procedures derived from American learning theory 
confers a kind of validity on Piaget's assertions. 

Does Piaget mean that there is nothing to do but sit by 
and wait for intelligence to unfold? Certainly not. O n  
scientific grounds, not just out of ethical considerations, he 
would not approve of deprived, impoverished environ- 
ments. The child is born to learn, but stable knowledge of 
one's self and one's universe can develop only through 
frequent, widely varied, and meaningful transactions with 
the objects, spaces, perspectives, and relations of the en- 
vironment. For a child who is permitted no commerce with 
the environment, growth beyond the earliest phases of the 
sensorimotor stage is impossible. 

Since his first publications in the 1920s, Piaget has stressed 
the importance of peer transactions for intellectual growth. 
W e  become socialized, give up animistic notions, develop 
perspectives, and rationalize causality through the perturba- 
tions which occur in interaction with our peers. The pre- 
operational child does not learn especially well from most 
adults, because adults usually cannot empathize with his 
cognitive situation. He learns best by comparing his ideas. 
his convictions, his morality, and his perspectives with 
those of others whose stage of development is close to his 
own. 

In summary, the aspects of cognitive behavior with which 
Piaget and Lenneberg are concerned will probably not be 
accelerated by total-push education programs based on 
radical environmental models. There is something deeply 
developmental, even biological, about these maturing 
processes. Furthermore, education alone can never make a 
scientist of a child whose retardation has a biological basis. 
O n  the other hand, the development of biologically normal 

children can be slowed, even stopped, in sufficiently im- 
poverished environments. 

Perhaps it is worth saying that school performance and 
cognitive development are two entirely different matters. 
The poor learner may indeed be retarded, but, as Zigler and 
his colleagues' excellent studies (e.g., Zigler, 1963; Butter- 
field and Zigler, 1965; Gruen and Zigler, 1968; Zigler et 
al., 1968; Zigler and Butterfield, 1968) have shown, poor 
performance, even among the biologically retarded, is very 
often a form of underachievement. Poor performance may 
result from lack of motivation, lack of experience, lack of 
training, a history of failure, fear of adults, different goals, 
anxiety, physical illness, or hunger. Thus, therapeutic ap- 
proaches based on environmentalist persuasions do have 
potential value in the management of school performance, 
but the reasons for poor performance are manifold, and they 
differ from child to child. Piaget would agree with those 
who argue that, for each child, the multiple blocks to 
optimal performance must be diagnosed and removed. 
Then, within his intellectual limits, the child can be ex- 
pected to undertake with vigor the business of learning 
about his world. 
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19 The Ontogeny of Behavior 

J U A N  D. D E L I U S  

ETHOLOGY ORIGINATED with Konrad Lorenz's work in the 
1930s, but did not have widespread impact until the early 
1950s, and then mainly through the writings of N. Tin- 
bergen, a student and collaborator of Lorenz's. In Tin- 
bergen's The Study oflnstinct (1951), ethology was revealed 
as a new, widely ranging theory of behavior, the corner- 
stone of which was the assertion, forcefully supported with 
evidence, that much of an animal's behavior is instinctive, 
innate, inherited. That proposition was in marked opposi- 
tion to the then-prevalent view among American animal 
psychologists that most, if not all, adaptive behavior was 
acquired through conditioning. This difference led to a 
renewal of  the hoary controversy of nature versus nurture. 
Much of that controversy seems to have been based on 
semantic misunderstandings (Lehrman, 1970) ; therefore a 
review is unnecessary. It must be emphasized, however, that 
the original ethological standpoint on the issue has under- 
gone considerable modification and differentiation since 
The Study ofInstinct was published, as have most other early 
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theoretical views of ethology (Hinde, 1966; Marler and 
Hamilton, 1966). Nonspecialists often seem unaware of this 
change, but it is discernible even in the writings of the more 
conservative ethologists (Lorenz, 1965; Eibl-Eibesfeldt, 
1967). There now seems to be a smooth cline of opinions, 
ranging from the original, extreme, nativistic ethological 
theory to the most radical behaviorism (Skinner, 1966). The 
present paper reflects an intermediate position, which can 
also be characterized, I believe, as highly pragmatic. 

It is probably correct to say that ethology is no  longer a 
theory of behavior so much as an attitude toward the study 
of behavior. It may be characterized as firmly biological, 
wherein ecology, evolution, genetics, ontogeny, and phys- 
iology are applied to the analysis of every class of behavior 
in all animal species, including man. In pursuing this broad 
approach, ethologists are not reserved about making use of 
whatever methods, facts, and theories they find useful, 
whether or not their origin is ethological. In their view, 
three fundamental questions can be asked about behavior; 
they concern its phylogeny, ontogeny, and physiology, and 
although the answers are often interrelated, ethologists have 
found them heuristically useful and are most insistent that 
the answers to all these questions are of equal importance for 
a true understanding of behavior. It is, perhaps, their insis- 
tence on this that most clearly sets them apart from other 
schools of behavioral studies. 



Behavior genetics 

The concept of instinct, as originally proposed by ethol- 
ogists, was complex. Instinctive behavior was considered to 
be innate, stereotyped, and species-specific, and a hypo- 
thetical, quasi-physiological mechanism was postulated as 
responsible for its occurrence. We now know that these 
attributes are independent of one another (Moltz, 1965). 
Only the first characteristic concerns us here. Innate has 
generally been equated with "inherited," although there is, 
perhaps, a case for distinguishing between them in the sense 
of their every-day meaning. Essentially, however, the 
question is whether the genetic material is capable of deter- 
mining at least some patterns of behavior. Evidence that it 
is indeed so has accumulated rapidly over the last 10 to 15 
years through studies on the genetics of behavioral traits 
(Fuller and Thompson, 1960 ; Hirsch, 1967). All sufficiently 
investigated traits have proved to be under some measure of 
genetic control. These studies have also highlighted the 
complexity of the gene-environment interactions that 
determine behavioral characters, to the extent that the 
inherited-learned dichotomy now appears irrelevant, as 
illustrated by the demonstration of Tryon and his followers 
that even learning performances of mice are affected by 
genetic factors. 

From a population of laboratory mice, he chose good and 
poor maze learners and bred them separately, selecting 
from each successive generation the best and worst learners, 
respectively. After some eight generations of selection, the 
distribution of maze-performance scores of the two strains 
did not overlap, even when they were bred without 
further selection, i.e., when they bred true. Hybrids were 
intermediate (Tryon, 1942). Maze-learning scores, how- 
ever, reflect a complex interaction of many behavioral 
parameters, such as locomotor activity, sensory capabilities, 
and so on, besides learning, sensu stricto, however that might 
be defined. Genetic factors may affect any of these. Detailed 
studies on the Tryon strains have shown that their bright- 
ness and dullness are the result of a number of such inter- 
dependent characteristics, some of which can even be 
demonstrated in nonlearning situations. It would be 
extremely difficult to make a statement of precisely what 
behavior is inherited. 

Attempts at a genetic analysis have led to the conclusion 
that many gene loci are involved in controlling the maze- 
learning abilities of these strains of mice. Little, therefore, 
can be learned about the mode of action of the genes that 
give rise to these behavior syndromes (Fuller and Thomp- 
son, 1960). 

More promising in this respect are studies on the learning 
capabilities of various, highly inbred, strains of mice that 
originally were bred for purposes other than learning 
experiments (Bovet et al., 1969). Using an active-avoidance 

paradigm in a shuttlebox, Bovet and his colleagues obtained 
learning curves for individuals of a normal, unselected 
breed of mice and of various inbred strains. Whereas the 
curves of the former scatter widely, those of the latter show 
little interindividual variance, but from strain to strain there 
are marked differences, some consistently giving rise to 
slow learners, others to fast ones, and so on. Clearly, the 
genetic homogeneity of the inbred strains and the genetic 
differences among them are responsible for the reduced 
variance and the differences in learning performance. Again, 
these differences may also result from the effect on per- 
formance by the genes through behavioral characteristics 
other than the learning process proper-for example, 
through different sensitivities to shock, differences in loco- 
motion, and the like. This possibility is partially weakened 
by the finding that the learning performance of the various 
strains in the shuttlebox correlates highly with the perform- 
ances in a maze-learning task. 

A more detailed analysis of the learning differences 
among some of the strains is of interest. This involves a 
comparison of their performances in sessions of massed 
learning trials alternating with extended intersession inter- 
vals. The performance improvements within the sessions 
were comparable for both a poor and a good learning 
strain, but during the intervals the former showed drastic 
decrements and the latter showed continuing performance 
increments. This suggests, and other similar experiments 
support it, that the poor learners are deficient in memory 
consolidation although they are normal in terms of short- 
term memory. If a postsession convulsive shock was ad- 
ministered to the better-learning mice to prevent consolida- 
tion of short-term memory traces, the animals could be 
brought to show performances similar to those of the mice 
that were poor learners. 

These studies suggest that the genetics of learning may 
be a powerful tool for investigating the neurophysiology 
and biochemistry of learning, particularly if it proves 
possible to develop strains that differ only in terms o i  genes 
that control specific components of the learning process. 

Beyond doubt, virtually all behavioral characteristics are 
under some degree of genetic control, but we know little 
about the underlying causal processes, which is, perhaps, not 
surprising in view of the as-yet poorly understood mode of 
gene action in neurogenesis (Edds, concluding remarks, 
this volume). Studies on phenylketonuria go farthest in 
analyzing the biochemical pathways in the genetic deter- 
mination of a behavioral trait. Patients with this abnormality 
have an extremely low intelligence, are tantrum-prone, 
and have an abnormally high urinary excretion of phenyl- 
pyruvic acid. Genetic analysis of family trees of phenyl- 
ketonurics, recently facilitated by the possibility of recog- 
nizing heterozygotes, makes it virtually certain that phenyl- 
ketonuria is caused by the homozygous presence of a single 



autosomal recessive gene. It is well established that the gene 
acts by causing a deficiency of phenylalanine hydroxylase, 
thereby blocking the conversion of phenylalanine into 
tyrosine, which in turn leads to the utilization of an alterna- 
tive metabolic pathway, resulting in the excretion of 
phenylpyruvic acid. The behavioral effects, however, are 
said to be caused by the high level of phenylalanine, which 
interferes with the hydroxylation of tryptophan, thus 
causing the accumulation of abnormal levels of hydroxy- 
tryptophan. The further causal sequence is obscure (Hsia, 
1967, 1969; Sourkes, 1962). At any rate, beyond some 
tendency for microcephaly, no consistent morphological 
correlates of ~hen~lketonuria have as yet been found. 

It is interesting to note that a diet lacking phenylalanine 
given to phenylketonurics from birth prevents the be- 
havior defects. This indicates the risk of characterizing 
phenylketonuria as a purely inherited trait, for under 
certain environmental conditions it can fail to develop in 
spite of the corresponding gene constitution. Further, it has 
been suggested that the diet can be discontinued, once the 
neural development phase has terminated, without ad- 
versely affecting the patient's behavior. If so, it would be 
an example of the general principle that environmental 
conditions tend to have profound and irreversible be- 
havioral consequences early in development, although they 
may have no, or only transitory, effects on the adult. This 
principle is further illustrated by the finding that genetical- 
ly n~nphen~lketonurics born of phenylketonuric mothers 
are of subnormal intelligence, because in utero they develop 
under high levels of phenylalanine, even though they have 
normal levels postpartum. 

The studies on the determination of sexual behavior, 
which Goy describes in this volume, are a further and strik- 
ing example of the complex pathways of gene action on 
behavior and their interaction with environmental factors. 

Early environment 

The action of environmental factors on behavioral develop- 
ment is often coilsidered to be of two types: organic and 
behavioral (Anastasi, 1958). To  the extent that genes 
depend on a physicochemical environment to be able to 
express themselves in neural structure and neurobiochemical 
dynamics, and that variations of that environment may 
modify their expression, we can talk of organic factors. T o  
the extent that an individual's own behavior and that of the 
surrounding population are instrumental in modifying that 
individual's behavior on a long-term basis, we can speak of 
behavioral factors. In the final analysis, all behavioral factors 
must have organic consequences in the above sense; so, 
although convenient, this classification (as with many others 
in biology) cannot be applied too rigorously. In most in- 
stances, environmental influences on behavioral develop- 

ment are, in any case, composite and just too complex to be 
encompassed by two adjectives, as some of the following 
examples illustrate. 

Anoxia, toxins, and drugs affecting a pregnant mother are 
all acknowledged risks for the normal behavioral develop- 
ment of the embryo, even when they do not disrupt or only 
temporarily disrupt the mother's behavior. Differences in 
the intra-uterine position of members of monozygotic 
twins often lead to considerable intertwin differences in 
behavioral characteristics, notably in their intelligence, al- 
though they are genetically identical (Vandenberg, 1965). 
The reflexes of newborn babies are also modified by their 
previous uterine position. Babies born in the normal 
presentation, for example, have both a mild leg-extension 
reflex when a surface is placed gently against the sole of the 
foot and a mild leg-withdrawal reflex to a plantar pinprick. 
In babies in a breech delivery, the extension reflex is virtual- 
ly absent, but the withdrawal reflex is strongly enhanced. 
Phenomena related to habituation and facilitation are prob- 
ably at play (Prechtl and Knol, 1958). 

Even more subtle differences in uterine environment can 
have permanent behavioral consequences. It has been 
demonstrated that rats subjected to stress early in life will 
give birth to young which, when adults, score high in a test 
devised to measure emotionality, even if their foster mothers 
were normal, in contrast to young born to, and fostered by, 
normal females. Probably the effect is due to hormonal 
differences between the two types of mothers. In the same 
experiment, it was shown that the postnatal environment 
provided by stressed foster mothers, as compared with 
normal foster mothers, does raise the emotionality of young 
born to normal mothers (Denenberg and Whimbey, 1963). 
Similar differences in adult emotionality can be brought 
about by the handling or not handling of baby rats, so it 
seems likely that differences in the behavior of stressed and 
nonstressed mothers are responsible, although one cannot 
exclude the possibility that hormonal factors are transmitted 
via the milk. At any rate, the handling experiments show 
that behavioral factors can, in some instances, have effects 
similar to organic factors (Joffe, 1969). Incidentally, han- 
dling of juveniles has been shown to have diverse effects in 
different genetic strains of mice. In some strains it leads to 
increased emotionality; in others handling decreases it. This 
warns against any generalization-across species, say- 
about the effect of environmental factors (Ressler, 1966; 
King and Eleftheriou, 1959). 

An important type of influence of early environment on 
behavioral ontogeny is imprinting, the celebrated contribu- 
tion of ethologists to the gamut of learning phenomena. A 
number of avian species and, in a less drastic way, some 
mammals become durably attached socially to whatever 
object they are exposed to within a limited period soon 
after birth. The attachment occurs rapidly and in the ab- 



sence of obvious reinforcement. Outside the critical period, 
such attachment cannot easily be obtained. Once established, 
social preferences are difficult, if not impossible, to reverse. 
They last through the parental phase and influence the 
choice of sexual partners in later life, although here experi- 
ence during adolescence may have modifying effects, at 
least in some species. Imprinting research is in a state of 
explosive development, and only some of the recent find- 
ings can be sketched here. 

Some experiments indicate that the end of the critical 
period within which imprinting is possible may be due to a 
saturation-like phenomenon. A storage space set aside for 
the memorization of the attachment object is filled, during 
the imprinting period, with information about a suitable 
imprinting object or, if such an object is withheld, with 
information about incidental stimuli, such as the walls of 
the home cages. After that, the store is refractory to further 
information (Bateson, 1966). 

It is also clear that imprinting does not surprise the newly 
born animal as a tabula rasa. It has been demonstrated 
(Gottlieb, 1966) that ducklings have strong preferences for 
the parental call of their species, which does not depend on 
prehatching experience with the call. Although it might 
be inviting to label this preference as innate, the vocaliza- 
tions uttered by the embryos themselves during the few 
last days before hatching enhance the preference markedly. 
This cannot be labeled learning, because the preference 
enhanced is not toward the call they had experienced, but 
toward one they have never heard. 

Similarly, a brief first exposure to an imprinting stimulus 
does not necessarily bind domestic chicks to it; in sub- 
sequent exposures they can express visual preferences for 
other stimuli with which they have had no previous 
experience, even though these preferences cannot be 
demonstrated before the first exposure. It is as if the first 
experience is necessary to awaken these latent preferences 
(Kilham et al., 1968). Can one call this preference innate if, 
in fact, it requires experience before it can become operant? 
Or can it be called learned if it refers to stimuli the animals 
have not experienced? 

In dimorphic species of ducks, i.e., species in which the 
plumage of males and females is different, sexual imprint- 
ability is also different. Sexual choices of adult males are 
strongly affected by imprinting experiences in early life; 
those of females are far less so (Schutz, 1965). This suggests 
that perinatal sexual hormone levels gate the imprinting 
mechanism differentially. Whatever the mechanism, it 
would be clearly unadaptive if females became sexually 
imprinted on their (female) mothers. If females have acces- 
sible information, necessarily genetically coded, about the 
appearance of the males of their species without imprinting, 
why do the males not have similar information about the 
females? The answer, evolutionarily speaking, may lie in 

the fact that males are distinctively colored, whereas the 
females (at least of several duck species) are inconspicuous 
and resemble one another. Much more subtle discrimina- 
tions are necessary to distinguish them. Correspondingly, 
the mechanisms mediating these discriminations must be 
more complex; perhaps their specification through genetic 
information requires an inordinate amount of genetic space 
that cannot be afforded. 

That early social experience has long-lasting effects on 
later social behavior, in ways other than those brought 
about through imprinting, has been impressively demon- 
strated in studies of the behavioral development of rhesus 
monkeys. Females raised in isolation with artificial 
"mothers" later become poor mothers themselves, as com- 
pared with females raised normally. They tend not to 
suckle or hug their young, but rather to react aggressively 
toward them. Other spheres of social behavior, notably 
sexual, are similarly disturbed by a lack of early social 
experience. Experience with peers, but not necessarily 
with parental animals, seems sufficient for a normal be- 
havioral development (Harlow and Harlow, 1965; Mason, 
1965). 

A normal social environment also provides opportunities 
for the transmission of what is analogous to cultural tradi- 
tions. Until the occasion on which a young female monkey 
learned by trial and error to wash sweet potatoes before 
eating them, all members of the semi-wild, isolated colony 
of Japanese macaques to which she belonged always ate 
them covered with sand. The washing habit spread rapidly 
to most of the colony members. Observations indicated 
that the other juvenile monkeys learned through observa- 
tion and subsequent imitation. Other populations of the 
same monkeys never acquired this potato-washing culture 
(Kawai, 1965). Incidentally, at one time it was thought that 
observational learning did not take place in animals; it has 
now been shown to occur fairly regularly in several species 
under controlled laboratory conditions (John et al., 1968). 
Song learning in passerine birds, as discussed below, is an 
example, and local song traditions or "dialects" are well- 
documented phenomena. 

The previous examples illustrate the variety of processes 
and phenomena involved in the ontogeny of behavior, but 
the development of song in birds provides the best evidence 
that essentially identical behavioral performances can arise 
through quite different ontogenetic processes in different 
species (Konishi and Nottebohm, 1969; Nottebohm, 1970). 

Individuals of some nonpasserine species-chickens and 
doves, for examplecan develop their species-typical vocal- 
izations without ever having heard them. Furthermore, 
they develop normal adult calls even if they have been 
deafened shortly after hatching, that is, before they them- 
selves have uttered any of the adult calls in question. In 
these species, then, genetic information specifies directly 



the development of motor mechanisms responsible for the 
generation of species-specific vocalizations. 

In some passerine species, including chaffinches and white- 
crowned sparrows, normal song will develop only if the 
young have had the opportunity to hear their species song. 
Relatively few exposures to it are sufficient. Note that, while 
this information is being stored, the young birds are not yet 
capable of uttering the relevant vocalizations; only when 
fully grown will they give evidence of having learned. If 
these birds are deafened after exposure to the parental song, 
but before they have reached the age at which they them- 
selves sing, their song develops in a highly abnorKal way. 
If, however, deafening is performed after they have gone 
through the song-development phase and are singing the 
species-specific song, it has no effect whatsoever on the song. 
In brief, these birds, guided by auditory feedback, appear 
to learn to match an auditory template they have acquired 
early in life by hearing their parents. Once the acquired 
auditory template is transferred to a motor mechanism 
through the self-learning process, the latter is independent 
of auditory feedback. 

A third, intermediate type of song development appears 
to occur in other passerines-the song sparrow, for example. 
Although the young never need to hear other members of 
their species, they must be able to hear themselves to attain 
a normal, species-specific song. This suggests that, although 
genetic information is capable of specifying the develop- 
ment of an auditory song expectation or template, the 
motor mechanism for the correct song can be arrived at only 
through a trial-and-error, self-learning process that requires 
auditory feedback. 

There is suggestive evidence that the young, of those 
birds that must learn their song from adults, selectively and 
without any pre-training pick up the songs of their own 
species from a range of other songs they may hear. This 
indicates that they must have available genetic information 
leading to the development of mechanisms that insure a 
selective storage of the correct song. In a way, then, these 
birds are genetically programed as to what they will learn 
(Thorpe, 1961). 

Bird vocalizations can be obtained by electrical stimula- 
tion of widely distributed telencephalic and hypothalamic 
sites, and also from or near auditory nuclei of the mesen- 
cephalon and the thalamus (Brown, 1969; Delius, 1970). 
Does this proximity of sensory and motor systems reflect 
the necessity of transferring a sensory template to a motor 
mechanism during development? The possibility that the 
co-extension is related to an auditory monitoring of motor 
output seems unlikely, because, once it has been established, 
species-specific song is accurately maintained for indefinite 
periods by deafened birds. It might be interesting to examine 
these auditory structures for changes in detailed histology, 

unit physiology, and biochemistry, concurrent with the 
template acquisitions and transfers discussed above. 

When I say that genetic information is capable of 
specifying a motor mechanism or a sensory template-or, 
rather, the neural network that represents them-I do not 
mean to imply that they do not themselves have a develop- 
mental history. Clearly they must, and further study of their 
ontogeny might well bring out unexpected interactions 
between genes and environment, possibly to the extent that, 
under certain environmental conditions, the genes are 
actually incapable of specifying the relevant mechanisms 
and learning processes may be required for implementing 
them. 

Even under conditions in which genes do specify the 
development of such template mechanisms, learning is not 
necessarily excluded. One can imagine that, as a logical 
extension of the song self-learning just mentioned, a neural 
network could come to match a performance required by 
another through a trial-and-error process that reinforces 
successful matchings. In terms of conventional learning 
theory, such intraneural learning requires only postulating 
that reinforcement can take place as a consequence of neural 
activity patterns in the absence of overt behavior-a con- 
ception that seems reasonably realistic when one considers 
the development of human thinking (Williams, this vol- 
ume). 

Is it possible to assess the contribution of inheritance and 
environment on a single scale in spite of the variety of inter- 
actions that operate in behavior development? This ques- 
tion is like asking to what extent salt is the result of either the 
sodium or the chloride that constitutes it. Lorenz has 
attempted a solution by focusing on the adaptiveness of 
behavior, rather than on behavior itself, and on the sources 
of information that determine it, rather than on the molec- 
ular processes of behavioral ontogeny (Lorenz, 1965). 

An individual's behavior must be precisely adjusted to 
deal with environmental conditions if it is to survive and 
reproduce. Only two sources of information are accessible 
to the individual to enable him to match his behavior in this 
way; one is that which he inherits with his genetic makeup; 
the other is that which he acquires through learning and 
related processes in the course of life. If we deny the animal 
access to the latter source by isolating him from aspects of 
the environment relevant to the development of a specific 
adaptive behavior-the so-called Casper Hauser experi- 
ment-and his behavior continues to be adapted to the 
normal environment, we can conclude that the relevant 
information must have come through his genes. There, in 
the genetic material, the information has, ofcourse, accumu- 
lated during phylogeny through the evolutionary process. 
Incidentally, it has been pointed out that evolution closely 
parallels trial-and-error learning at the species level, muta- 



tions representing trials, and survival and reproduction 
being analogous to reinforcements (Pringle, 1951). 

An example clarifies this argument. Newly hatched, 
inexperienced chicks prefer to peck at three-dimensional 
objects rather than at two-dimensional figures. The main 
cue they use to make this important discrimination is 
shadowing. In the chick's normal environment, objects are 
shadowed below because the sun shines from above. If one 
presents naive chicks with photographs of a three-dimen- 
sional object, they prefer one with a shadow beneath it 
rather than one that has been inverted 180 degrees so that 
the shadow falls above the object. Chicks raised in an 
environment in which the light comes from below, rather 
than from above, persist in showing the same preference. It 
follows that they have inherited information which indi- 
cates that shadowing below rather than above is a cue for 
three-dimensionality, because, even when given environ- 
mental information to the contrary, they continue to 
operate on the normally adaptive hypothesis (Dawkins, 
1968). This does not imply that the development of the 
chick's pecking behavior is independent of environmental 
factors; for example, chicks reared in the dark tend to 
refuse to peck and show signs of disturbed visual perception 
(Kovach, 1969). Only a specific adaptiveness-an abstract 
property of the behavior-is inherited, not the behavior it- 
self. 

In many cases, the adaptivity of behavior is due to in- 
formation from both sources, and in view of the as-yet- 
unavoidably conversational, rather than strictly theoretical, 
use of the term information, it is difficult to assess quantita- 
tively the contributions of each source. Similarly, the con- 
cept of adaptiveness, although biologically well founded, 
can be elusive in specific instances. I do not want to belabor 
these operational difficulties, but it seems that Lorenz's ideas, 
although suggesting a theoretical solution, are not yet help- 
ful to a reductionist approach. 

Learning 

Once the growth phase of an organism has ended, the 
morphological and physiological characteristics of most 
organs remain reasonably stable. Not so in the case of the 
nervous systems of many species. There, even though con- 
ventional anatomical and physiological techniques fail to 
show obvious evidence of it, behavioral performance force- 
fully documents a continued and striking state of plasticity 
throughout the individual's life span. The main expression 
of this protracted plasticity is the capacity for learning, of 
storing information about the environment, so that sub- 
sequent behavioral responses to the same environment are 
enduringly altered. 

Learning can be viewed as the building up of a noniso- 

morphic model of the spatiotemporal contingencies of 
environmental events-more precisely, of the events about 
which the central nervous system receives neural informa- 
tion. This includes events produced by the animal itself, 
that is, its behavioral actions signaled either by the sensory 
re-afferents or by the efferent commands that initiate them. 
These latter signals, generated by the nervous system itself, 
make the model an active, responding, operational one, 
rather than just a passive, descriptive one. 

The adaptive function of this model enables individuals 
to predict events and generate actions vital for successful - 
survival and reproduction on the occurrence of neural 
events. A bird's chance of surviving is geatly enhanced if it 
is capable of inferring a striking predator and fleeing on 
sighting a strolling cat. Events critical for survival and 
reproduction are those that have either positive or negative 
reinforcing properties (Glickman and Schiff, 1967; Valen- 
stein, this volume). The functional significance and, hence, 
rewarding quality of such events will often be conditional 
on the context within which they occur-that is, depend on 
the motivational state of the animal. For example, food 
ingestion is neither adaptive nor rewarding to a satiated 
animal. 

The categorization of events as being aids to survival or 
reproduction may have taken place either during phy- 
logeny, in which case they are innately primarily rewarding, 
or during ontogeny, through consistent contingency with 
primary reinforcers. Such dichotomous classification may, 
in many cases, be misleading because both processes con- 
tribute through complex interactions. 

In recent years, a wider range of events than has pre- 
viously been acknowledged has been shown to have rein- 
forcing properties. For example, chaffinches will learn to 
seek a particular perch if it activates the replay of a tape- 
recorded chaffinch song, but not if it produces a burst of 
white noise (Stevenson, 1967). Fighting fish will swim 
through a loop more often if it leads to seeing another 
fighting fish (Thompson, 1963). Both events are critical, 
because they herald sexual competitors that must be sought 
out and warded off if reproduction is to be successful. 

This is not to say that learning can be expected to occur 
only in conjunction with reinforcement. There is no doubt 
that mice bearing a genotype that makes them capable of 
remembering the whereabouts of food they found when 
they were sated, or a burrow they discovered when they 
were exploring, will be at an advantage, evolutionarily 
speaking, when they are hungry or are chased by a cat. Such 
latent learning can be demonstrated in rats which learn to 
run a maze for food faster if they explored it previously 
without reward than if they had not (Kimble, 1961). 

Why is it (disregarding hairsplitting arguments) that the 
ontogeny of some behaviors is controlled predominantly by 



genetic information, while other behaviors are shaped 
mainly by learning? This diversity must have arisen during 
phylogeny. Behavior may be innate because there is a sur- 
vival premium on having a response available without a 
preceding, time-consuming conditioning process. This is 
exemplified by such predator-avoidance behavior of young 
animals as the camouflage-enhancing, frozen crouch ofjust- 
hatched herring-gull chicks when they hear the parental, 
predator-released, alarm call (Goethe, 1955). Acquisition 
of this response through learning would clearly be in- 
efficient, because chicks need be discovered only once by 
predators to be beyond any chance of further learning. 
Behavior patterns dealing with environmental situations 
that have remained stable throughout the phylogeny of a 
species are likely candidates for enhanced genetic control. 
The innate breathing behavior of most animals is an ex- 
ample (Spurway and Haldane, 1941). Responses that cope 
with situations too variable to permit evolutionary adapta- 
tion must necessarily arise under environmental control 
during the lifetime of the individual. An example is the 
sophisticated mnemotactical, spatial orientation behavior 
shown by digger wasps with respect to the surroundings of 
their nests (Tinbergen and Kruyt, 1939; Iersel and van den 
Assem, 1964), or, for that matter, the behavior of a rat in a 
laboratory maze. 

Apart from these factors, system-inherent constraints may 
also play a role in determining whether the development of 
a given behavioral performance is mainly gene or environ- 
ment controlled. For example, the chromosomal space 
required to encode ontogenetic specifications for a complex 
behavior pattern or, rather, for the mechanisms capable of 
generating it, may be prohibitive and must therefore be 
implemented by learning. This possibly applies to the hunt- 
ing and feeding skills of animals, of which the oystercatcher 
is an example. The young birds take months to master the 
skills of either stabbing or chiseling the adductor muscle of 
mussels and the art of detecting annelid worms inches 
below the sand by probing with their bills. This learning 
pattern persists despite a high juvenile mortality rate that 
indicates a strong selective pressure for a more innate feeding 
behavior (Norton-Grigths, 1969). 

Compensatory behavioral adaptations soften the hard- 
ship of having to learn behavioral skills with which one is 
not born. Protracted parental care is one such compensation, 
and it can include behavior analogous to teaching. Cats, 
even primiparous ones, bring still-living prey to their 
kittens and, making sure that it does not escape, let the 
young play with it, thereby providing hunting practice 
(Ewer, 1969). The experimentally demonstrated inclination 
of kittens to imitate their mothers, but not other cats, may 
further facilitate the learning process (Chesler, 1969). 

Innate propensities, although not completely specifying 
adequate behavior, may facilitate the acquisition of learning. 

The preference, mentioned earlier, of naive chicks to peck at 
three-dimensional objects rather than two-dimensional 
specks certainly accelerates the development of adequate 
feeding behavior. So does fast conditioning in this context: 
usually chicks require only a single trial to learn the associa- 
tion between the color of a seed and its bad taste (Lee-Teng 
and Sherman, 1966). 

The preceding comments reflect the ethologist's convic- 
tion that species-specific learning abilities are as much de- 
termined by selection pressures acting during phylogeny as 
are innate behavior patterns (Thorpe, 1963). The restricted 
capacity of rats for associating certain stimulus qualities 
with certain punishments is relevant. They learn to avoid 
food pellets of a certain size when their consumption is fol- 
lowed by electric shock, but they do not learn to avoid 
pellets of a particular taste when their ingestion is followed 
by a shock. On the other hand, they cannnot be taught to 
avoid X-ray illness by selecting a certain pellet size, although 
that is relatively easy to do if pellet taste is the cue (Garcia 
et al., 1968). In the rat's normal environment it is indeed 
unlikely that food-morsel size is a useful predictor of gastric 
upsets or whatever natural condition comes closest to radia- 
tion illness, whereas taste probably is. Conversely, taste is 
not likely to be serviceable for anticipating exteroreceptive 
pain, but food shape (as in the case of thorny berries) pos- 
sibly could be. 

The adaptedness of learning abilities also explains the lack 
of correlation between the phylogenetic status of a species 
and its learning capacities as measured by some contrived 
tests (Warren, 1965). Such attempts must necessarily fail on 
two counts. Learning abilities are determined not by phylo- 
genetic status but by the requirements of the mode of life of - 
each species, limited by whatever system-inherent con- 
straints prevent the evolution of optimally adjusted learn- 
ing abilities. Bees are capable of amazing learning feats, 
adjusted to their social way of life (von Frisch, 1967). OC- 
topuses compare with cats on learning performances, a 
convergence possibly arising from their predatory habits 
(Young, 1964). Owing to the need for standardization, the 
measuring tests, ingenious as they may be, cannot pay full 
attention to the learning specializations of different species. 
Rats do poorly in learning-set tasks requiring visual dis- 
criminations (Hodos, this volume). But is it safe to extra- 
polate a similar deficiency if olfactory cues were used? 

While I do not depreciate the results of comparative 
studies of learning, the implication is that it may be more 
profitable to relate species-specific learning characteristics 
to ecological needs-that is, to start with observations of 
animals in their natural settings. The conclusion that plea- 
surable field studies (in exotic places, of course) hold the key 
to the solution of a behavioral problem is a timely note on 
which to close an ethological review. 
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Development of Sexual and Sex-related Behavior 

R O B E R T  W. G O Y  

UNDER IDEAL CONDITIONS, the procedures for investigating 
the influences of early hormonal states on the development 
of behavior are simple and classical. The appropriate pro- 
cedures involve removal or destruction of the endocrine 
gland (which is the only, or primary, source of particular 
hormones) so that the effects of development in the an- 
hormonal state can be determined. In addition, replacement 
therapy with extracts of the gland or with pure synthetic 
forms of the hormone should be carried out to determine 
which of a variety of possible compounds most closely 
duplicates the effects of the glandular secretions. In actual 
practice, the problem of characterizing the hormonal in- 
fluences on sexual development is more difficult to analyze. 
In part, the greater difficulty is attributable to the existence 
of two different endocrine glands (the ovary and the testis), 
each present in a distinctive genetic constitution. This 
situation poses a logical dilemma in the sense that we can 
never ask or answer the questions of what is the effect of 

R o B E  R T W. G o Y Department of Reproductive Physiology and 
Behavior, Oregon Regional Primate Research Center, Beaverton, 
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ovariectomy in the genetic male or orchiectomy in the 
genetic female. Part of the difficulty also lies in the fact that 
our knowledge of the nature of the secretory products of 
these endocrine !glands during early development is ex- 
tremely limited. So limited, in fact, that it is questionable 
whether the principle of "replacement therapy" can be 
effectively applied to the analysis of the problem. To  further 
complicate matters, the endocrine glands are not functional 
at all times in early development. Accordingly, experiments 
designed to test !glandular influences will yield either nega- 
tive or unparalleled results, unless they are carried out dur- 
ing those periods that are normally characterized by height- 
ened levels of secretory activity. 

These difficulties and complications do not pose any 
greater obstacle to the analysis of psychosexual differentia- 
tion than to the analysis of morphological differentiation. 
In the analysis of both problems, investigators have had to 
proceed by making certain assumptions and by using situa- 
tions that are only approximations of the ideal case for 
endocrinological studies. What follows in this presentation 
is a review of the literature on psychosexual differentiation 
within the context of the ideal case, while at the same time 
pointing out the limitations of the data and the nature of the 
assumptions underlying specific interpretations. 



The eJects ofspontaneously occurring 
hormonal dejciencies during early 
development: the anhormonal case 

In human development an event that prevents any gonad 
&om forming rarely takes place. The condition is known 
clinically as Turner's Syndrome and characteristically it 
results in the development of a phenotypic female, who, 
because of the lack of gonads, fails to show the pubertal 
changes associated with gonadal activity at that time. Such 
individuals are not regarded as unfeminine at any time dur- 
ing their early development, and many cases are discovered 
only when they fail to manifest signs of puberty at the 
normal time. If treated with ovarian hormones during the 
period of adolescence, these individuals respond in a manner 
not measurably different from that of the normal female. 
Moreover, to the extent that the literature permits such a 
statement, the psychosexual orientation and libido of such 
individuals closely parallel those of the normal female. 
Individuals suffering from Turner's Syndrome, however, 
do not qualify as pure or ideal cases for demonstrating the 
effects of the development of the genetic female in the ab- 
sence of an ovary. Such individuals are not genetic females 
(xx), nor are they genetic males (xy). The evidence available 
from karyot~pes indicates that the majority of such cases 
possess only one sex chromosome, which, in the human, 
is invariably an x-chromosome. Presumably, karyotypes 
of the y-o variety fail to develop. 

An animal case paralleling Turner's Syndrome was for- 
tuitously discovered many years ago by F. A. Beach (1945). 
During a series of routine ovariectomies of female rats, 
Beach encountered one animal that contained no traces of 
ovarian or testicular tissue and that appeared phenotypically 
indistinguishable from normal females. When this subject 
was injected with suitable quantities of estrogen and pro- 
gesterone, it responded by displaying the complete pattern 
of behavioral estrus characteristic of the normal female. The 
parallel with Turner's Syndrome is incomplete, however, 
as the genotype of this rat was never determined. Accord- 
ingly, we do not know whether the case demonstrates 
agonadal development of the genotypic male, female, or 
some other genotype. 

From the literature on human beings, it is possible to 
approach the anhormonal case in a very indirect way. In 
another rare genetic anomaly, individuals incapable of 
responding to androgens have been identified. The genetic 
disorder in these instances is a disorder not of the sex chro- 
mosomes, but rather of the autosomes. As a result of this 
autosomal factor, the individual case may go undetected 
in the genetic female in whom physiological responses to 
androgens are relatively less important. Accordingly, the 
syndrome has been primarily associated with the genetic 

male. The association of the condition with the male geno- 
type has given rise to an unfortunate misnomer for the con- 
dition, and it is known clinically as Testicular Feminization. 
In line with current views, however, the testis of these indi- 
viduals is not feminizing nor does it secrete hormones which 
in their types or pattern resemble the hormones of the 
ovary. At least in the adult state of these individuals, the 
testes secrete amounts of androgens and estrogens that are 
within the range of normal genetic males. Nevertheless, as 
the clinical term implies, genetic males possessing the abnor- 
mal genes are indistinguishable from phenotypic females in 
their external appearance as well as in their psychosexual 
orientation and libidinal interests. Interpretation of this 
clinical case as a demonstration of the effects of anhormonal 
development in the genotypic male requires specific as- 
sumptions. These are: (1) that the genetic disorder prevents 
or blocks responsiveness to androgens throughout all devel- 
opment, early as well as late; and (2) that the gonadal secre- 
tions during early development are essentially similar to 
those of the normal genetic male. Although no data exist 
which permit us to decide directly upon the validity of 
these assumptions, the normal-appearing testicular mor- 
phology and the absence of Miillerian-duct derivatives are 
indirectly supportive. 

Cases of genetically determined disorders of sexual devel- 
opment in males occur spontaneously among lower mam- 
mals, but no studies have been carried out to assess the be- 
havioral characteristics of afflicted individuals in adulthood. 
In a colony of rats maintained at Oklahoma City Medical 
Center, a high incidence of genital malformation and in- 
complete sexual differentiation occurs among genotypic 
males (Stanley and Gumbreck, 1964; Allison, 1965; Allison 
et al., 1965 ; Stanley et al., 1966). Experiments that would 
permit decisive interpretations of the nature of the disorder 
have not, however, been carried out. From the data avail- 
able, decisions cannot be made as to whether the malforma- 
tions are a result of insufficient androgen, insensitivity to 
normal amounts of androgen, or delayed formation of the 
gonad. In many cases, however, as in the human syndrome, 
individuals carrying the abnormal genes resemble females to 
varying degrees in their outward morphology. 

The somatic manifestations of the abnormal gene actions 
are variable and present a continuum of effects. Allison et 
al. (1965) have described individuals completely devoid of 
any internal reproductive-tract structures. Externally they 
appear very feminine, with small vaginal orifices and nipples 
along the milk line. Much less severe examples of develop- 
mental aberration also are seen, in which the morphology is 
essentially masculine but the individuals are sterile. 

Although the data summarized concerning spontaneous 
anomalies of sexual development are somewhat limited, 
nothing that has been described contradicts the view that 
the female form and psychosexual orientation can develop 



in the absence of hormonal influences from the gonads. 
Moreover, the development of the female pattern does not 
depend on a specific sexual genotype. Individuals that are 
genotypically XO or XY can and do develop (under specific 
circumstances) along lines as feminine as those characteristic 
of the normal female. 

Experimental approaches to the 
anhormonal case 

at 10 days of age or later showed little or no tendency to dis- 
play lordosis under comparable conditions of testing (Table 
I). As illustrated in Table I, males castrated on the day of 

TABLE I 
Means o f t h e  mean copulatory quotients ofcastrated male 

rats receivitzg estradiol benzoate and progesterone 
(Numbers in parentheses are the per cent of tests during which the 

experimental subjects were mounted.*) 

Studies of behavioral development have been restricted to 
gonadectomy during relatively late stages, compared with 
studies in experimental embryology. In addition, most, if 
not all, of the definitive behavioral studies have been carried 
out on the rat. In this species, studies of early gonadal activ- 
ity permit some estimate to be made of testicular secretions 
present during the early period of development. Noumura 
et al. (1966) have shown that the testis develops the capacity 
to synthesize androgens as early as the thirteenth day of fetal 
development. In our laboratory, biochemical assays demon- 
strate that testosterone can be found in the peripheral blood 
of newborn rats and continues to be present in measurable 
amounts until about the tenth day after birth (Resko et al., 
1968) (Figure 1). These results mean that castration of the 
male rat on the day of birth deprives the individual oftestic- 
ular androgens only for a little more than half of the period 
that these hormones are normally present. Despite this rela- 
tively crude approximation of the anhormonal case, experi- 
ments conducted by Grady et al. (1965) demonstrated that 
castration during the neonatal period had profound effects 
on the sexual development of genotypic males. Individuals 
deprived of their testes at either one or five days of age de- 
veloped behavioral characteristics normally present only in 
genotypic females of this species. When these males reached 
adult ages and were injected with estrogen and progesterone, 
they displayed lordosis (the posture of the receptive female) 
in response to mounting by normal males. Males castrated 

Groups N, Ss 3.3 pg. N, Ss 6.6 pg. 

Spayed females 9 .452 ( 97) 7 .787 (100) 

Day-1 males 
Day-5 males 
Day-10 males 
Day-20 males 
Day30 males 
Day-50 males 
Day-90 males 

*Data adapted from Grady et al., 1965. 

birth displayed lordosis which more closely resembled that 
displayed by normal females than did any other group. 

When males castrated at these early ages are allowed to 
mature and are then injected with testosterone propionate, 
the pattern of sexual behavior is characterized by frequent 
mounting behavior, but intromission and ejaculation are 
either absent or infrequent (Beach and Holz, 1946; Grady 
et al., 1965). The investigators who have studied this prob- 
lem most closely have repeatedly pointed to inadequacies of 
phallic development as one of the possible reasons for the 
general failure of early castrates to display intromission and 
ejaculation despite injection of high doses of testosterone in 
adulthood. The theoretical question with regard to whether 
the perinatal testis contributes to the development of male 

#I - Testosterone 
- - -0 Androstenedione 

' ,+ 
I 5 10 15 3 0  4 0  6 0 9 0  120 

P o s t n a t a l  age (doys)  

FIGURE 1 Concentration of testosterone in pooled samples Resko et al., 1968; Figure previousIy published in Goy, 
of peripheral plasma obtained from independent groups of 1968.) 
male rats at different postnatal ages. (From data published by 



sexual behavior by altering central neural mechanisms or by 
altering the peripheral effector apparatus has not been an- 
swered experimentally. Since the initial study by Grady et 
al. (1965), the technical problems that stand in the way of a 
direct answer have not been overcome, and the neutrality 
of their position in regard to these alternatives has had to be 
maintained. In a very recent re-examining ofthe same prob- 
lem, Beach et al. (1969) restated this position: 

A choice between these alternatives (i.e. influences on central 
neural structures vs. peripheral effector structures, RWG) cannot 
be made on the basis of the present evidence, but they are not 
mutually exclusive and the most conservative hypothesis would 
seem to be that both types of effect are important. 

The male hamster, as does the male rat, undergoes exten- 
sive psychosexual differentiation during the early postnatal 
period. Accordingly, it can provide comparative data bear- 
ing on the general question of the behavioral characteristics 
which develop in the absence of the testis during a period of 
development that is critical for psychosexual differentiation. 
Eaton (1969) has recently studied male hamsters castrated on 
the day of birth. As in the rat, such males develop an expres- 
sion of the lordosis response closely resembling that of the 
normal female. When given estrogen and progesterone in 
adulthood, lordosis lasting for 267 out of a possible 300 
seconds could be elicited readily by the sniffing behavior of 
a sexually active, normal male. The corresponding data for 
normal females was 290 out of 300 seconds. 

Investigations of the genetic female are less satisfactory 
than those of the male from the point of view of providing 
evidence that early ovariectomy results in a state of hormo- 
nal deprivation. No direct biochemical measurements exist 
to support the notion that the ovary is active endocrin- 
ologically during fetal or neonatal life in the female rat or 
any other mammal. Although data have been collected 
showing that ovariectomy soon after birth leads to pituitary 
changes suggestive of a loss of negative feedback, the spe- 
cific hormone involved in this feedback has never been 
identified. 

If hormones secreted by the neonatal ovary contribute to 
female sexuality, as some investigators have postulated 
(A. A. Gerall, J. B. Dunlap, and C. N. Thomas, personal 
communication), they are not essential to the develop- 
ment of fairly complete sexual responsiveness. Adult female 
rats, ovariectomized on the day of birth, display vigorous 
lordosis patterns when the proper ovarian hormones are 
supplied by injection (Wilson and Young, 1941). Moreover, 
ovariectomy on the day of birth does not prevent the devel- 
opment of some behaviors that can be stimulated by testos- 
terone in adulthood. When such females are injected with 
testosterone propionate, they display marked augmentation 
of mounting when paired with receptive female partners 
(Harris and Levine, 1965 ; Gerall and Ward, 1966; Whalen 

et al., 1969). The ability of the genetic female rat to display 
increased frequencies of mounting behavior during testos- 
terone treatment in adulthood does not depend, however, 
on removal of the ovary on the day of birth. A common 
finding among lower mammals is that mounting occurs 
spontaneously in many females and that testosterone will 
stimulate mounting activity in intact adult females or in 
females spayed as adults (Beach and Rasquin, 1942; Goy and 
Young, 1958; Phoenix et al., 1959; Gerall and Ward, 1966; 
Young, 1961). 

The results obtained from these experimental studies are 
consistent with the interpretation of the spontaneous occur- 
rences of gonadless development. Including the special case 
of Testicular Feminization, in which autosomal genetic fac- 
tors prevent responsiveness to androgens, all cases of devel- 
opment in an early environment deficient either in gonadal 
hormones or in the physiological actions of the hormones 
are associated with the retention and elaboration of neural 
systems that mediate behavior characteristic of the normal 
genetic female. This generalization holds true whether we 
are considering mounting behavior of the normal female 
and its stimulation by a variety of hormones in adulthood, 
or are considering lordosis responses and their stimulation 
by estrogen and progesterone. Just as the consequences of 
development in the anhormonal environment are not lim- 
ited to a particular form of behavior, so, too, they are not 
restricted to a particular sexual genotype. Both the genetic 
male and the genetic female develop along parallel, if not 
entirely identical, lines when deprived of their gonads. In 
short, both genetic sexes develop in a manner which so far 
has not been distinguished from that of a normal female, but 
which differs markedly from that of a normally differenti- 
ated male. 

Contributions oftesticular hormones to the 
development ofbehavioral traits 
characteristic ofthe male 

The experiments reviewed so far show that testicular secre- 
tions contribute to the suppression or loss ofthe lordosis re- 
flex, which otherwise develops in genetic male rats. Such an 
effect on the sexual behavior repertoire may be regarded as 
one of the contributions the early testis makes to the 
development of a male psychosexual orientation in this 
species. But this effect of testicular hormone early in devel- 
opment is not limited to the genotypic male. When female 
rats or guinea pigs are treated with testosterone propionate 
at the proper times in early life, the development of lordosis 
can be markedly interfered with, or in some cases prevented 
entirely (Phoenix et al., 1959; Barraclough and Gorski, 
1962; Harris and Levine, 1965; Goy et al., 1962; Harris, 
1964; Goy et al., 1964). The female guinea pig and rat differ 



markedly in the length of the gestational interval, which 
lasts for 68 days in the former and only 21 days in the latter. 
Corresponding to this difference in the length of prenatal 
life, the developmental period during which testosterone 
propionate is effective in suppressing the development of 
lordosis differs in the two species. For the genetic female 
guinea pig, testosterone is maximally effective when it is 
administered between the thirtieth and fortieth days of 
prenatal I$. For the rat, in contrast, the maximally effective 
period for androgenic suppression is during the first five 
days of postnatal life. 

Suppression of the development of lordosis can be effected 
by a wide variety of gonadal steroids including estradiol 
(Feder and Whalen, 1965; Levine and Mullins, 1966), 
androstenedione (Stern, 1969), and progesterone (Diamond 
and Wong, 1969). It is unlikely that all these hormones are 
involved in the normal testicular suppression of lordosis, 
for the quantity of each hormone that must be injected 
greatly exceeds that which could be expected to result from 
normal secretory activity. In contrast to the other hormones 
mentioned, estradiol is known to interfere with the devel- 
opment of male copulatory behavior (Whalen, 1964). 
Nevertheless, the experiments demonstrate that the devel- 
opmental period when the testis is normally active can be 
viewed as a period of sensitivity to a broad spectrum of 
steroids, and each may make a different contribution to 
development. 

Possibilities exist for the production of a wide variety of 
psychosexual abnormalities when the array of testicular 
hormones is considered singly and in various combinations. 
One recent example deserves special attention because of its 
possible relevance to the etiology of male homosexuality. 
During the 10 to 20 days of life immediately after birth, 
testosterone is the ~rincipal, if not the only, androgen pres- 
ent in the testis and peripheral blood of the male rat (Resko 
et al., 1968). There is substantial evidence supporting the 
interpretation that the presence of this hormone accounts 
for the suppression of such feminine characteristics as lor- 
dosis and the augmentation of such male characteristics as 
mounting, intromission, and ejaculation as the organism 
develops. When the testis is removed at birth, however, and 
androstenedione in critical dosages is the only androgen 
provided during this developmental period, a unique set of 
behavioral traits characterize the adult (Goldfoot, et al., 
1969). 

Such male individuals develop normal male - 
genitalia as well as mounting. intromission, and ejaculation 
behavior, but their over-all masculinity is incomplete. The 
development of lordosis is not suppressed by androstene- 
dione in the amounts administered by Goldfoot et al., and 
accordingly the adult pattern includes the retention of be- 
havioral traits that are normally characteristic of genetic 
females. The parallelism to homosexuality is illustrated not 

by the retention of lordosis per se, but by the implication 
that specific hormonal conditions permit the retention of 
broadly defined feminine characters while, at the same time, 
contributing to the formation of normal male genitalia. 
Inasmuch as androstenedione is a normal biosynthetic 
precursor of testosterone, any genetic disturbance that 
prevents the final formation of testosterone could contribute 
to the formation of morphologically phenotypic males with 
psychosexual abnormalities marked by the retention of - .  
feminine characters. 

The genotypic female has been widely used as a subject 
to demonstrate the influence of early testosterone on the 
development of behaviors normally characteristic of the 
male. In the first demonstration of these effects to come 
from our laboratory, evidence was presented for an aug- 
mentation of mounting behavior in the female guinea pig 
that was independent of any hormonal stimulation in adult- 
hood and that represented a permanent change in the be- 
havior of these treated females. Corresponding effects have 
been reported for female hamsters (Crossley and Swanson, 
1968) and some strains of female rats treated with tes- 
tosterone propionate during the neonatal period (Harris 
and Levine, 1962; Gerall and Ward, 1966; Nadler, 1969) 
but not for others (Whalenet al., 1969). An additional aspect 
of the effects of early androgen was brought out in our first 
study by the demonstration that treated females showed a 
heightened sensitivity to testosterone propionate in adult- 
hood. When both normal and treated females were injected 
with identical amounts of testosterone propionate, the 
treated females showed a more rapid rise in the rate of 
mounting displayed in standardized tests as well as a higher 
over-all frequency of mounting. Comparable results were 
obtained when prenatally treated and normal females were 
given daily testosterone from birth to 70 days of age. Again, 
the treated females developed mounting behavior more 
rapidly and to a higher level of expression than females not 
treated prior to birth (Goy et al., 1967). In more recent 
studies of the genetic female rat, Gerall and Ward (1966) 
and Ward (1969) have demonstrated that, if treatment of 
genetic females with testosterone propionate is begun before 
birth and continued for a short time into the neonatal 
period, the sexual behavior pattern can be almost com- 
pletely reversed. Females treated in this way display the 
complete male copulatory pattern, including intromission 
and ejaculation, when given additional testosterone pro- 
pionate in adulthood. 

Throughout our work with the effects of testosterone 
given at early stages of development, we have believed that 
it is important to show that the behavioral outcomes were 
not attributable to toxic or other pharmacological effects of 
the hormone. For this purpose, the behavior of sibling 
males treated identically has formed a part of our studies 
(Phoenix et al., 1959). In no case has early testosterone in the 
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doses we administered altered the behavior of treated males 
compared with normal males. Inasmuch as a damaging 
effect of excessive testosterone during early development 
has been reported in earlier work (Wilson and Wilson, 
1943), behavioral measures demonstrating that treated males 
are behaviorally normal takes on a special importance. 

Masculine patterns ofsocial behavior are 
inzuenced by early androgen 

The effects of early testosterone propionate on the develop- 
ment of masculine patterns of responses are not limited to 
aspects of sexual behavior. Swanson (1967) has shown 
masculinizing effects of perinatal androgen on the open-field 
behavior of female hamsters, and Bronson and Desjardins 
(1968) have demonstrated comparable influences of andro- 
gen on the fighting and aggressive behaviors of mice. The 
results with fighting behavior in mice are entirely consistent 
with the view that early androgen has an organizing action 
on the nervous system in the sense that androgens in adult- 
hood modify or augment aggressive behavior only in males, 
not in females (Beeman, 1947; Tollman and King, 1956). 

So long as effects could be shown only for behaviors that 
form a part of the male and female sexual repertoire, or for 
behavioral traits requiring the actions of hormones in adult- 
hood, a possible interpretation was that the primary effect 
of early androgen was an alteration of the sensitivity of the 
neural tissues to specific hormones. Such an interpretation 
is not inaccurate as it applies to sexual behaviors or to the 
fighting behavior of mice, but, for the past five years, C. H. 
Phoenix and I have been studying the development of 
behaviors that dictate the need for a broader view of the 
actions of early androgen. We  have chosen to study the 
social behavior of young rhesus monkeys for a demonstra- 
tion of these broad effects. The primary reason for this 
choice was that studies by Rosenblum (1961) and Harlow 
(1965) had demonstrated that patterns of infant and juvenile 
social interactions unrelated to sexual behavior were 
sexually dimorphic in this species. Studies we have con- 
ducted confirm these earlier reports for five different kinds 
of social interactions observed under our standardized con- 
ditions. For each of the five behaviors the distinction be- 
tween the sexes is purely quantitative, rather than qualita- 
tive. That is, no behavior that is unique to one sex has been 
identified. In addition, all the behaviors we have studied are 
displayed much more frequently by males than by females. 

In these experiments, genetic female monkeys were 
treated for varying periods of time beginning on day 39 
of gestational age through the day 69 or day 105 of the 
average 168-day gestation period. In the monkey, which, 
like the guinea pig, is a long-gestation species, the critical 
period for psychosexual differentiation appears to be prior 
to birth rather than after birth, as it is in the rat and hamster. 

Testosterone propionate dissolved in oil was injected intra- 
muscularly into the mother and reached the fetuses via 
placental circulation. After weaning, usually at three months 
of age, the treated females were randomly assigned to 
groups containing normal males, castrated males, normal 
females, or combinations of these various subjects. The 
frequency with which these testosterone-treated females 
displayed patterns of threatening, play initiation, rough- 
and-tumble play, and chasing play are illustrated in Figures 
2, 3,4, and 5, respectively. The data are presented for four 
consecutive series of observations, which represent samples 
of behavior during the first, second, third, and fourth years 
of life. Comparable data for normal males and females are 
depicted in the same Figures. For all the behaviors illus- 
trated, males differ significantly from females, and the 
treated females are intermediate. 

The differences between the sexes in social behavior 
patterns are independent of gonadal secretions at the ages 
when these behaviors are being displayed. Although 
testicular secretory activity has been assayed biochemically 
and shown to be at low level during the infant and juvenile 
periods (Resko, 1967), low levels are not essential to the dis- 
play of these behaviors in the genetic male. Conversely, low 
levels of ovarian activity play no measurable role in sup- 
pressing or diminishing the frequency with which these 
behaviors are displayed by the normal genetic female. The 
data presented in Table 11 demonstrate that castration of the 
male rhesus on the day of birth does not prevent the display 
of these social behaviors at frequencies characteristic of the 
normal intact male. Correspondingly, ovariectomy on the 
day of birth does not facilitate the display of these "mas- 
culine" behaviors by the genetic female. 

The mounting of rhesus males is a complex behavior that 
develops gradually with maturation and depends in part on 
social experience (Mason, 1961 ; Harlow, 1961, 1965). Dur- 
ing the infant, juvenile, and adolescent periods, the mount- 
ing of rhesus monekys shifts gradually from the infantile 
pattern of standing at the partner's rear or side to the mature 
pattern of clasping the partner's ankles or legs with the 
feet. The age at which the mature double-foot-clasp mount 
is first displayed by males under our conditions of rearing 
and observation is extremely variable, ranging from 
eight months to as much as three years of age. The pos- 
sibility exists that, with more opportunity for social exper- 
ience or more prolonged periods of social contact, less 
variability would be observed. Genetic female rhesus mon- 
keys, treated prenatally with testosterone propionate, dis- 
play a developmental pattern for mounting behavior which 
resembles that of the genetic male and differs from that of 
the genetic female (Tables 111 and IV). 

The changes induced in female rhesus monkeys by pre- 
natal testosterone have subtle features and include character- 
istics of the individual that cannot be tabulated as frequency 
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Play  I n i t i a t i o n  

Successive  b locks  of 1 0 - t r i a l s  

FIGURE 2 Average frequency of performance of play-ini- female ( 9 ), and prenatally testosteronized females ( f )  
tiation in standardized tests for social behavior by male ( g ) ,  throughout the first 39 months of postnatal life. 

T h r e a t  

Success i ve  blocks of 10- t r ia ls  

FIGURE 3 Average frequency of performance of stereo- prenatally testosteronized females ($) throughout the first 
typed threat expressions in male ( g ) ,  female ( 9 ), and 39 months of postnatal Me. 
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Rough and Tumble Play (Rhesus) 

Successive blocks o f  I 0 - t r i a  Is 

FIGURE 4 Average frequency of performance of rough- testosteronized females ($) throughout the first 39 months 

and-tumble play in male (#), female ( P ) ,  and prenatally of postnatal life. 

Pursui t  P lay 

Success ive  b locks  of  I 0 - t r i a l s  

FIGURE 5 Average frequency of performance of pursuit prenatally testosteronized females ( f ) throughout the first 
play (chasing behavior) in male (dl), female ( 0 ), and 39 months of postnatal life. 



Averagefrequency ofperformance offour kinds ofsocial 
behavior by normal males andfemales and by male and 

female rhesus gonadectomized at birth 

Average Frequency per Animal per Block of 10 Trials 

Play Rough-and-Tumble Pursuit 
N Threat Initiation Play Play 

Spayed 9 3 7.0 4.0 3.6 .2 
Intact ? 23 5.6 9.2 9.0 1.1 

Castrated d 2 35.0 49.2 39.3 5.3 
Intact d 27 23.5 38.6 29.1 7.8 

TABLE I I I 
Changes with age in thefrequency ofperformance of immature mounting postures by 

male, female, and prenatally testosteronizedfemale rhesus 

334-9 mos 
old 

Av. Freq. of 
Mts per Animal 

per Block of 
N 10 Trials 

12-15 mos 
old 

Av. Freq. of 
Mts per Animal 

per Block of 
N 10 Trials 

24-27 mos 
old 

Av. Freq. of 
Mts per Animal 

per Block of 
N 10 Trials 

36-39 mos 
old 

Av. Freq. of 
Mts per Animal 

per Block of 
N 10 Trials 

TABLE I V 
Changes with age in thefrequency of performance of mature mounting posture by 

male, female, and prenatally testosteronized female rhesus 

3 x-9 mos 12-15 mos 24-27 mos 36-39 mos 
old old old old 

Av. Freq. of Av. Freq. of Av. Freq. of Av. Freq. of 
Mts per Animal Mts per Animal Mts per Animal Mts per Animal 

per Block of per Block of per Block of per Block of 
N 10 Trials N 10 Trials N 10 Trials N 10 Trials 

data. In this species, the display of the mature double-foot- down after the initial contact. Just how this cooperation is 
clasp mount requires the complete cooperation of the elicited in the partner is a subtlety that we have not been 
parmer. The full manifestation of the behavior could be able to analyze. It does not appear to be a simple matter of 
easily prevented at any time if the partner withdrew or sat social dominance, insofar as our criteria for social dominance 



are concerned. Some other set of factors, which, in the case 
of heterosexual mounting, may include sexual attractive- 
ness, appears to be involved. Whatever characteristics are 
essential for the elicitation of cooperation in a partner by a 
mounter, females treated prenatally with testosterone seem- 
ed to possess these characteristics to a much greater extent 
than did normal females. 

The experiments on rhesus monkeys demonstrate that the 
presence of testosterone during an embryonic or fetal stage 
contributes to the development of masculine patterns of 
social and mounting behavior, which are displayed only at 
later stages of life. Moreover, the changes induced in the 
behavior of treated individuals are not limited to behaviors 
controlled by later hormones, and the effects cannot in this 
case be interpreted solely as a permanent alteration in 
sensitivity of neural tissues to hormonal activation. Instead, 
it seems necessary to conclude that exogenous prenatal 
androgen alone is sufficient to cause the development in the 
genetic female of a variety of behaviors normally character- 
istic of the young developing male. Correspondingly, 
prenatal androgen alone (but &om endogenous rather than 
exogenous sources) is sufficient to cause the development of 
these social behaviors in the genotypic male. 

Conchiding remarks 

A number of theoretical and experimental papers have 
adequately criticized the textbook view that sex is deter- 
mined at the moment of fertilization (Chang and Witschi, 
1956; Yamamoto et al., 1968; Turner, 1969). Such a point 
of view, although it may be adequate to describe the as- 
semblage of genetic material at that moment in time, fails 
to provide insight into a wide variety of sexual phenomena 
known to biologists. For example, the occurrence of true 
functional hermaphroditism among many invertebrate 
forms clearly contradicts the concept that particular repro- 
ductive functions or capabilities are limited to a specific 
genetic endowment. Similarly, transformation from func- 
tional male to functional female with maturation not 
infrequently occurs among certain crustaceans (Charniaux- 
Cotton, 1962) and marine annelids. Among annelids of the 
genus Ophryotrocha, adult functional females can recon- 
vert to males either when starved or when cut to pieces and 
allowed to regenerate. The genetic constitution very likely 
has not been altered during the sexual transformation in 
such individuals, any more than it has in a variety of de- 
capod crustaceans, which live the first part of their lives as 
males and the later part as females. 

Spontaneous sex reversal is more rare in vertebrate forms 
than among invertebrates. It is among vertebrates that the 
gonadal hormones as we know them (the estrogens and 
androgens) take on special importance in controlling the 
character of sexual development and, in some instances, are 

capable of completely overriding the differences in genetic 
constitution. That is to say, among vertebrates as among 
invertebrates, a single genetic constitution is compatible 
with either sexual phenotype. Parallels to complete spontan- 
eous sex reversals have been produced experimentally in 
two classes of vertebrates (fishes and amphibians) by 
hormonal treatment, thus demonstrating that even among 
these higher forms the sexual genotype is not solely deter- 
minative. Among birds and mammals, the genetic endow- 
ment appears to limit the hormonal modification of 
morphological sexual characters more strongly, but com- 
plete reversals of the behavioral phenotype are possible. 

It is surprising that among mammals, which show rel- 
atively greater complexity of neural development than do 
fishes and amphibians, behavioral characteristics should be 
influenced by the fetal and larval hormones to a nearly 
comparable degree. Nevertheless, the behavioral studies we 
have reviewed permit us to regard the genetic constitution 
of mammals as a plastic, pluripotential matrix, highly sus- 
ceptible to shaping and selection by environmental in- 
fluences such as the hormones. For those mammalian species 
(guinea pig [Valenstein et al., 1955; Goy and Young, 19571 ; 
rat [ ~ i r d  and Larsson, 19681 ; rhesus monkey [Mason, 1961 ; 
Harlow, 19651 ; and human being [Money, 19631) in which 
social experience also contributes to the development of 
sexual and sex-related behaviors, I propose the hypothesis 
that early hormonal influences predispose the individual to 
the acquisition of specific patterns of behavior. 

The physiological basis for this predisposition to acquire 
sexually specific patterns of behavior may well be a unique 
organization of neural systems involved in the mediation of 
drive and reward. The experiments with rhesus monkeys 
can be interpreted broadly as suggesting that neural struc- 
tures that have no dependence on the activational properties 
of hormones appear to be involved in the acquisition and 
maintenance of masculine social behavior. Speculatively, 
the hypothesis may be advanced that some of these neural 
structures are motivational in character and functionally 
related to the reinforcing events associated with, or derived 
from, the performanee of such masculine activities as rough- 
and-tumble play, threatening, chasing, and prepubertal 
mounting. All these behaviors are displayed by infant and 
juvenile female, as well as male, monkeys. The distinction 
between the sexes is purely quantitative, and the reinforcing 
events involved in regulating the quantitative aspects of 
behavior are sexually specific. 
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28 Stability and Plasticity of Motivation Systems 

E L L I O T  S.  V A L E N S T E I N  

THERE IS NO compelling reason to maintain that only one 
mechanism underlies the stability and plasticity of all be- 
.having organisms. Also, it is not likely that behavioral 
stability and plasticity will be explained by a single principle 
even in a given species. It may be important to bear in mind 
while deriving molecular explanation from "simple nervous 
systems," therefore, that there may be more than one 
"code" and that some aspects of plasticity and stability may 
emerge only as properties of complex networks. 

The satisfaction of biological and acquired needs requires 
both stable and plastic response systems. Where the environ- 
ment provides a relatively constant supply of that which is 
needed, as, for example, oxygen, the response can be 
relatively stable; where the sources of supply are less 
dependable, the organism must behave in a manner that 
maximizes the possibility of making contact with the rel- 
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evant goal objects (including trying patterns that have been 
successful in the past), and the consummatory behavior must 
be responsive to the various forms that the goal object might 
take. It is equally important to note, however, that plastic 
and stable responses may be interrelated (Galambos, 1967). 
Plasticity may result from a shifiing between built-in, 
relatively stable responses ("fixed action patterns") or from 
a change in frequency and order of display of a series of 
such responses. A new behavior emerges from the "shap- 
ing" of a genetically specified nervous system, and even 
those persons who had been most optimistic about operant 
conditioning techniques have come to recognize that 
instrumental responses by animals trained in the laboratory 
often revert to patterns characteristic of the species ("in- 
stinctive drift," as illustrated by Breland and Breland, 1961). 

To  elaborate that point of view, this paper describes some 
recent studies of the shifting of stable, built-in response 
patterns, along with some speculations relating this work 
to the more general topic of plasticity and stability of 



motivational systems. Data collected by electrical stimula- 
tion of hypothalamic structures are emphasized, but a num- 
ber of the conclusions bear on different techniques for 
activating neural structures and to brain areas other than the 
hypothalamus. 

Historical review 

A few years after Ewald (as described by Talbert, 1900) 
explored the possibilities of employing chronic electrodes 
for cortical stimulation of dogs, Karplus and Kreidl initiated 
their classical studies of hypothalamic functioning. Elec- 
trical stimulation through deep electrodes produced pupil- 
lary dilation and constriction, as well as other indexes of 
automatic outflow (e.g., tearing, salivation). This work, 
which extended into the 1920s and stressed autonomic 
mechanisms and hypothalamus-brainstem interactions, 
seemed to confirm Sherrington's characterization of the 
hypothalamus as the "head ganglion of the autonomic ner- 
vous system." The utilization of electrical stimulation of the 
hypothalamus by Karplus and Kreidl was followed shortly 
by that of Ranson and his coworkers (Ranson, 1937; Ran- 
son and Magoun, 1939), who generally used lightly 
anesthetized animals, and perhaps most dramatically by 
Hess and his associates (cf. summary of experimental work 
of W.  R. Hess by Gloor, 1954), who studied fully awake, 
relatively unrestrained animals. 

Whereas the early reports of the elicited behavior em- 
phasized their isolated autonomic characteristics, there 
gradually evolved an appreciation that the responses were 
characteristic of such states as somnolence, rage, temperature 
regulation, and eating. In the meantime, such labels as 
"sham rage," which emphasized the motor aspects of the 
response and denied the presence of a motivational or 
affective component, were replaced-a trend particularly 
evident in Hess's later writings, in which he rejected the 
term "sham rage" and regarded Bard's phrase "angry be- 
havior" as more appropriate to one of the states that could 
be produced by hypothalamic stimulation. 

Hess's work in Zurich, which was relatively uninter- 
rupted by World War 11 and continued into the 1950s, was 
still in progress when the report by Olds and Milner (1954) 
made it apparent that appropriate forebrain stimulation did 
indeed elicit strong motivational reactions. To  deal with the 
fact that the frequency of emission of arbitrarily selected 
responses could be dramatically elevated when followed by 
stimulation of selected hypothalamic and limbic structures, 
such labels as "reinforcing brain area," "start or go systemu 
and "positively motivating system" have been applied. 
During the past 15 years a great number of such studies 
examined either the various properties of these "reinforcing 
brain systems" (cf. reviews by Olds, 1962; Valenstein, 1966) 
or the biologically significant behaviors that could be 

elicited. The behaviors described include eating (Coons, 
1963; Coons et al., 1965; Delgado and Anand, 1953; Fantl 
and Schuckman, 1967; Hutchinson and Renfrew, 1966; 
Larsson, 1954; Morgane, 1961 ; Roberts et al., 1967; Stein- 
baum and Miller, 1965; Tenen and Miller, 1964), drinking 
(Andersson and McCann, 1955 ; Greer, 1955 ; Mendelson, 
1967; Mogenson and Stevenson, 1967), gnawing (Roberts 
and Carey, 1965), hoarding (Herberg and Blundell, 1967), 
stalking-attack (Flynn, 1967; Hutchinson and Renfi-ew, 
1966; Roberts and Kiess, 1964; Roberts et al., 1967), copro- 
phagia (Mendelson, 1966), and male copulatory behavior 
(Caggiula, 1970; Caggiula and Hoebel, 1966; Roberts et al., 
1967; Vaughn and Fisher, 1962). Because, in most cases, 
nondeprived animals exhibit these responses only during 
periods ofstimulation, the term "stimulus-bound" behavior 
is applied to them. 

Stimulus-bound behavior has generally been considered a 
motivated, rather than a stereotyped, motor act, because it 
occurs only when appropriate goal objects are present and 
because the stimulated animals both learn a task (Coons et 
al., 1965) and tolerate aversive stimulation, such as shock 
(Morgane, 1961) and quinine additives (Tenen and Miller, 
1964), in order to perform it. It is widely accepted, further- 
more, that stimulus-bound eating is elicited by activation of 
specific neural circuits underlying "hunger," drinking by 
activation of specific "thirst" circuits, and so on, with the 
other elicited behaviors studied. Distinguishable from the 
issue of specific neural circuits is the view, probably held 
by fewer investigators, that relatively discrete hypothalamic 
regions control behavior related to specific biological needs. 

A r e  specijic hypothalamic circuits stimulated? 

During the past year, I have undertaken a series of col- 
laborative studies with Verne Cox and Jan Kakolewski on 
the modifiability of behavior elicited by hypothalamic 
stimulation and the nature of the motivation underlying 
this behavior. These studies suggest an alternative to the 
"specific circuit" view of the hypothalamus in the display 
of plastic and stable responses and provide the background 
for some theoretical speculation. 

An examination of the relevant literature on stimulus- 
bound behaviors makes it apparent that an impressive over- 
lap in the anatomical correlates of the different types exists. 
It therefore occurred to us that the particular behavior ob- 
served in a given study might simply reflect the experi- 
menter's interests and his consequent limitation of the rein- 
forcements provided in the testing situation. Consequently, 
we provided the animal with ample opportunity to express 
its "point of view." As Table I shows, the behavior elicited 
by hypothalamic stimulation could indeed change without 
any modification of stimulus parameters (Valenstein et al., 
1968a; Valenstein et al., 1969b). If a rat initially eats in re- 



sponse to stimulation, removal of food is generally followed 
in time by drinking or wood-gnawing. This appearance of 
a second behavior superficially resembles the "displacement 
behavior" of the ethologists, but because the new, stimulus- 
bound behavior appears as frequently as the initial behavior 
when, in subsequent tests, all objects are again available, 
the two phenomena differ. The results depicted in Table 1 
have been replicated in several hundred animals and suggest 
that no exclusive relationship exists between the hypothal- 
amic site activated by electrical stimulation and the first 
behavior pattern evoked. 

In a few instances, the initial behavior elicited by hypo- 
thalamic stimulation could not be "switched" to a second 
behavior; in such cases, there may have been an explanation 
for the failure. In many of these cases, the elicited behavior 
was either directed toward the animal's own body or con- 
sisted of locomotor activities and, as a result, it was dif- 
ficult or impossible to prevent its expression by removing 
the goal object. (Such responses are not ordinarily scored 
as stimulus-bound, which may be only because they do not 
conform to an arbitrarily chosen classification system.) A 

striking case illustrates the point. One animal picked up the 
end of its tail and moved it laterally in the mouth, seemingly 
as a form of preening, during stimulation. We could not 
"switch" this behavior until it occurred to us to fasten the 
tail to the animal's back with adhesive tape. When stimu- 
lated, the animal initially turned back toward where its tail 
should have been. After approximately 20 stimulations, the - - 
rat explored the other possibilities in its environment, and 
in time drank in response to stimulation. Drinking was 
later displayed as frequently as the "tail preening" after the 
tail was released. We are presently exploring the possibility 
that, when stimulation does not elicit a specific stimulus- 
bound behavior, the general "locomotor exploratory be- 
havior" evoked may, like tail-preening, be responsible. 

Our conviction that no specific relationship exists be- 
tween a given hypothalamic site and a particular response is 
strengthened by other evidence. For instance, switches are 
not restricted to oral behavior such as eating, drinking, and 
gnawing; animals that initially shuffle food with the fore- 
paws or dig in sand have been switched to eating or drink- 
ing in response to the same stimulation. Similarly, both 

TABLE I 

Eating ( E ) ,  drinking (D), and gnawing (G) behavior elicited during hypothalamic stimulation. 
Each test had 20 stimulation periods. Maxiniurn score for any  one behavior is 20, but the 
animal could exhibit diferent behaviors during each period. T h e  dash (-) i n  the second series 
oftests indicates whichgoal object had been removed. RP, retangular p l s e s ;  S W, sine wave. 

Numbers Test Series Stimulus 
of  First Series Second Series Parameters 

Animals Behavior 1 2 3 1 2 Competition (pa) 

RP, 80 
RP, 80 
RP, 80 

RP, 120 
RP, 120 
RP, 120 

RP, 500 
RP, 500 
RP, 500 

SW, 20 
SW, 20 
SW, 20 

RP, 120 
RP, 120 
RP, 120 

SW, 24 
SW, 24 
SW, 24 

(After Valenstein et. al., 1968a) 
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Caggiula (1970) and Gallistel (1969) have recorded male 
sexual behavior and eating from the same electrode at the 
same current parameters. Also, von Holst and von Saint 
Paul (1963) showed that domestic fowls cluck, fluff the 
feathers, preen, or do nothing at all after shocks to the same 
electrode site, at different times, and without alteration in 
the stimulus parameters. 

A controversy exists, however, over the interpretation of 
our findings. Wise (1968), for example, has confirmed our 
finding that in almost all cases a second elicited behavior 
may be obtained, but he concluded that his experiment ex- 
plains our results in a way that "is consistent with the theory 
that separate, fixed neural circuits, functionally isolated 
from each other by biochemical specificity, mediate eating 
and drinking in this area of the brain" (p. 379). He reports 
that a second behavior can be elicited simply by increasing 
hypothalamic stimulation intensity to a sufficiently high 
level, and that the current intensity required to elicit a given 
behavior tends to decline with time. Thus, he claims, two 
neural circuits mediating different behaviors have different 
stimulation thresholds, and the second behavior emerges 
not because of environmental manipulation, but because of 
a gradual increase with time in the sensitivity of the neural 
system responsible. 

As has been pointed out in a reply (Valenstein et al., 
1969a), Wise has overlooked two important items in his 
experiment. Although a second behavior was elicited by 
increasing the stimulation intensity, it took place after the 
initially preferred object was removed. Furthermore, Wise 
did not state how long it took for the second behavior to 
emerge after current strength was increased and the pre- 
ferred goal object was removed. Did the new behavior ap- 
pear immediately (as would be expected if a functionally 
distinct neural circuit were activated) or gradually? Ad- 
dressing these questions, we (Cox and Valenstein, 1969) 
demonstrated that, in many cases, high-intensity stimulation 
did not immediately elicit a new behavior in the presence 
of the initially preferred goal object. Furthermore, after 
its removal, stimulation only gradually acquired the ability 
to elicit a new behavior (Table 11), whereas immediate dis- 
play would be expected of a behavior mediated by a dif- 
ferent neural substrate with a higher threshold. 

It has also been suggested that stimulation through small 
electrodes might limit the response to one behavior alone. 
It turns out that the likelihood of obtaining a specific 
stimulus-bound behavior is radically decreased with small- 
diameter electrodes, but, if a response could be elicited, a 
second response could also be obtained by our procedure 
(Valenstein et al., 1969b). Dr. Bengt Andersson (personal 
communication, 1968) had noted earlier that, when he re- 
duced the size of the electrodes implanted in goats, drinking 
could no longer be elicited. Miller (1965) reported similar 
results in the rat. 

Evidence to support our conclusion comes also from in- 
quiry into the motivation underlying the behavior elicited 
by hypothalamic stimulation. In several situations, animals 
displaying stimulus-bound eating or drinking did not be- 
have as if hungry or thirsty. For example, animals eating in 
response to stimulation did not readily switch to another 
food when the first was removed from the test chamber; 
many switched to drinking even when the food was 
changed only in shape, as when pellets were ground (Valen- 
stein et al., 1968b). A large percentage of rats reared from 
infancy on a liquid diet displayed, when mature, stimulus- 
bound eating of food pellets, but, if deprived of them, they 
did not eat the familiar liquid diet in response to stimulation 
(Valenstein and Phillips, 1970). These results are especially 
significant, because the rats generally preferred the liquid 
diet to the food pellets. As for drinking behavior, animals 
displaying stimulation-induced drinking did not switch 
to drinking from a different, but familiar, container. Also, 
their taste preferences differ from that of rats drinking 
when thirst has been induced by water deprivation: nat- 
urally thirsty animals prefer water to a glucose solution, 
but the converse is true of stimulus-bound drinking. 
Furthermore, animals exhibiting stimulus-bound drinking 
often continued to lap at an empty water tube, suggesting 
that the ingestion of water was not essential to the main- 
tenance of the elicited lapping behavior (Valenstein et al. 
1968). Prior to eating or drinking, animals have also en- 
gaged in stereotyped movement patterns that appeared to be 
as significant a component of the elicited response as the 
final ingestion. Finally, in several instances whether an 
animal ate or drank in response to stimulation seemed to de- 
pend on the location of the food or water. None of these 
observations is consistent with the view that stimulation 
activates a specific drive state, such as hunger or thirst. 

Among the conclusions suggested by these results are the 
following: 1. T h e  relatiot~ship between a specif;c hypothalamic 
area and a behavior pattern is n o t j x e d .  2. Animals displaying 
stimulus-bound eati ty or drinking do not exhibit response or 
stitrlul~rs generalization gradients sitrlilar to those of animals 
ktlowtl to be hungry or thirsty. If deprived of the opportunity 
to engage in the initial behavior, the selection of a new goal 
object is not dictated by the animal's capacity to satisfy the 
same presumed drive state. 3. T h e  behavior elicited by hypo- 
thala t~~ic  stiri~~rlatiot~ ttiay be triairitaitled by some other reitgorce- 
tnetlt tkar~ that derivedfrom satisfying a siniulated need state such 
as hutlger or thirst. 4. Hypothalattlic stimulation does not evoke 
specif;c drive states. 

These conclusions should make the report that a new be- 
havior can become associated with the stimulus more credi- 
ble and, in addition, eliminate the dilemma raised because 
animals will self-stimulate at electrode sites that are pre- 
sumed to evoke such drives as hunger. The paradox of why 
an animal should stimulate itself and thereby ~roduce a hun- 
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ger-drive state dissolves if one does not assume that the 
animal is hungry. The assumption that an animal experi- 
ences the aversive consequences specifically associated with 
hunger, based primarily on the evidence of motivation to 
eat, has produced confusion. The awkwardness of this 
formulation becomes even more evident when one appre- 
ciates the necessity to postulate hypothalamic "centers" or 
even circuits for such drives as gnawing, food shuffling, tail 
preening, and so forth, and, as is described subsequently, 
object carrying. I shall offer an alternate view after I have 
reviewed some additional experimental work. 

Anatomical analysis 

Figure lA, B, and C present a portion of the anatomical re- 
sults obtained from some 300 rats and 400 electrode place- 
ments, in which both the histological and behavioral data 
were judged to be reliable by a set of explicit criteria. These 
anatomical data will be completely analyzed elsewhere 
(Cox and Valenstein, 1970). They show that no precise 
correlations can be established between behavior elicited 
and site stimulated. Thus posterior hypothalamic points 
that produced eating, and so forth, were found in the region 
shown by others to elicit male copulatory behavior (Cag- 
giula, 1970; Caggiula and Hoebel, 1966). Stimulus-bound 
eating and drinking have also been elicited from the medial 
portions of the ventral thalamic nucleus, a confirmation of 
other reports that extrahypothalamic sites elicit eating (cf. 
review by Morgane and Jacobs, 1969, pp. 153-171). The 
only hypothalamic regions that did not elicit eating, drink- 
ing, or gnawing were the anterior and ventromedial nuclei. 

Furthermore, sites from which "nonspecific exploratory 
behavior" was evoked (cf. earlier comments on this arbitra- 
ry classification) overlap with sites eliciting one of the specif- 
ic consummatory behaviors. Finally, the rate of self-stimu- 
lation, high versus low, was not correlated with the presence 
or absence of a specific elicited behavior. 

It is possible that functionally discrete systems may be in- 
terdigitated, but the electrical-stimulation evidence does not 
provide strong support for such a view. Von Holst and von 
Saint Paul (1963), for example, have noted that, in the 
domestic fowl, the reaction that previously had followed 
stimulation could still be evoked after electrocoagulation of 
the tissue 0.3 to 0.5 mm around an electrode. One might 
also assume that changing stimulus frequency and wave 
shape would modify both the structures activated and the 
pattern of their excitation, but such changes do not seem to 
alter the elicited behavior pattern. 

Electrolytic lesions between hypothalamus 
and brainstem 

In experiments still in the preliminary stages, Cox has 
shown that unilateral lesions in the ventral tegmental area 
of Tsai can significantly reduce stimulus-bound eating and 
drinking without interference with normal eating, drinking, 

or general behavior. Furthermore, when each of 
two bilaterally placed electrodes was effective, a unilateral 
lesion disrupted the behavior produced by the ipsilateral 
electrode alone. Why do these lesioned animals not eat or 
drink if hypothalamic stimulation makes them hungry or 
thirsty? Either the stimulation produces "hunger" only in 

TABLE I I 
Stimuli Required Before Appearance of New Behavior After Removal of Initially Pr'referred Item 

- 

Number of Stimuli 
First Reliable 

Subject Numbers Current Intensity* Appearance Appearance? New Behavior** 
- - -- - p~ 

lOAA 10 S w t t  (high) 6 174 D 

21AA 20 S W (high) 18 184 D 

972 7 SW (low) 19 31 8 E 

49AA 17 S W (low) 3 39 E 

53AA 10 SW (low) 52 52 E 

56Y 16 SW (high) 541 541 E 
- - - 

*Low indicates the initial current intensity employed to elicit a response. High indicates the highest 
current that did not appear disruptive. 

* *D, drinking; E, eating. 
?Eight responses out of 20 consecutive stimulations were used as criteria for reliable appearance of 
new behavior. 

t t S W  = 60-cycle sine wave. 
(After Cox and Valenstein, 1969) 
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FIGURE 1 The location of positive and negative electrodes 
at the level of the anterior hypothalamus, A ;  the ventro- 
medial hypothalamic nucleus, B;  and the posterior hypo- 
thalamus, C. Positive electrodes each elicited at least two of 
three behaviors-eating, drinking, or gnawing. Negative 
electrodes evoked only "locomotor exploratory behavior" 
and, in the majority of cases, animals self-stimulated at these 
sites. The % positive indicates the percentage of the total 
number of electrodes that elicited stimulus-bound eating, 
drinking, or gnawing. 
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concert with brainstem structures (in which case, brainstem 
structures may prove to be equally effective for producing 
these effects) or it achieves its result because it activates 
brainstem motor pathways. Obviously, I favor the latter 
view, if for no other reason than that the hypothalamic 
activation of a specific hunger drive has been rejected. 

Prepotent responses ofindividtlal animals 

Although hypothalamic location does not provide a good 
indication of the behavior that will be elicited, an examina- 
tion of the data obtained from a large number of animals 
does suggest a pertinent factor. We  have observed that, 
when both of two hypothalamic electrodes in an animal 
elicit stimulus-bound behavior, it is highly probable that the 
behavior will be the same in quality, even though the an- 
atomical location o f  the electrodes may be widely disparate (cf., 
exceptions listed under Anatomical Analysis). This was true 
of animals that initially exhibited only one behavior such as 
drinking, eating, or wood gnawing, as well as animals that 
exhibited two or more behaviors from the same electrode 
(Valenstein and Cox, 1970). On occasion, animals exhibited 
such uncommon stimulus-bound behavior as, for example, 
food-shuffling with the forepaws or tail-preening, and these 
relatively rare behaviors also tended to be displayed from 
both electrodes, even though their hypothalamic location 
was quite different. Apparently the response or responses 
that are prepotent in a given animal are those likely to be 
expressed in stimulus-bound behavior, which implies not 
that different electrodes in an animal always elicit the same 
behavior, but rather that some factor, which might be 
called an animal's "response hierarchy," must be considered 
in an evaluation of results. This point is particularly relevant 
to data collected &om those multiple "strut" electrodes, in 
which several sites can be explored along a common anteri- 
or-posterior plane in a single animal. In such preparations, 
there is the danger that a number of sites, obtained from 
relatively few animals, can exaggerate the impression that 
a given behavior pattern is associated with a particular 
anterior-posterior plane in the hypothalamus. 

As noted, we and others have observed instances in which 
two electrodes in a given animal may elicit different behav- 
ior (Valenstein et al., 1969b), but some of these cases may 
reflect the fact that selective experience has been provided. 
A study still in progress illustrates the possible relevance of 
special "training" (Valenstein, in preparation). Animals 
which initially exhibited only one stimulus-bound behavior 
have been compared after two different training procedures. 
Half the animals received a large number of additional tests, 
with only the one initially chosen goal object present; the 
other animals were provided with comparable time in the 
test chamber, but received no stimulation experience while 
there. Both groups were then stimulated in the absence of 

their preferred goal object until a second stimulus-bound 
behavior pattern emerged. After a second behavior ap- 
peared, the animals were tested in a competitive skuation, 
with both goal objects present. Those that had received the 
extra stimulation experience, with only the preferred goal 
object available, exhibited a stronger preference for the first 
behavior and displayed the second behavior relatively in- 
frequently. This important result indicates that repetition 
of the response in the presence of the eliciting stimulation 
strengthens the bond between the two. It is evident that the 
significance of examples of different behavior elicited from 
two electrodes in the same animals cannot be determined 
unless details of the training procedure are provided. It is 
not, however, suggested that this is always the explanation 
for the elicitation of different behaviors in our animals. 

Prepotent responses characteristic of the species 

The behavior elicited by hypothalamic stimulation does 
not consist of any arbitrary response that may be dominant 
at a given moment. The responses evoked are well-estab- 
lished motor responses that are especially significant to the 
species, as well as the individual animal. This has become 
even more evident as a result of some recent collaborative 
work with A. G. Phillips (Phillips et al., 1969). 

The subjects were rats with electrodes implanted at dif- 
ferent sites throughout the hypothalamus. These animals 
were tested in a Plexiglas chamber 60 cm in length in which 
photocells were placed close to each end. If the animal acti- 
vated the photocells at one end (ON side), it received con- 
tinuous hypothalamic stimulation until it interrupted the 
photocell beam at the other end (OFF side) to terminate the 
stimulus. In a matter of minutes, the animals learned to self- 
stimulate and to control the duration of stimulation by run- 
ning back and forth. A variety of objects (food pellets, rub- 
ber erasers, wooden dowel sticks, and molding strips) was 
then distributed throughout the O N  side of the chamber. 
All the animals that self-stimulated reliably (19 out of 22) 
began to pick up objects, carry them to the OFF side, and 
deposit them there as soon as the stimulus terminated. No 
animal carried objects from the OFF to the O N  side, nor 
did any carry objects when not stimulated. The inedible as 
well as the edible objects were transported, and on a few 
occasions an animal even carried its own tail. In the number 
and kinds of objects carried, rats that had never exhibited 
specific stimulus-bound gnawing or eating behaved like 
those that had. Food-deprived animals self-stimulated at 
higher rates and consequently carried more objects per unit 
of time, but they did not show a preference for edible items. 

In an extension of this study (Valenstein et al. 1970), the 
O N  side of the chamber was divided in half, lengthwise, 
with a Plexiglas partition. After training, the animals were 
first tested without objects, and could self-stimulate by 



entering either half. Objects were placed in the least-pre- 
ferred side; the data indicate a unanimous preference for 
stimulation with an opportunity to carry objects back over 
stimulation alone. These results resemble Mendelson's re- 
port (1966) showing that satiated rats prefer the combina- 
tion of food and brain stimulation to brain stimulation 
alone. Apparently, brain stimulation does not fully activate 
all the neural circuits responsible for reinforcement. Execu- 
tion of a stimulus-bound response provides reinforcement 
over and above that produced by hypothalamic stimulation. 
According to one view (which I do not share), this evidence 
that elicited object-carrying is reinforcing requires the 
addition of another specific drive system to the ever-grow- 
ing hypothalamic list. 

We  also calculated the average duration of the stimula- 
tion and nonstimulation periods selected by the animals and 
programed the equipment to deliver these durations in a 
regular sequence without regard to the animal's behavior 
or location (Phillips et al., 1969). Initially, animals that hap- 
pened by chance to be at the previous O N  side when stimu- 
lated, picked up and carried objects to the opposite side; 
those stimulated on the previous OFF side seldom did so. 
Within several minutes, all carrying behavior stopped, and 
animals that previously had exhibited stimulus-bound eating 
or wood-gnawing reverted to these behaviors, but those 
that had previously displayed only general locomotor ex- 
ploratory behavior did not orient to the objects. Object- 
carrying appears, therefore, only when the moment of 
stimulation bears some regular relationship to the animal's 
behavior, location in the environment, or both. 

Two other facets of this study should be mentioned brief- 
ly before the implications of this research are discussed. A 
group of rats was reared to maturity in our laboratory on 
an exclusively liquid diet. Hypothalamic electrodes were 
then implanted, and the animals were tested with wooden 
objects in the Plexiglas chamber. These animals, which had 
had no contact with manipulable objects other than their 
own bodies and feces, carried objects as efficiently as did the 
normally reared animals. Similarly, Slonim (1965) has re- 
ported that the golden hamster (Hemicricetus auratus), reared 
with only liquid food available, stores food at the same age 
and with the same intensity as do normally reared animals. 
In contrast, guinea pigs reared under normal laboratory 
conditions, with food pellets available, self-stimulated by 
running back and forth in the test chamber, but they never 
carried objects, although they occasionally ate during stimu- 
lation. 

It is well known that rats carry objects related to hoard- 
ing, nest building, and retrieving of young. They also carry 
objects that have no obvious utility at all. Under natural 
conditions, whether engaged in food hoarding or various 
aspects of maternal behavior, the transporting of objects is 
invariably from a more open and vulnerable location to one 

that is relatively familiar and protected. In this context, it 
should be noted that Eibl-Eibesfeldt (1961) has stressed the . 7 

fact that a home or sleeping site must be established in a new 
environment before carrying behavior is displayed. 

Summarizing these experiments, the evidence suggests 
that object-carrying by the rat should be viewed as a pre- 
potent, adaptive response that can be incorporated into 
more complicated behavior patterns that serve the purposes 
of specific motivational states related to hunger and mater- 
nal behavior. It is important, however, to recognize the 
independent existence of this basic response unit. The rats 
that are carrying objects in our studies are not hoarding 
food, building nests, or retrieving pups. Although object- 
carrying can be elicited from widely disparate hypothalamic 
sites, the rat does not carry objects unless the stimulation 
presentations are consistent with the establishment of a 
structure meaninghl to its environment. Collectively, these 
results stress the importance of our viewing the elicited be- 
havior in terms of prepotent, species-specific response pat- 
terns and the environmental conditions that normally elicit 
them in an aroused animal. The accumulation of ethological 
information relevant to these responses is likely to be more 
valuable than interpretations based only on presumed moti- 
vational states. It may also be necessary to explore ways to 
determine the prepotent responses characteristic of individ- 
ual animals in order to understand the behavior elicited by 
stimulation (Valenstein, 1970). 

Conclusions and theoretical speculations 

The main conclusions drawn for elicited object-carrying 
are applicable to other stimulus-bound behavior. I. Stimu- 
lus-bound eating, drinking, or gnawing do not involve 
hunger, thirst, or gnawing drives as generally concep- 
tualized, but seem to be derived from conditions that excite 
the neural substrate underlying existing prepotent species- 
specific responses ("fixed action patterns"). 2. Discharging 
this sensitized or excited substrate is reinforcing, and it can 
provide the motivation to engage in instrumental behavior, 
which is rewarded by the opportunity to make the response. 
The execution of the response is not reinforcing because it 
decreases some "hypothalamic drive state," but rather be- 
cause of the discharge of the excited substrate underlying 
the response. When the presence of an external goal object 
such as food or water is essential to the execution of the 
response, the elicited behavior has been considered stimulus- 
bound. Evidence was provided, however, that many in- 
stances of elicited locomotion and bodily oriented behavior 
should be included in the same class of phenomena. 

The consequences of hypothalamic activation at a particu- 
lar locus are not limited to only one behavior pattern. The 
effect is more general than that, but it is not without direc- 
tion or limits. It appears likely that the activational state 
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that produces attack behavior (Hunsperger, 1965; Flynn, 
1967) is different from that associated with eating and drink- 
ing. Stimulation of the ventromedial hypothalamic nucleus 
in the rat may evoke aggressive attack, but in our experi- 
ence it does not produce eating or drinking. It is possible 
that under some conditions different states may be simul- 
taneously activated, as Hutchinson and Renfrew (1966) 
reported that they could obtain both eating and attack be- 
havior from stimulation of the same hypothalamic point in 
the cat, but this may be a common association only in preda- 
ceous animals. Von Holst andvon Saint Paul (I  963) referred 
to the general states elicited by electrical stimulation as 
"moods." Hypothalamic stimulation appears to be inducing 
a state that is functionally related to a group of responses. It 
is unlikely that cellular elements at the hypothalamic level 
are all irrevocably tied to only one response system. Under 
more natural conditions, there are neural, humoral, and 
systemic cues at numerous physiological levels that identify 
the state more specifically and are responsible for the sensi- 
tization of particular response patterns. 

Figure 2 attempts to summarize some of the relationships 
that have emerged from the experimental results. Hypo- 

Cues associated with specific 
\need states: CNS,  humoral! 

ed action potterns 

FIGURE 2 Reinforcement of motor patterns. Schema 
illustrates the relationships between the "reinforcing brain 
systemu and the response system, as suggested by exper- 
imental results. 

thalamic activation (1) has the capability of exciting the sub- 
strate of a number of "fixed action patterns." The motor 
patterns excited will consist of those responses that, in a 
given species, are related to the state induced by the particu- 
lar hypothalamic activation. The specific response that is 
elicited will depend on the relative prepotency of the dif- 
ferent responses. The prepotency may reflect the differential 

sensitizing influence of the internal conditions associated 
with specific biological needs, but it has proved difficult to 
demonstrate that this has more than a temporary influence 
on the behavior elicited by stimulation. It is likely that 
"built-in" characteristics of individual animals, interacting 
with the modulating inputs from the environment, are the 
major determinants of the responses that are elicited. The 
opportunity to engage in the response is reinforcing, which 
has been schematized in Figure 2 by the depiction of a 
pathway (2) that has the capacity to activate the "reinforcing 
brain system." This sequence-that is, hypothalamic 
activation followed by the execution of the response-leads 
to a strengthening of the association, as illustrated by the 
connection (3). It may be important to note that this asso- 
ciation is not strengthened by the existence of a temporal 
contiguity alone. If a response such as eating is displayed as a 
result of food deprivation, a bond will not be established 
with concurrent hypothalamic stimulation (Valenstein and 
Cox, 1970). Apparently, connection (3) in the diagram is 
effective in strengthening only those preceding responses 
just activated via a hypothalamic pathway. Lastly, the dia- 
gram indicates that instrumental responses may be elicited 
if they are followed by activation of the "reinforcing brain 
system," as in the self-stimulation experiments, or if they 
make it possible to obtain the reinforcement associated with 
the discharge of a sensitized response system. Under physi- 
ological conditions, when the cues associated with specific 
need states are present, the diagram indicates that there will 
be an increase in the excitation level of both the substrate 
for the "built in" appropriate consummatory responses and 
the particular learned responses that are capable of placing 
the animal in a position to exercise these consummatory 
responses. 

The advantage to be gained from such a model is that the 
emphasis is shifted to the motor system and the reinforce- 
ment produced by the feedback from the response. It is 
commonly accepted that it is necessary to postulate an aver- 
sive component of a drive or need state. The animal's moti- 
vation, it is assumed, derives from the elimination of this 
aversive component. Conceivably, this is an unwarranted 
generalization from extreme states of bodily need. The con- 
cept of drive is justified as a means of denoting that an ani- 
mal's response to a class of stimuli may vary as a function of 
time since last contact with such stimuli, but it would be 
interesting to entertain the notion that specific drives, such 
as hunger, gain their identity, at least in part, through an 
anticipation that the act of eating will be especially rein- 
forcing at a particular time. 

An earlier publication (Valenstein, 1966) stressed the 
<<. immediate reinforcement" produced by afferent neural 
patterns resulting from external stimulation. This "direct" 
activation of the reinforcing brain area was postulated as a 
mechanism to explain how some stimuli (e.g., food) could 



have motivational consequences that d o  not depend on 
feedback fiom the biological consequences of interaction 
with the stimulus (e.g., digestion and utilization). At that 
time, it was suggested that one of the main functions of 
"drives states" was to act as "gating mechanisms," which 
direct afferent neural impulses and thereby determine their 
ability to activate reinforcing neural areas. Figure 3 sum- 

\Cues associated wnh speclf~c 
Relnforc~ng Afferent Input need states CNS. humoral 

systemic -2' 

Preceding 
instrumental and 

consummatory responses 

FIGURE 3 Role of sensory input. Schema illustrates the 
relationship between specific need states and the "immediate 
remforcement" produced by sensory input. 

marizes the stimulus aspect of the problem and illustrates 
one way of schematizing the process of reinforcement of 
responses that maintain the animal's contact with the rein- 
forcing stimulus. Pathway 1 indicates that the capacity of 
sensory input to have reinforcing consequences depends on 
the "gating" accompanying specific need states. Pathway 2 
is a schematic representation of the fact that the responses 
preceding the activation of the "reinforcing brain systemy' 
will be strengthened. 

The present position, which stresses feedback accompany- 
ing the execution of responses, is meant to supplement 
rather than to replace the view that stresses the "immediate 
reinforcement" derived from sensory input. W e  speak of 
drives at those times when a configuration of stimuli and 
responses are most reinforcing. Normally, these configura- 
tions are meaningful in terms of some biological need, but 
that is only because this is a requirement for survival. The 
behavior of  the individual animal at any given time may be 
guided by much more hedonistic principles. 
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22 Plasticity in the Autonomic Nervous System: 

Instrumental Learning of 

Visceral and Glandular Responses 

L E O  V. D I C A R A  

MANY BELIEVE that the autonomic nervous system, which 
mediates involuntary glandular and visceral responses, can 
be modified only by classical conditioning and not by the 
instrumental learning procedures employed in the training 
of voluntary skeletal responses. This belief has led to the 
notion that instrumental learning and classical conditioning 
are two basically different phenomena, with different neuro- 
anatomical and neur~physiolo~ical substrates. Establishing 
the truth or falsity of these traditional beliefs is of funda- 
mental significance for theories of learning, for understand- 
ing the biological basis of learning, and for questions re- 
lated to medicine. I would like to present the results of re- 
cent experiments which demonstrate that the control of 
visceral activities such as heart rate and the flow of urine 
can be learned in the same manner that skeletal responses 
can be learned. 

Until recently, the experimental evidence on instrumen- 
tal learning of visceral responses has been limited to ex- 
ploratory or unpublished studies and vague references to 
the Russian literature (see Mowrer, 1938; Skinner, 1938). 
Recently, reports of success and of failure (Mandler et al., 
1962; Harwood, 1962) have appeared. These experiments 
were reviewed and summarized by Kimmel (1967) and 
Katkin and Murray (1968). 

A major problem encountered in research on the instru- 
mental modification of visceral responses is that the ma- 
jority of such responses are altered by voluntary responses 
such as tensing of specific muscles or changing the rate or 
pattern of breathing. One way to circumvent this problem, 
in animals at least, is to abolish skeletal activity by curare- 
like drugs such as d-tubocurarine; these interfere pharma- 
cologically with the transmission of the nerve impulse to 
the skeletal muscle but do not affect the neural control of 
autonomically mediated responses. 

Curarized subjects cannot breathe and must be artificially 
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respirated, and, because they cannot eat or drink, the pos- 
sibilities for rewarding them in a training situation are some- 
what limited. As is well known, however, training of in- 
strumental skeletal responses can also be accomplished either 
by using direct electrical stimulation of rewarding areas of 
the hypothalamus, or by allowing escape from and/or 
avoidance of mildly noxious electric shock. Recent ex- 
periments in curarized animals with the use of these tech- 
niques have shown that either increases or decreases can be 
produced by instrumental procedures in visceral responses 
such as heart rate (Trowill, 1967; Miller and DiCara, 1967; 
Hothersall and Brener, 1969), intestinal motility (Miller and 
Banuazizi, 1968), blood pressure (DiCara and Miller, 1968a), 
vasomotor responses (DiCara and Miller, 1968b, 1968c), and 
urine formation (Miller and DiCara, 1968). Several investi- 
gators have reported similar instrumental learning of heart 
rate and blood pressure in man (Brener, 1966; Engel and 
Hansen, 1966; Engel and Chism, 1967; Shapiro et al., 1969) 
and have started to employ in the therapy of certain human 
cardiovascular disorders the powerful techniques used suc- 
cessfully in the animal experiments (Engel and Melmon, 
personal communication). 

Similarity between the learning ofskeletal and 
that of visceral responses 

In an experiment reported by Miller and DiCara (1967), we 
showed that curarized rats could be trained either to in- 
crease or to decrease their heart rates in order to obtain 
direct electrical stimulation of the medial forebrain bundle 
in the hypothalamus. By rewarding changes in the desired 
direction during the presentation of light and tone signals, 
we finally taught the rats to increase or decrease heart rate 
by approximately 20 per cent. In this experiment, we con- 
trolled the possibilities of experimenter bias by flipping a 
coin, after all the adjustments had been made in the respi- 
rator, to determine the direction of heart rate to be re- 
warded. Figure 1 shows the heart-rate changes induced over 
the first 90-minute training period, most of which were in 
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FIGURE 1 Learning curves for groups of curarized rats rewarded 
with intracranial brain stimulation for either increases or decreases 
in heart rate. (From Miller and DiCara, 1967.) 

the form of an over-all increase or decrease. With prolonged 
training, however, the rats learned to respond more quickly 
and specifically. Thus the sample record from one rat in 
Figure 2 shows, at the beginning of discrimination training, 
no appreciable reduction in heart rate that is specific to the 
light and tone stimuli. Consequently, considerable time 
passed afier the onset of these stimuli before the rat met the 
behavioral criterion and received the brain stimulation re- 
ward. By the end of the discrimination training, however, 
heart rate slowed, and the reward was delivered, almost im- 

mediately after stimulus onset. These facts make it clear that 
instrumental heart-rate learning, as with instrumental 
skeletal learning, can be brought under the control of a 
discriminative stimulus. 

In a different experiment, we demonstrated that heart- 
rate learning showed another of the important properties 
of the instrumental learning of skeletal responses-it could 
be remembered (DiCara and Miller, 1968d). Rats given a 
single training session for heart-rate increase (or decrease) 
exhibited reliable changes in the proper direction when re- 
tested under curare in the experimental situation for the 
first time three months later. Similar results have been re- 
ported by Hothersall and Brener (1969), who also provide 
evidence for progressive improvement as a function of daily 
training sessions. 

In the above experiments, the reward was direct electrical 
stimulation of the brain. Miller and I have also conducted 
an experiment using the second of the two forms of 
thoroughly studied reward that can be conveniently used 
with curarized rats, namely, the escape from and/or avoid- 
ance of mild electric shock (DiCara and Miller, 1968e). 
W e  presented a shock signal to the rat for five seconds, afier 
which brief pulses of mild electric shock were delivered to 
the rat's tail. During these five seconds, the rat could turn 
off the signal and avoid the shock by making the correct 
heart-rate responses. If it failed to do so, the shocks con- 
tinued until the rat "escaped" by making the correct re- 
sponse, which immediately turned off both the shock and 
the shock signal. For half of the rats, the shock signal was a 
tone and the safe signal a flashing light; for the other half, 
these cues were reversed. During training, equal numbers 
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FIGURE 2 Electrocardiogram at the beginning and at the end of 
discrimination training of a curarized rat rewarded for slow heart - 
rate. Slowing of heart rate is rewarded only during a "time-in" 
stimulus (light and tone). (From Miller and DiCara, 1967.) 



of shock and safe signals were randomly interspersed with tween particular positive and negative cues in a bar-pressing 
so-called "blank" trials-those without signals or shocks. response exhibit the best discrimination when the same cues 
The results of this study are shown in Figure 3. Rats re- are used for the visceral response of increased or decreased 

heart rate (Miller and DiCara, 1967). 
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FIGURE 3 Changes in heart rate during avoidance training. (From 
DiCara and Miller, 1968e.) 

warded by escape or avoidance for increasing their heart 
rate learned to increase it, whereas those identically re- 
warded for decreasing their heart rate learned to decrease it. 
The learning began with a general change in base line, as 
indicated by the blank trials. As training progressed, how- 
ever, the shock signal came to elicit a progressively greater 
change in the rewarded direction and the safe signal a sta- 
tistically reliable change in the opposite direction, toward 
the base line. 

These results indicate that the instrumental learning of 
heart rate does not require a particular type of reward, such 
as electrical stimulation of the brain, but can be reinforced, 
as in other instrumental situations, by the withdrawal of a 
noxious stimulus. Banuazizi (1968) has reported similar dis- 
crimination learning of an intestinal response in curarized 
rats reinforced by the avoidance of mild electric shock. 

In fact, all the phenomena tested thus far have been found 
to be similar for the instrumental learning of skeletal re- 
sponses and that of visceral responses. Two additional 
examples can be cited. First, learned visceral responses, as do 
learned skeletal responses, progressively weaken, or exper- 
imentally extinguish, when a series of training trials is pre- 
sented without reward (DiCara and Miller, 1968e). Second, 
an animal that has learned to use a particular cue as the 
positive stimulus for the performance of a given skeletal 
response and another as the negative stimulus readily learns 
to use these same cues in the same roles for a second discrim- 
ination that provides the same reward but requires a differ- 
ent skeletal response; similarly, rats that discriminate be- 

Specijcity oflearning 

The studies mentioned above demonstrate that the same 
reward can produce opposite visceral changes, whlch rules 
out at once the possibility that the heart-rate learning was 
produced by some unconditioned or innate effect of the re- 
ward. Furthermore, because the rats were completely 
paralyzed, as determined by electromyographic recordings, 
any obvious voluntary skeletal mediation is ruled out. 
What has not yet been eliminated is that the rat learned a 
general pattern of brain activation, or some particular initia- 
tion of impulses from the motor cortex that would have 
produced struggling skeletal movements had the motor 
endplates not been paralyzed by curare. As we pointed out 
in one of our first papers (Miller and DiCara, 1967), per- 
haps our training resulted in such central impulses, and the 
innate, or classically co?ditioned, effect of the central com- 
mands to struggle changed the heart rate. Three experi- 
ments that seem to have eliminated such a possibility can be 
described. 

Miller and Banuazizi (1968) compared the instrumental 
learning of intestinal contractions with that of heart rate. 
Intestinal motility was recorded by means of a water-filled 
balloon inserted beyond the anal sphincter; changes in in- 
testinal tone thus converted to changes in water pressure 
were measured by a pressure transducer connected to a tube 
attached to the balloon. The results are shown in Figures 4 
and 5. The group rewarded for increases in intestinal con- 
tractions learned an increase, the group rewarded for de- 
creases learned a decrease, but neither group showed an ap- 
preciable change in heart rate (Figure 4). Conversely 
(Figure 5), the group rewarded for increases in heart rate 
showed an increase, the group rewarded for decreases 
showed a decrease, but neither group showed a change in 
intestinal contractions. A statistically reliable negative cor- 
relation showed that the better the rewarded visceral re- 
sponse was learned, the less change occurred in the other, 
nonrewarded response. These results demonstrated that the 
instrumental learning of two visceral responses can occur 
independently of each other and can be made specific to the 
response rewarded; they also clearly rule out the possibility 
that the learning was mediated by some general reaction, 
such as arousal or a shift in sympathetic-parasympathetic 
balance. 

We  decided to test the unlikely possibility that the Miller 
and Banuazizi rats learned to direct toward skeletal muscles 
certain motor commands that affect intestinal contractions 
but not heart rate when intestinal changes are rewarded, and 
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to direct toward the skeletal muscles other commands that 
affect heart rate but not intestinal contractions when heart 
rate changes are rewarded. We therefore trained rats under 
curare to alter heart rate and tested them later in the non- 
curarized state, reasoning that one might find muscle move- 
ments as well as heart-rate training in the noncurarized state 
(DiCara and Miller, 1969). The results indicated that both 
increases and decreases in heart rate of approximately 10 per 
cent, learned while under curare, transfer to the non- 
curarized state, but without correlated differences in respi- 
ration or other muscle activity. 

Because of considerable evidence for normal interde- 
pendence of somatic motor and cardiovascular responses 
(Brener and Goesling, 1968; Black, 1967; Obrist et al., 
1969), it is necessary to show that somatic-motor events do 
not mediate the response changes found in each experiment 
on visceral learning. In one of our more recent experiments, 
we showed that curarized rats not only make specific 
cutaneous vasomotor responses independently of changes in 
heart rate and blood pressure, but can even learn to produce 
these in the right ear and not the left (DiCara and Miller, 
196%). Another experiment on specificity showed that the 
p-p and p-r intervals of the rat electrocardiogram can be in- 
dependently instrumentally conditioned (Fields, 1970.) 
This degree of specificity of visceral learning, which may 
surprise those persons who hold the traditional belief 
that the autonomic nervous system is less plastic than the 
cerebrospinal system, may be related to the evidence that 
various visceral responses have specific representation, 

roughly analogous to that of skeletal responses, in the 
cerebral cortex (Chernigovskii, 1967). 

Behavioral consequences 
ofiizstrumental heart-rate training 

Although the foregoing experiments demonstrate that 
visceral learning can be specific, under some circumstances 
the training procedure produces interesting generalized be- 
havioral effects. For example, in handling the rats that had 
just recovered from curarization, I noticed that those that 
had been trained to avoid electric shock by increasing their 
heart rate were more likely to squirm, squeal, and defecate 
than were those that had been trained to reduce their heart 
rate. Could the instrumental learning of heart-rate increase 
have produced some unexpected additional effects, perhaps 
on the rat's level of activation or reactivity? To answer this 
question, Weiss and I used a modified shuttle-avoidance re- 
sponse to test the rats that had been subjected to curarized 
heart-rate training (DiCara and Weiss, 1969). In this ap- 
paratus, a danger signal warns the rat to run from one com- 
partment to another before a specified time interval passes 
in order to avoid a foot shock. Previous work has shown 
that learning in this apparatus is an inverted, U-shaped func- 
tion of the strength of the shocks; excessive shocks elicit 
emotional, instead of running, behavior (Theios et al., 
1966). Weiss and I trained our rats in this apparatus, using an 
optimal shock level for normal animals (0.3 milliampere), 
and found that rats previously rewarded for decreasing their 

L E A R N I N G  O F  V I S C E R A L  A N D  G L A N D U L A R  R E S P O N S E S  221 



heart rates learned very well, but those rewarded for in- 
creasing their heart rate learned extremely poorly, as if 
their reactivity or en~otionality had been greatly increased. 

Other examples ofunconventional learning 

ELECTRICAL ACTIVITY IN THE CENTRAL NERVOUS SYS- 
TEM Elsewhere in this book, Fox summarizes experiments 
in which instrumental techniques have been used to alter 
the amplitude of various components of the electrical re- 
sponse evoked from the brains of animals (Fox and Rudell, 
1968) and men (Rosenfeld et al., 1969). The spontaneous 
cortical waves (Carmona, 1967) and hippocampal theta 
waves (Black et al., 1970) have similarly been modified by 
instrumental techniques. 

GLANDULAR RESPONSES The rate at which urine is 
formed by the kidney can be altered through learning 
(Miller and DiCara, 1968). Using rats, we placed catheters 
permanently in the bladder and counted, with an electronic 
device, the drops of urine formed each minute. In order to 
secure the high rate of urine formation required for prompt 
detection and rewarding of small changes in flow, the rats 
were loaded with water by infusion through another 
catheter in the jugular vein. To  determine how the change 
in rate of urine formation was achieved, we measured 
glomerular filtration by the use of 14C-inulin, and rate of 
renal blood flow by the use of tritiated p-aminohippuric 
acid. The results show that curarized rats learn to increase or 
decrease the formation of urine in order to obtain electrical 
stimulation of the brain, and that they do so by changing 
renal blood flow. These blood-flow changes were not ac- 
companied by changes in heart rate or blood pressure, so 
they must have resulted from vasomotor changes in the 
renal arteries. The vasomotor responses measured in the 
tail were the same in both the increase and decrease groups. 

POSSIBLE ROLE OF INSTRUMENTAL VISCERAL LEARNING 
IN HOMEOSTASIS Because skeletal responses mediated by 
the cerebrospinal nervous system operate on the external 
environment, the ability to learn responses that bring re- 
wards such as food, water, or escape from pain has survival 
value. To what extent does regulation ofthe internal visceral 
responses by the autonomic system have a similar adaptive 
value? Will an animal with experimentally altered internal 
homeostasis perform the instrumental tasks necessary to 
correct the imbalance? In a two-part experiment designed 
to test this question we (Miller, DiCara, and Wolf, 1968) 
injected antidiuretic hormone (ADH) into rats if they 
selected one arm of a T-maze, and isotonic saline if they 
selected the other. One group of normal animals, loaded 
with water by stomach tube in advance, learned to select 
the saline arm; choice of the ADH arm would have pre- 

vented the excess-water secretion required for restoration 
of water homeostasis. By contrast, a group of rats with 
diabetes insipidus and stomach-tubed with hypertonic NaCl 
in advance regularly chose the ADH arm. For this group 
the homeostatic consequences of the injections are reversed: 
ADH causes concentration of urine, thus promoting excre- 
tion of the excess NaCl, but isotonic saline merely pro- 
duces further homeostatic imbalance. The control rats re- 
ceived neither water nor NaCl and exhibited no preference 
in the maze. 

These instrumental responses aimed at correcting internal 
homeostatic imbalance would appear to be no less adap- 
tive than those learned skeletal responses that are directed 
toward altering the relationship of the animal to its external 
environment. Taken together with the other evidence that 
glandular and visceral responses can be instrumentally 
learned, these data raise the question of the degree to which 
animals normally learn the various autonomic responses re- 
quired to maintain proper homeostatic levels. Whether 
such learning actually occurs may depend on whether the 
innate homeostatic mechanisms permit deviations large 
enough to function as a drive. Most innate controls may 
normally be so precise as to make learning impossible, but 
in abnormal circumstances or in pathological conditions 
where they falter, visceral learning rewarded by a return to 
homeostasis might be available as an alternative mechanism. 
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23 Spontaneous Electrical Brain Rhythms 

Accompanying Learned Responses 

W. R. A D E Y  

THE HIGHER NERVOUS CENTERS of all vertebrates and many 
invertebrates are characterized by aggregates of nerve cells, 
collected in ganglia with distinctive morphological arrange- 
ments, and at the head end of the organism. The morphol- 
ogist has studied their organization by dissection, at first 
grossly with the naked eye and, by ever-finer degrees, 
through microscopy of tissues. Sectioning of tissue in 
search of elemental aspects of its organization has been a 
pervasive concept not.necessarily restricted to morpholog- 
ical studies. Just as a histological section may be regarded as 
a "time slice" that permanently isolates a tissue fragment at 
a particular moment in the vast ebb and flow of itsmetabolic 
exchanges, so too has the physiologist sought tradtionally 
to isolate and simplify functional organization in cerebral 
ganglia. He has hoped thereby to reveal essential aspects of 
information transaction in these ganglia, stripped of elec- 
trical activity that continues in all their waking and sleeping 
states. 

Through dissections suggested by his anatomist col- 
leagues, or with the aid of anesthetic agents, the physiologist 
has minimized the intrusion of so-called "spontaneous" 
electrical activity, in order that he may better study single- 
cell discharges evoked by central or peripheral stimuli, or 
the characteristics of evoked potentials elicited on an essen- 
tially silent electrical background. It is inherent in such an 
approach that so-called spontaneous activity is viewed as 
noncontrib~tor~ in processes of information transaction, or 
that it contribute in only minor or secondary ways. In this 
connection, the cortical EEG has been described as a mere 
noise in cerebral tissue and, even until quite recently, as 
arising in metabolic aspects of brain function. 

In seeking a relationship between gross electrical rhyth- 
mic activity of central nervous structures and the trans- 
action of information, it is, of course, necessary that the 
test stimuli be presented with strictly known time relations 
to the EEG record, and that these stimuli be effective in 
activating central sensory pathways. Yet it is important to 
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avold contamination of the spontaneous activity by recur- 
rent, brief, evoked responses to transient stimuli. These can 
elicit an entrainment of the evoked response, with evocation 
of late components in the poststimulus period. They may 
be difficult to distinguish from altered background activity 
attributable to a changing "set" of attention, rather than 
specifically to the processing of information (Adey, 1969c; 
Walter et al., 1967a). It may further be emphasized that we 
do not live in a tachistoscopic world. If saccadic interrup- 
tions of sensory volleys do indeed play a role as a modulat- 
ing process essential to information processing, then these 
normally occur centrally, or are at least under fine central 
control, as in eye movements essential to perception (Adey, 
1969b; Ditchburn, 1963). 

Our attempts to understand brain electrical rhythms 
demand that we look more closely at their origins. It is no 
longer seriously proposed that theEEG arises as the envelope 
of the firing of nerve cells, but we do not know with cer- 
tainty any general laws that might relate the firing of a 
neuron to a particular phase of concurrent EEG waves in 
the same domain of tissue. Such relationships are more easily 
defined in relation to evoked potentials (Fox and O'Brien, 
1965) and to specialized aspects O ~ E E G  activity, as in spindle 
waves of sleep (Creutzfeldt et al., 1964; Creutzfeldt et al., 
1966) or in electrical activity of isolated cortex (Frost, 1968), 
than to the wave activity of the awake brain, as in hippo- 
campal theta trains (Noda et al., 1969) or in cortex of un- 
anesthetized pretrigeminal preparations (Frost and Elazar, 
1968). 

Our knowledge of the origins of the EEG now rests on 
considerable information from intracellular recording, 
which has revealed very large waves, many millivolts in 
amplitude, in many cortical regions (Fujita and Sato, 1964; 
Creutzfeldt et al., 1965; Jasper and Stefanis, 1965). These 
waves have a frequency spectrum similar to the much small- 
er EEG recorded simultaneously by gross electrodes at the 
same point, but are typically incoherent with this EEG 
(Elul, 1964, 1967a, 1967b, 1968). Even here our ability to 
extrapolate further is quite limited. Is the large intraneuronal 
wave totally attributable to postsynaptic potentials from 
impinging synaptic volleys, or is it in certain aspects an 
oscillation in membrane potential endogenously induced in 



each neuron? How does the firing of a cerebral neuron re- 
late at its threshold to the concurrent intracellular wave? 
Does the small extracellular field arising from volume con- 
duction of large intracellular waves significantly mddify 
excitability of neurons in the tissue which it pervades 
(Nelson, 1967)? Parenthetically, but by no means unimpor- 
tantly, do non-neural cellular elements also play a part in the 
wave events so characteristic of unceasing cortical activity 
(Karahashi and Goldring, 1966)? The EEG appears to arise 
in major degree from intracellular waves generated by a 
population of cells. We shall pursue further the mathemat- 
ical models that best describe relations between a population 
of contributing generators and the EEG, considered as a 
volume-conducted sum of these generators. 

The following discussion will also be concerned with 
consistent patterns that have been detected in these volume- 
conducted integrals recorded at the brain surface or on the 
scalp, as concomitants of specific psychological perform- 
ances. Their regular occurrence and reliable detection by 
pattern-recognition techniques (Hanley et al., 1968; 
Berkhout et al., 1969b) again direct our attention to this 
question of rigorous ordering of the electrical events in 
cerebral extracellular space, even when these extracellular 
processes are recorded as the summed activity of a neuronal 
population and are but a small fraction of the intraneuronal 
wave events from which they arise. 

Clearly, detection of these ordered patterns does not 
imply that the volume-conducted EEG itself may directly 
modify excitability of neurons in its contributing popula- 
tion, but does indicate that the EEG can provide a useful 
window on cellular slow waves. Our studies have related 
retrieval of stored information to conductive changes in 
cerebral tissue and, thus, to altered membrane surface and 
intercellular conductance (Adey et al., 1966b). These cor- 
related wave and conductance phenomena during informa- 
tion transaction and retrieval have led us to investigate 
macromolecular (mucopolysaccharide and mucoprotein) 
structures at neuronal surfaces during excitation (Wang et 
al., 1966; Wang et al., 1968; Adey et al., 1969; Tarby et al., 
1968 ; Hafemann et al., 1969). 

The nature ofspontaneous cerebral electrical rhythms: 
characterization ofpopulations of 
neuronal wave generators 

The foregoing discussion has considered the genesis of the 
EEG on the basis of certain physiological phenomena: the 
occurrence of large intraneuronal waves, with spectral 
density distributions closely resembling those in the con- 
comitant EEG (Elul 1964, 1967a, 1967b; 1968) ; a reduction 
in wave amplitude by a factor of about 200 between intra- 
cellular and extracellular recording sites, thus agreeing with 

measurements of transmembrane conductance (Coombs et 
al., 1959) and of conductance in extracellular fluid (Cole, 
1940) arising in a voltage-divider action; and, typically, a 
lack of coherence between the intraneuronal waves and the 
EEG in cross-spectral calculations. I documented these 
findings at the 1966 Intensive Study Program (Adey, 1967), 
and briefly summarize them here. It was concluded that the 
EEG arises as the sum of volume-conducted activity from a 
population of generators obeying Cramtr's (1955) theorem, 
in being largely independent or nonlinearly related and in 
possessing a statistical mean and a finite standard deviation 
(Elul, 1968). 

These studies have focused on the microcosm of the 
single neuronal wave generator in attempts to relate popula- 
tions of such generators to the gross EEG. Such correlates 
as have been detected emphasize the potential for further 
studies to validate EEG recording as a window on phe- 
nomena at the neuronal level. There continue to be signifi- 
cant statistical dangers in spectral analyses attempted on very 
short data segments (Wiener, 1958; Meshalkin and Efrem- 
ova, 1964). The natural desire of the physiologist to seek 
such correlates during a single, brief, behavioral event, or 
in relation to a single EEG episode (Gersch, 1968), such as an 
alpha burst or spindle train, must be tempered by the strong 
probability of falsely positive correlation and coherence 
functions (Blackman and Tukey, 1959; Efremova et al., 
1964). On the other hand, there appears no reason to accept 
the view, so ofien espoused by those persons preoccupied 
with engineering aspects of pulse-coded nerve nets, that 
"the study of brain waves is equivalent to holding an 
oscilloscope probe six feet in diameter up to a computer 
and pronouncing from the resultant wave-form on the 
underlying structure and function" (Harmon, quoted by 
Perkel and Bullock, 1969). 

In pursuing these elusive characteristics of a population of 
wave generators, it is indeed feasible to invert the process 
of sampling individual generators and extrapolating to the 
population as a whole. For example, we may study ampli- 
tude distributions in the EEG and make certain inferences 
about interrelations of the contributing generators within a 
single cortical domain. 

AMPLITUDE DISTRIBUTION STUDIES OF NEURONAL 
WAVES AND OF THE EEG For the past 30years, quantitative 
analysis of the EEG has been based primarily on studies in 
the frequency domain. First by autocorrelation techniques 
and, more recently, by spectral analysis, peaks have been 
detected in the EEG spectral contours. By contrast, the 
implications of the similarity of the EEG and random noise 
have received only scant consideration (Elul, 1969). To the 
communications engineer, noise typically implies degrada- 
tion of information transmission, or its complete absence, 
considered in the context of noisy components and noisy 



transmission paths (Adey, 1969b). Little is known about 
generation of noiselike activity in the brain, and it is con- 
ceivable that, unlike engineering systems, the brain may use 
noisy systems in ways essential for information processing. 
We may well fail to recognize the presence of information 
in such a system if we yield to preconceived notions that 
brain waves are merely noise. 

If the EEG is treated as a stationary, or time-invariant, 
statistical process for brief epochs, its probability distribu- 
tion can be constructed as a histogram of the instantaneous 
EEG amplitude values. As a statistical generalization, trends 
toward a normal, or Gaussian, amplitude distribution may 
be interpreted as indicating a tendency to independence of 
the contributing generators. Studies in our laboratory have 
examined these distributions in intraneuronal waves of the 
cat, and in the scalp EEG of man (Elul, 1967a; Adey et al., 
1966a; Elul, 1969; Elul and Adey, in preparation). 

In all cases so studied, the probability distribution of 
intracellular potential oscillations in cat cerebral cortex was 
non-Gaussian. By contrast, gross EEG activity recorded 
from an adjacent site on the surface of the suprasylvian 
cortex showed a strong tendency to follow a Gaussian 
distribution.We have considered above the likelihood that 
these slow neuronal waves contribute most significantly to 
gross EEG activity. If a large neuronal population were 
oscillating synchronously, the gross EEG would be a simple 
replica of concurrent waves in individual neurons. Because 
the probability distribution of amplitude changes for the 
neuronal wave is non-Gaussian, one might expect that the 
gross EEG would also be non-Gaussian. These observations 
on normal distribution support the view that individual 
contributions of unitary generators cannot be fully synchro- 
nized (Elul, 1969). 

Although the simplest explanation would be based on 
application of the central-limit theorem of statistics 
(Cramtr, 1955), and would postulate complete statistical 
independence of the unitary generators, such a view en- 
counters anatomical and physiological difficulties. Synaptic 
potentials are undoubtedly major contributors to the intra- . - 
cellular waves, and arise in finite and invariate anatomical 
connections. Total independence of the generators is there- 
fore unlikely. A more realistic physiological model would 
involve nonlinear relations between individual wave 
generators. Here, transitions from subliminal to suprali- 
minal states of the generators in neuronal firing might pro- 
vide the requisite nonlinearity (Elul and Adey, 1966). In 
either model, mutual asynchrony of unitary EEG generators 
is supported both by dissimilarities in neuronal and EEG 
amplitude-probability distributions, and by dissimilarities 
in the extracellular micro-EEG recorded in adjoining tissue 
domains only 30 microns apart (Elul, 1962). 

This model of asynchronous unitary generators has been 
tested in a predictive frame from scalp-EEG data from man 

in known behavioral states (Adey et al., 1966a; Elul, 1969; 
Elul and Adey, in preparation). The strongest trends to 
Gaussian distributions would be expected when unitary 
generators are desynchronized; when relations between 
neurons are stronger, as in sleep, the amplitude distributions 
would be'shified away from Gaussian. The EEG in the idle 
subject followed a Gaussian distribution in about two-thirds 
of the epochs analyzed. An EEG sample length of 2.0 
seconds was used, because it was found that effects of inher- 
ent nonstationarity became increasingly serious with longer 
epochs and led to erroneously low estimates of goodness-of- 
fit (Campbell et al., 1967). In sleep, Gaussian trends were 
low in slow-wave and spindle sleep, and were closer to those 
in the awake state in rapid-eye-movement (REM) stages 
(Figure 1). During mental task performance, the non- 
Gaussian activity increased to as much as twice that in the 
idle state (Figure 2, page 228). 

Thus, there appears to be increased cooperative activity 
of neuronal elements in a single cortical domain during 
performance of a mental task. A similar interpretation of 
data from different cortical regions was made by Gavrilova 
and Aslanov (1964), also hsing Gaussian trends in amplitude 
distributions. Not only do these data indicate that amplitude 
analysis of the EEG may provide significant information 
on mental functions; they also suggest that the EEG can be 
validly interpreted in terms ofneuronal synchronization and 
desynchronization. 

PHASE RELATIONS OF NEURONAL FIRING TO CONCUR- 
RENT EEG-WAVE ACTIVITY This problem is obviously 
of great importance to our understanding of information 
processing in the brain. Neuronal waves involve periodic 
depolarization or hyperpolarization of the cell membrane, 
and cell firing occurs on the depolarizing phase of the 
neuronal wave. At this point, however, further study fails 
to reveal any simple relationship between cell firing and 
simultaneous wave processes, whether the latter are viewed 
at the level of the neuronal wave or the gross EEG. It is only 
when cerebral organization is stripped of its essential com- 
plexity in the transactional processes of the waking state, 
as in anesthesia, epileptic discharges, certain sleep states, or 
in isolated cortical slabs, that simplistic patterns emerge, 
with neuronal firing highly correlated with cortical-wave 
activity. 

Studies by von Euler and Green (1960a, 1960b) and Fujita 
and Sato (1964) indicated that some hippocampal pyramidal 
cells tend to fire at a particular phase of theta waves induced 
by nonspecific stimuli in anesthetized preparations, and that 
drugs such as eserine enhance this relationship during 
urethane anesthesia (Green et al., 1960). 

We  have examined this relationship in unanesthetized 
hippocampal neurons (Noda et al., 1969), using autocor- 
relograms and firing phase/theta wave histograms. In the 
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FIGURE 1 Amplitude distributions in EEG records from butions. The regular spindle train in Stage I1 sleep reduced 
parietal cortical screws in man in the awake state, during probabilities of Gaussian distributions to a low level. (From 
lW~l sleep, and in spindle sleep. Successive Zsecond epochs Adey et al., 1966a.) 
were analyzed for probability of Gaussian amplitude distri- 

awake state, and in intermediate and deep sleep, the auto- 
correlograms showed an almost flat contour, indicating that 
each spike was independent of the preceding one. In the 
aroused state, and in rapid-eye-movement (REM) sleep, 
there was a slight periodicity with peaks spaced approx- 
imately equally at rates that might reflect the theta rhythm. 
Further studies with firing phase/theta wave histograms in 
REM sleep showed that although fixed phase relations 
between spikes and waves were occasionally seen they were 
rarely clear (Figure 3, page 229). Even in the same neuron, 
the phase relationship was not fixed. Phase relationships 
tended to change gadually with continued firing, or a con- 
stant relationship disappeared suddenly. When two neurons 
were observed simultaneously, the firing probability with 
respect to the theta waves usually differed from one cell to 
the other, in agreement with findings of Petsche and Stumpf 
(1962) for septa1 cells. 

There is clearly a statistical sampling problem in deter- 

mining relationships between EEG and single-unit activity. 
Frost and Elazar (1968) found that a typical cell tends to 
fire near a negative peak in the EEG, and that the firing is 
sometimes followed by a positive EEG deflection. They 
emphasize that these relationships differ from cell to cell, 
but that the evidence strongly favors a nonrandom relation- 
ship between the EEG and the moment of cell firing. This 
is in agreement with Fox and Norman (1968), who de- 
scribed extremely high correlations between spike prob- 
ability and amplitude of the microelectrode-recorded EEG. 
High correlations with amplitude are interesting in view of 
the lack of coherence between micro-EEG records from 
electrodes spaced only 30 microns apart (Elul, 1962), and 
the difficulty in recording a fixed firing threshold with intra- 
cellular electrodes in cortical neurons. Firing certainly occurs 
close to the positive peak of the intraneuronal wave, but 
the wave frequently exceeds this level without initiation of 
firing, and successive spikes may arise at different levels of 
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FIGURE 2 Probabilities of Gaussian distributions in five subjects in 
three states of alertnesssitting idle, after assignment of a mental 
task, and during execution of the task. The trends to Gaussian 
distributions in the top four subjects followed a similar pattern, 
increasing between idleness and task execution in frontofrontal 
records, and decreasing in fronto-occipital records. The latter 
finding is interpreted as an indication of increased neuronal 
"cooperativeness." Subject 5 (BU) participated unwillingly. (From 
Adey et al., 1966a.) 

depolarization. Possible mechanisms for these nonlinear 
transforms of the neuronal wave to the spike train are dis- 
cussed elsewhere (Elul and Adey, 1966). 

We have considered the probable contribution of the 
neuronal wave to the gross EEG, and also its relationship to 
the initiation of the spike discharge. In neither respect does a 
clear picture of simple relations emerge. We  should thus be 

encouraged to accept the concept proposed above of an 
inherently noisy central processor, in which noise and 
uncertainty are essential aspects of information processing. 
It seems probable that the neuronal wave, by reason of its 
major origin in synaptic potentials, is an important trans- 
form of information in cerebral transactions, and that it 
ranks equivalently with spike generation, which would then 
be secondary to prior and concurrent wave phenomena 
within the individual neuronal generator. 

EEG patterns in cerebral systems: corticosu bcortical 
interrelations in alerting, orienting, and discriminating 

We have considered the EEG so far as an isolated phenom- 
enon, within a single domain of tissue, and have reviewed 
the statistical models best characterizing its origins from 
cellular generators. Now, we may examine local EEG 
records from different cortical and subcortical regions 
known to be interrelated in physiological mechanisms sub- 
serving alerted behavior and discriminative processes. If 
we could discern consistent EEG relations between cerebral 
structures set. considerable distances apart, we would have 
evidence supporting a much broader model in which the 
EEG relationships would indicate gross relations and would 
also be specific descriptions of shared processes at cellular 
levels between different populations of neuronal generators. 

Much evidence has been presented elsewhere describing 
such corticocortical and corticosubcortical EEG patterns in 
animals and man (Adey, 1967a; Adey, 1969a; Grastyh et 
al., 1966; Caille and Bock, 1966; Remond, 1960; Storm 
van Leeuwen, 1965). Reliable detection of these patterns 
has depended increasingly on computed analyses. At first, 
these analyses were performed on data from single be- 
havioral performances, but it soon became feasible to 
evaluate parameters common to repeated behavioral 
performances and to assess levels of variance within and 
between these parameters. Mathematical techniques em- 
ployed have progressed from simple averaging of EEG wave 
trains (Adey and Walter, 1963) through correlation analysis 
(Adey et al., 1961) to sensitive and powerful methods of 
spectral analysis (Walter et al., 1967b, 1967c; Adey et al., 
1967b). 

At the same time, there has been a growing awareness 
that the psychological "set" of a particular behavioral state 
may be very short, lasting only a fraction of a second, or at 
most one or two seconds, in the course of decision making. 
It is therefore not appropriate to use mathematical tech- 
niques requiring constancy O ~ E E G  pattern (or mathematical 
stationarity) for much longer periods in order to insure 
statistically valid analysis. Nor is it justifiable to perform 
analyses with these methods in short EEG epochs and to 
avoid consideration of falsely positive correlates, likely in 
these circumstances. Cross-spectral calculations, for example 
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FIGURE 3 Phaseltheta wave histograms, estimating the were recorded. The second epoch (C and D) included 58 
probability density function of rieuronal discharges with waves. These data show that (1) the firing probability with 
respect to the phase of local slow waves. A and B are for respect to the phase of local theta waves is different in each 
one 30-second epoch in REM sleep, and C and D are from neuron; (2) the phase relationship is not consistent, disap- 
the same state two minutes later. The wave superimposed pearing (from A to C), or shifting (from C to D) ; and (3) 
on each histogram represents summed waveforms recorded spike initiation can occur at different phases of local theta 
with the same microelectrode. In the first epoch (A and B), waves. (From Nodaet d., 1969.) 
54 waves with periods of between 167 and 250 milliseconds 

(Walter, 1963), must consider data epoch length, data band- 
width, and data sampling rates in determining degrees of 
freedom that will ultimately determine the frequency 
resolution possible in a valid spectral analysis, and levels of 
coherence that are statistically significant. Such factors are 
apparently still not widely understood (Gersch, quoted by 
Perkel and Bullock, 1969; Creutzfeldt, 1969). 

BEHAVIORAL STUDIES IN CAT: COMPOSITE SPECTRAL 
ANALYSIS TECHNIQUES FOR VERY SHORT EEG EPOCHS 
For a spectral resolution of 1 .O Hz over the band 0-30 Hz, a 
record length of 15 seconds is required. By summing to- 
gether short EEG epochs lasting 0.5 to 2.0 seconds taken 
from repeated identical behavioral performances, it is 
possible to analyze in statistically valid fine detail the EEG 
spectral characteristics in brief performances associated with 
alerting, orienting, and visual discrimination (Elazar and 
Adey, 1967a, 1967b). This "evoked spectral analysis" was 

used with EEG segments as short as 1.6 seconds at a resolu- 
tion of 1 .O Hz. 

The technique was first applied in autospectral analysis 
of hippocampal EEG records (Elazar and Adey, 1967a; 
Figure 4). The alert cat's hippocampal EEG shows regular, 
high-amplitude waves at 4 to 7 Hz, the so-called "theta 
rhythms" (Grastyhn et al., 1959; Adey et al., 1960; Radulo- 
vacki and Adey, 1965). Hippocampal autospectral analyses 
made during four behavioral states-after a warning stimu- 
lus, during performance of a light-dark discrimination and 
approach to food reward, and at the beginning and end of 
each trial-show that this theta rhythm shifts its frequency 
consistently during the successive behavioral states. 

When performance is at the level of 80 per cent correct 
or more, the sharp peaks of spectral density move step- 
wise from 4.0 Hz, during the period before a warning tone, 
to 5.0 Hz with a narrow high peak in the warning epoch, 
and to 6.0 Hz at the beginning of the discrimination ap- 
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FIGURE 4 Typical EEG records from a cat in a single trial, 1.6 seconds long were analyzed. Abbreviations: RAM, 
with a sequence of an alerted state, an orienting response to right amygdala; LDH, left dorsal hippocampus; RSTHAL, 
a 500-Hz tone, and in approach to food with a light-dark right subthalamus; LMBRF, left midbrain reticular forma- 
discrimination. Event marker is in top trace, and at the tion; RVCORT, right visual cortex. (From Elazar and 
bottom of the figure is the segmentation of the record for Adey, 1967a.) 
spectral analysis. For each behavioral epoch, two periods 

Prestimulus 
Epoch 

proach epoch, at which point the peak contained 35 per 
cent of the total spectral power. As the goal is approached, 
the total EEG power drops, and the main spectral peak 
reverts to 5.0 Hz; thereafter, the spectrum trends toward 
that of the prewarning state, 4.0 Hz (Figure 5). 

Distinct differences were found between correct and in- 
correct responses. "Attention sets" immediately preceding 
the incorrect performance were substantially different from 
those in correct responses, a phenomenon also described 
below for the monkey. There was no shift of theta peak 
activity to 6.0 Hz in the approach epoch in incorrect re- 
sponses, and the spectral contour was broader than in cor- 
rect responses. Incorrect responses showed very high and 
very regular 4.0 Hz activity (50 per cent of spectral power), 
by comparison with correct responses, and theta irregular- 

ities beginning with the approach continued into the post- 
approach period. 

Immediately before reaching the food reward, the EEG 
often appeared "desynchronized." Analysis showed an 
abrupt decrease in wave amplitude. This was considered a 
very tense state of the animal on confronting the food 
reward, and distinct from preceding decision-making 
behavior. 

Later calculations of cross-spectra revealed components 
shared between cortical and subcortical records at each 
spectral frequency (Elazar and Adey, 1967b). In advanced 
training, there was increased 1.0-2.0 and 3.0 Hz activity 
in amygdala, subthalamus, midbrain reticular formation, 
and visual cortex, as well as in the hippocampus during the 
visual-discrimination task outlined above. All these struc- 

Stimulus 
Epoch 

Approach 
Epoch 

Postapproach 
Epoch 
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FIGURE 5 Selected plots of autospectral analyses of hippo- epoch. These analyses were based on compilations of 
campal EEG data epochs from two cats at advanced levels separate 1.6-second epochs, in sufficient numbers to assure 
of training. There is a progressive shift from a peak at 4-5 statistically valid 1-Hz resolution in the spectra (see text). 
Hz in the alerted state, to 5 Hz during orienting, to 6 Hz (FromElazar and Adey, 1967a.) 
during discrimination, and to 4 Hz in the postapproach 

tures showed theta spectral peaks at 5.0 and 6.0 Hz during 
the approach period, but these peaks were less pronounced 
and more variable than in the hippocampus (Figure 6). 

Calculations of coherence (Walter, 1963) between pairs 
of EEG records from different structures revealed high de- 
grees of linear interrelation. Coherences were consistently 
high between homotopic points in the two hippocampi at 
many frequencies. Significant coherences also showed in the 
theta range between hippocampus and subthalamus, less 

often between hippocampus and midbrain reticular forma- 
tion, and between hippocampus and visual cortex, partic- 
ularly during approach, and particularly in advanced train- 
ing. 

In summary, these studies of EEG interrelations between 
neocortical, subcortical, and limbic structures during the 
period of consolidation of learning have shown that the 
hippocampus plays a leading role in complex interacting 
neural circuits. They emphasize that, as pointed out by 
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FIGURE 6 Plots of coherence between pairs of EEG records cated by arrows. Each column of plots is for a particular 
in a cat performing in the paradigm of Figure 4. Pairings pairing of EEG records. Scales of coherence (ordinates) 
were RDH-LDH, left and right hippocampus; RAM- and spectral frequencies (abscissae) are shown on the bottom 
RDH, amygdala-hippocampus; LDH-LMBRF, midbrain- right graph. The horizontal dashed line on each graph 
hippocampus; RDH-RVCORT, hippocampus-visual cor- indicates the significant level. (From Elazar and Adey, 
tex; RDH-RSTHAL, hippocampus-subthalamus. The 1967b.) 
sequence of plots should be read from top down, as indi- 

Penfield (1958), it is in these interactions with other systems, 
particularly in caudal diencephalic and rostra1 mesencephalic 
areas, that the hippocampus appears to exert its functions in 
consolidation and recall of memory, rather than as an 
isolated and independent repository of memory traces. 

Our window here on the EEG as an index of information 
transaction in cerebral systems has rested on estimates of 
linear interrelations. Although linear transfer functions may 
describe major aspects of the transaction of information 
within and between corticosubcortical systems in learning, 
we are unable to account for considerable EEG spectral 
power at cerebral sites that nevertheless have clear linear 
interrelations. We  must thus devise new methods of evaluat- 
ing nonlinear interrelations. This residual component would 
comprise nonlinearly related activity and a truly random 
component. Such techniques as complex demodulation may 
offer a modest but useful step, if the number of contributing 
generators is assumed to be restricted (Tukey, 1965; 
Walter and Adey, 1968). Because the EEG within a cortical 
domain bears a strikingly nonlinear relationship to its con- 
tributing cellular generators, it would be surprising if 
transactional mechanisms between cerebral loci did not also 
exhlbit significantly nonlinear interrelations. 

EEG PATTERNS IN MONKF~Y IN DELAYED-MATCHING- 
TO-SAMPLE TASKS Similar studies of shbrt EEG epochs 
were then made in a series of monkeys in preparation for a 
30-day earth orbital space flight (Adey et al., 1967b), in 
which the greater behavioral repertoire of the primate was 
tested in a complex visual discrimination. The task involved 
a panel of five small, circular, display windows that also 
functioned as push-switches. Initially a central display was 
lit, presenting a circle, cross, square, or triangle in random 
sequence. The monkey was trained to press this display, 
extinguishing the light and initiating a 16-second delay, 
after which the peripheral displays were lit, presenting the 
four symbols simultaneously. A correct response required 
pressing the display matching the initial symbol. 

Detailed analyses were made of EEG epochs recorded 
in both the initial single symbol displays and in the later 
four-symbol peripheral presentations (Berkhout et al., 
1969a). The initial display epochs lasted 3 seconds and ended 
with the animal pressing the display-switch. The peripheral 
display epochs varied in duration. They began at the onset 
of the four-symbol display and ended at the moment of 
response. Autospectral and cross-spectral calculations of 
intensity and coherence for the band 0-32 Hz had a resolu- 



tion of 1.0 Hz. Initial analysis of data from one monkey 
presented here has since been confirmed in generally 
similar patterns in nine others. 

Most autospectral analyses of records from single struc- 
tures did not clearly separate correct from incorrect 
responses. Only one hippocampal record showed this 
capability, based on decreased delta (1-3 Hz) and increased 
beta (14-32 Hz) activity in correct responses relative to 
incorrect. This difference characterized both the single- 
symbol and the later four-symbol presentation. On the 
other hand, coherence measurements showed clear differ- 
ences between correct and incorrect responses, not only 
from analysis of EEG epochs during discrimination of the 
four-symbol display, but also from analysis of the initial 
single-symbol display 16 seconds before the success or 
failure actually occurred. 

Using only initial display epochs for coherence calcula- 
tions, the separation between later correct and incorrect 
responses could not be detected in the allocortical-neocor- 
tical (hippocampus to parietal cortex) coherence. On the 
other hand, coherence measures between pairs of deep 
structures (hippocampus to centrum medianum, or to mid- 
brain reticular formation, or to opposite hippocampus) 
showed great differences that anticipated the correctness of 
the subsequent decision (Figure 7). A successful match was 
characterized by low coherence between these structures, 
whereas an erroneous outcome was characterized by a high 
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FIGURE 7 Coherence between EEG records from structures 
indicated in monkey performing a delayed matching task. Coher- 
ences were measured during initial symbol presentations according 
to success or failure of subsequent match 16 seconds later. Data 
were taken from a single day's performances. (From Berkhout et 
al., 1969a.) 

coherence at frequencies below 12 Hz. These differences 
were also characterized by a technique of automated pat- 
tern recognition, using stepwise discriminant analysis, as 
described below. This automatic separation correctly 
classified more than 90 per cent of eventual successes or 
failures from examination of the initial single-symbol 
epochs. 

Comparison of these findings in the monkey with those 
in cat cited above not only emphasize similarities of limbic 
and diencephalic systems participating in a visual choice, 
but also invite consideration of differences in EEG patterns 
that may relate to perception of form, as opposed to a simple 
brightness discrimination. Thus, although an "aroused" 
EEG pattern in the monkey during the initial symbol dis- 
play was an apparent prerequisite for subsequent correct 
matching during the four-symbol display, it was not a pre- 
requisite for correct response to the initial single stimulus. 
Speculatively, those initial responses leading to a correct de- 
layed match involved correct perception of the symbolic or 
structural characteristics of the initial stimulus, whereas 
those initial responses followed by erroneous matches were 
based on the unstructured brightness aspects of the stimulus 
only. This simpler brightness discrimination apparently did 
not evoke an aroused EEG pattern in limbic and subcortical 
nuclei. Killam and Killam (1967) noted increased 40-Hz 
activity in cat during correct discrimination of form, but 
not during simple intensity discriminations. Our monkey 
data also showed increased intensity in the 20-30-Hz band 
only in those epochs in which perception of form must have 
occurred. High-intensity theta peaks characterized the cat 
hippocampal EEG during visual discrimination, and also 
occurred in temporo-occipital leads of man during difficult 
visual form discriminations (Walter et al., 1967b), but were 
not seen in these monkey data. This theta activity has been 
interpreted as relating to an anxiety component, as during 
impending launch of an astronaut (Adey et al., 1967a). 
These high theta coherences between hippocampal and 
subcortical leads in cat may also relate to perception of 
intensity, rather than form. 

Computed recognition ofEEGpatterns associated 
with decision making and psycho logical stress in 
animals and man 

With increasing refinement of behavioral test procedures, 
particularly in repeatable temporal accuracy of test pre- 
sentations, and with the realization of our goals to record 
scalp EEG data with minimal artifacts in performing man 
(Walter et al., 1967b; Kado and Adey, 1968), it has become 
clear that these records do indeed arise in changes in activity 
within the brain, and not, as has been suggested (Bickford, 
1964), in indeterminate contributions from scalp, neck, and 



tongue musculature. There has been a comparable effort - 
in analysis of neuroelectric data, but even with current 
analytic methods that can effectively detect only linear 
relations, there has been a plethora of computed parameters 
that may truly overwhelm the investigator, and compound, 
rather than resolve, his search for simplified aspects of 
general patterns. Our most acute difficulty lies in human 
perceptual weakness in dealing with computed outputs of 
large numbers of numerical variables. It profits us very little 
to deal with computer print-outs that exceed the bulk of 
original EEG records. 

We have therefore entrusted this process of pattern 
detection increasingly to the computer, based on its initial 
calculation of comprehensive spectral parameters (Walter 
et al., 1967c), as described in the volume based on the last 
ISP (Adey, 1967). Briefly, the computer first selects a single 
parameter that best distinguishes a particular data set from 
all other sets, and then sequentially selects other parameters 
in order of decreasing capacity to achieve improved separa- 
tion of data sets. 

A cautionary attitude necessarily prevails in such applica- 
tions. Are we using a method that achieves separations 
validly based on the physiology of cerebral systems, or is 
the computer at best an idiot savant, groping blindly for 
patterns that are little more than figments of its mechanical 
imagination? No categorical answer is yet possible, but the 
evidence increasingly supports the view that these classifica- 
tions are significant on physiological grounds. 

COMPUTER RECOGNITION OF PATTERNS IN CHIMPANZEE 
EEG DURING TASK PERFORMANCE We have used this 
pattern-recognition method for EEG data from stereo- 
taxically implanted chimpanzees (Figure 8) playing an 
electronic version of the game of tick-tack-toe (noughts 
and crosses to the British reader). The animals may play 
against the trainer, or against each other, or against a com- 
puter (Hanley et al., 1968). This pattern recognition method 
was applied to two situations: (I) with the chimpanzee 
seated, not performing, but attending to the game, awaiting 
his opponent's move; and (2) performing with a response 
to the opponent's move. The technique successfully 
separated the two situations and also distinguished between - 
correct and incorrect decisions. 

A series of 156 EEG samples was analyzed for the two 
situations from three chimpanzees. Ten samples for right 
and wrong decisions were analyzed from a fourth animal. 
Electrodes were placed in amygdala, reticular formation, 
and nucleus centrum medianum. In the fourth animal, 
used in the right-versus-wrong experiment, electrodes were 
also placed in the caudate nucleus, and in paracentral and 
ventral anterior thalamic nuclei. Each EEG channel was 
separated in different frequency bands by digital filtering 

techniques. These preserve both power-density distributions 
at each frequency and the phase information necessary for 
comparison ofwave trains from different locations. 

In the examples shown, the frequency sub-bands were 
1-3 Hz (Delta), 4-7 Hz (Theta), 8-12 Hz (Alpha), 13-18 Hz 
(Beta I), 19-25 Hz (Beta 2), and 26-29 Hz (Beta 3). Four 
parameters were selected in each band. I. Sum of spectral 
densities at each frequency. This is proportional to the mean 
square of the EEG amplitude, and is a measure of the power 
in that filter pass-band. 2. Mean frequency within the band. 
This is close to the dominant frequency, if one is present. 
3. Bandwidth within the band. This expresses invariability 
of the dominant frequency. 4. Coherence, analogous to the 
correlation coefficient of classical statistics, was determined 
at each frequency or band of frequencies. 

Separatiori of' perfortrlling and nonpeforn~ing states. The 
results of thesk analyses are presented in both tabular and 
graphic form. The boundaries in the diagram enclose all 
the samples of the particular situation, and the asterisks 
indicate the position of the group means. In this display, a 
multidimensional plot has been reduced for purposes of 
reproduction to a bidimensional array. The "distance" 
between the means is obtained by calculating the sum of the 
products of the selected parameters, and their respective 
canonical coefficients. If a large number of competing 
parameters entered into the discrimination, only those 
contributing to the best discrimination were chosen for the 
display (Figure 9, page 236). 

As discussed elsewhere (Hanley et al., 1968), the param- 
eters distinguishing the two situations were not detectable 
by visual inspection of the EEG, nor did they arise in 
muscle-movement artifacts. Theta-band frequencies again 
figured prominently in these separations, both in their 
amplitude characteristics in amygdala and hippocampus, 
and in high coherence levels between hippocampus and 
midbrain reticular formation. 

Discrimination between correct and incorrect decisions. A 
series of five incorrect responses was analyzed, the largest 
number of errors committed by one fully trained animal. 
They were successfully separated by analysis for both 
"before" and "after" epochs. Discriminant analysis of the 
decision-making ("before") epoch also involved considera- 
tion of competing successful variables. In this case, the 
discriminant analysis was continued beyond the first selec- 
tion of a pair of parameters that gave 100 per cent separa- 
tion. In this way, the successful pair first selected was thrown 
into competitive relation with second and subsequent suc- 
cessful selections. In all, three pairs were successful, but the 
third and last pair achieved the greatest separation. In the 
"before" epoch, one parameter, the theta bandwidth in the 
thalamic nucleus ventralis anterior, survived the final 
competition, but in the "after" epoch, none of the choices 



FIGURE 8 Chimpanzee playing tick-tack-toe by trainer, a computer, or another chimpanzee). (From 
making linear configuration of lighted symbols. Hanley et al., 1968.) 
Game was played against moves by adversary (the 

survived. In the "before" epoch, all parameters decreased 
with correct decisions. This also occurred in all but one 
parameter in the "after" situation (Figure 10, page 236). 

Although two parameters were necessary to achieve 100 
per cent correct selection, only one parameter in one band 
from one structure was sufficient to classify with a high 
degree of success. For example, the sum of spectra in the 
theta band from nucleus ventralis anterior accurately 
assigned all correct decisions and misassigned only one 
incorrect response. In both "before" and "after" epochs, 
there was a striking incidence of parameters from thalamic 
ventralis anterior nucleus in all sets. As discussed elsewhere 

(Hanley et al., 1968), this finding may relate to the part 
played by the nucleus ventralis anterior in the thalamo- 
striatal system described by Buchwald et al. (1961) as a 
"caudate loop," and because the game included a willed 
motor act, draws attention to the strong evidence favoring 
subcortical structures, including the striatum (rather than 
cortical structures), in the physiological basis of willed 
movements (Jung and Hassler, 1960). 

These sensitive computer techniques have thus permitted 
a separation of visually indistinguishable EEG epochs that 
correlate with particular behavioral states as brief as those 
associated with decision making, and give further evidence 



CASE 2 Sample S i z e :  26 

Parameter  
i n  o r d e r  o f  choice L o c a t i o n  Band D i r e c t i o n  w i t h  performance 

I .  Sum o f  Spectra L H i p p  D e l t a  Value 

2 .  Mean Frequency R F-T Alpha S l owed 

3 .  Sum of  Spectra  L Amyg Theta Value 

4. Bandwidth L Hipp Alpha Na rrowed 

5 .  Mean Frequency R CM Alpha l ncreased 

C A S E  2 

N O T  
P E R F O R M I N G  PERFORMING 

FIGURE 9 Pattern-recognition techniques applied to EEG data 
from chimpanzee performing tick-tack-toe task (see text). The 
boundaries enclose all samples of the particular situation; the 
asterisks indicate the position of the group means. Five steps were 
required to separate completely 26 samples of the two situations, 
not performing and performing. However, the fust selection cor- 
rectly classified them with more than 90 per cent accuracy. All 
samples were obtained the same day, and all were correct. (From 
Hanley et al., 1968.) 

of intimate and precise involvement of the EEG in cerebral 
transactions. 

DETECT~ON OF EEG PATTERNS DURING PSYCHOLOGICAL 
STRESS IN MAN More than 30 years ago, Hoagland et al. 
(1938) used an EEG delta-wave index in an experiment on 
emotion in humans involving hostile personal and sexual 
comments in a confrontation situation. The amount of 
EEG subalpha activity and its pharyngeal (hypothalamic) 
cortical phase lag were good indications of subjective 
annoyance and rage. Darrow and his colleagues (1950 and 
1965) have described lead and lag changes in phase relations 
of dominant rhythms, measured between opposite sides 
and poles of the head, as functions of the emotional signif- 
icance or information content of discrete symbolic or 

Parameter 
in order o f  choice Location 

Comparison wi th correct 
Band and incorrect decision 

Mean Frequency L e f t  ventra l  Del ta  Increased in correct 
a n t e r i o r  thalamic decision 
" U C I ~ U S  

Coherence Pa rcentra l  LVA Del ta  Decreased i n  correct 
nucleus decision 

Mean Frequency Paracentral Beta-1 Decreased in correct 
nucleus decision 

Coherence LVA L Hipp Alpha Decreased i n  correct 
decision 

Coherence L Hipp L Amyg Beta - 1  Decreased in correct 
decision 

Coherence LVA L Caudate Beta-l Decreased in correct 
decision 

C A S E  6 

C O R R E C T  I N C O R R E C T  

FIGURE 10 EEG patterns accompanying correct and incorrect 
decisions in the performing chimpanzee. Each set of two param- 
eters classified the decision with 100 per cent accuracy; the sets are 
in order of increasing success. 

verbal stimuli. They were also sensitive to aspects of 
anticipation preceding a stressful stimulus, and thus re- 
sembled the long-lasting "contingent negative variation" 
describedinthesestates by W.  Grey Walter (1965). Our own 
studies have substantially confirmed the existence and direc- 
tion of such transient change in both simulated and genuine 
stress (Adey, 1969a; Adey et al., 1967a; Walter et al., 1967a, 
1967b). 

The following study of the relationship of the EEG to 
verbal behavior was directed at two specific problems: (I) 
the extent to which the EEG is altered across the definable 
stages of a verbal exchange; and (2) the extent to which the 
EEG is altered by the specific information content of given 
verbal stimuli, or by the different alerting or stress value of 
a series of such stimuli (Berkhout et al., 1969b). The stages 
of this formal verbal exchange were described as perception, 
decision, and anticipation epochs, which were delimited by 
question duration, the question-answer interval, and the 
answer-next-question interval. From this arrangement of 



epochs, two analysis regimes evolved. For those subjects 
who generally delayed answering for more than 1.5 seconds 
past the termination of each question, the perception, 
decision, and anticipation epochs were separately analyzed. 
For those subjects whose answers followed questions very 
closely, only active and passive epochs were defined. The 
active epochs were defined as 5.0 seconds immediately fol- 
lowing question onset and contained both question and 
answer. The passive epoch consisted of the subsequent 5.0 
seconds of data without question or response (Figure 11). 

Questions asked were classified as highly stressful, mod- 
erately stressful, or not stressful on the basis of the auto- 
nomic responses of a group of 65 subjects. The questions 
were separated into three autonomic response classes based 
on the cirteria listed in Table I. The standard deviations 
referred to in that Table were obtained by pooling re- 
sponses from all subjects across all questions. Our goal was 
to isolate homogeneous sets of verbal stimuli (rather than 
homogeneous sets of autonomic responses), so the high- 
stress and low-stress classes of stimuli were further divided 
into groups differing only in verbal content. This division 
was supported by analyses of concomitant EEG records. 
Spectral estimators used here resembled those in the chim- 
panzee study. To compensate for unequal bias of coherence 
measurements as a function of epoch length, they were 
defined as the difference between observed values and the 
calculated 95 per cent confidence level for nonrandom 
occurrences of that value. Interpretation of the discriminant 

analysis output required an evaluation of the measurement 
of classification successes with the addition of each step. The 
possible physiological significance of a parameter chosen by 
the program at a given step was assessed from a detailed 
study of the distribution of its values for the initially de- 
fined groups and of changes in patterns at successive steps. 

EEG pntterns in perception-decision-anticipation cycles of 
single subjects. In four subjects, delays in question-answer 
sequences were long enough to permit valid estimates of 
spectra for all three epochs. The computation selected pa- 
rameters most consistently identifying these epochs. These 
parameters were then combined into a multidimensional 
index. Cutoff points established a tentative identification of 
each of the total 60 epochs in this series. These subjects each 
had distinctive EEGs, and a discriminating canon for the 
whole group could not be found. On the other hand, con- 
sidered separately, it was possible to achieve more than 90 
per cent correct identification of the 60 epochs in each case. 

The sequence of steps for one subject is described in detail 
(Table I). At the fifteenth step, 58 out of 60 were correctly 
identified. The initial parameter selected was a cross-spectral 
derivative, coherence between temporo-occipital (Tj01) 
and bioccipital leads (0102) at 6 Hz. Coherence was lowest 
during the perception epoch and highest during the decision 
epoch between question and answer. With this parameter 
alone, 50 per cent was correctly attributed. Correct attribu- 
tations were primarily from perception and decision cate- 
gories, which averaged the lowest and highest coherences, 

TIME CODE 0'7 

t J 
FZ C. mq kib Y Z I * " . * , + A , ~ \ . ~ ; ~ ~ . L ~ ~ I ~ $ ~  v ,m ~ L - W W U ~  I . ~ ~ \ j , , & ~ ~ + , ~ f i b ~ J ~ ~  

Experimenter's Questions 
I. I. 1 

vo 1 CE CODE d v ~ q t ~ r 4 L t h u ~ p  
t f \~L!LY* 

Subject's Answers 
t 

EKG -$ik 

~ ~ O Y - J V  

I SEC. 

FIGURE 11 EEG records during questioning of a "reactive" subject. Note the bursts of 
alpha activity regularly following this subject's answers. (From Berkhout et al., 1969b). 



Summary of a stepwise discriminant analysis. Datafar a single subject were evaluated by 
epoch type, 60 epochs contributing. Values o f  intensity are in loglo pV2/Hz. Phase was 
defined as the sine ofthe angle by which thejrst  channel o f  each pair led or lagged the 
second in a given frequency band. Coherence was dejiried in notiphysical units as the 
d~yerence between an observed value and the calculated 95 per cent confidence level for 
nonrandom occurrence ofthat value, based on epoch length and spectral resolution. (From 
Berkhout et al., 1969b.) 

- ~ 

Average Values over 20 Epochs 
Parameter Percent Correct Perception Decision Anticipation 

Step (3-Hz Bandwidths) after Step Epochs Epochs Epochs 

SUBJECT 8 
1 T50i X 0102 

Coherence, 6 Hz 54 - .34 -.I2 - .23 

2 T5Ol 
Intensity, 12 Hz 62 2.40 2.52 2.60 

3 OlOz X OzT6 
Coherence, 6 Hz 79 - .23 -.lo - .33 

4 0102 X OzTs 
Coherence, 18 Hz 83 - .26 -.I8 - .33 

97 per cent correct attained at Step 15 

respectively. This particular coherence parameter was the 
best discriminator among several coherence parameters 
similarly distributed over the three epochs; these included 
T50r0102 at 6 Hz, and 0102-02T6 at 12 Hz. In succeed- 
ing steps, the remaining parameters were corrected for 
variance common to items already chosen, so that co-vary- 
ing families of parameters would be represented by their 
best number. Each increment of correctly classified epochs 
was usually drawn from the extreme tails of the distribution 
of the particular parameter added at each step. 

Temporo-occipital (TeOl) intensity was selected as Step 2, 
and identified five additional epochs. All were anticipation 
epochs with high alpha intensity. The symmetrical channel 
(OzT6) had a similar alpha pattern, low during question 
presentation, slightly higher before answer, and highest 
while attending the subsequent question. No more than five 
of the 60 epochs were misclassified for each individual with 
15 parameters contributing; with only five parameters con- 
tributing, no more than 15 of the 60 epochs were misclassi- - 
fied. For all subjects, perception epochs were characterized 
by an attenuation of parietal-occipital alpha, compatible 
with an alert state. Decision epochs showed increased co- 
herence in theta and beta bands, compatible with a state of 
increased stress. Anticipation epochs were characterized by 
low coherences and generally high alpha intensities. 

EEG patterns in high arid low stress questions forgroups ofsub- 
jects. A limited account is presented of successful separa- 
tions of EEG parameters characterizing a group of subjects 
during stressful questioning (Berkhout et al., 1969b). EEG 

changes associated with strings of alternating active and 
passive epochs (as defined above) were individual-specific. 
However, separate analysis of active epochs alone indicated 
similarities over many subjects simultaneously, within strict 
numerical limits. Moreover, these similarities were related 
to stress-values of particular questions, and with their verbal 
content. 

For the purpose of this group assessment, EEG records 
were first classified as "reactive" or "nonreactive," accord- 
ing to whether alpha spindling or alpha attenuation ac- 
companied the presentation of questions (Berkhout et al., 
1969b, Figures 2 and 3). 

Active epochs from five subjects with "nonreactive" 
EEGs were analyzed. All questions with high stress were 
combined in one set, and innocuous and low-stress questions 
in another. By restricting the discriminating procedure to 
these two classes, the parameters chosen as the basis of sepa- 
ration could be related to differential autonomic responses 
that defined the two sets. It should be emphasized that this 
did not imply a linear correlation of EEG and autonomic 
activity, as the criteria of stress in a question included con- 
tradictory patterns of autonomic arousal and widely vary- 
ing baselines. Characteristics of high and low stress emerged 
from this analysis (Table 11). More than 90 per cent of the . . 
epochs tested were correctly identified. 

Tentatively, the parameters listed in Table I1 may be 
interpreted as an EEG index of stress. In high stress, tem- 
poral-parietal theta bandwidth and occipital alpha band- 
width were narrowed, with a 70 per cent success in frontal- 



Siirrrrrlary of a steptvise discriirlirzarlt arzalysis for a yroup ? fJ ive  subjects, evaluated by 
stress level. O n e  "active" epoch (see tex t )  tuas i r ic l~ded~for  each subject arid questioiz, 
providiiy 140 epochs for ailnlysis. (Frorrl Berkhout et al., 19696.) 

Average Values 
Percent Correct Stress Non-stress 

Step Par~n~eter after Step Epochs Epochs 

GROUP A NON-REACTIVE EEG 
1 F7T3 X T50i 

Coherence 0-2 Hz  

2 T3T5 

Bandwidth 3-7 Hz 

3 0102 X OzT6 

Coherence 8-12 Hz 

4 O2T6 
Bandwidth 8-12 Hz 

5 F7T3 
Intensity 20-30 Hz 

6 T3T5 

Phase 13-19 Hz 

92 per cent correct at Step 12 

temporal beta intensity. Cross-spectral discriminators in- 
cluded a slight but consistent decrease in delta-band co- 
herence between left frontal and left temporal areas, and a 
major alpha-band coherence between right occipital and 
right parietal channels during the same epochs. 

The EEG elements that appeared sensitive to verbal as- 
pects of the presentation, in ways that generalized ade- 
quately across subjects, were almost completely restricred 
to such cross-spectral derivatives as coherence and phase. 
The distribution of incorrect attributions among subjects - - 
was uniform: no one subject generated more than three in- 
correct attributions for the 14 epochs evaluated per subject, 
and no one question generated more than two incorrect 
attributions for the five epochs evaluated per question. 

Thus, EEG criteria can indeed be used to separate be- 
havioral epochs differing only in the nature of a verbal ex- 
change, and this separation is valid for a series of subjects. 
It is scarcely conceivable that such a separation, based on 
parameters regionally organized and specific to a functional 
scheme of brain systems, would occur with clearly identi- 
fiable similarities between individuals if the EEG did not 
bear a close relation to transaction of information in cerebral 
systems. 

Role ofi~~embranepolyailioizs i l l  electrical rhythiils 
and loizg-term states ofcerebral tissue 

This essay has rested its case on a sequence in phenomenol- 
ogy; waves generated by neurons are major contributors to 

the EEG, and patterns in the EEG are closely related to finer 
aspects of behavioral states, including levels of learned per- 
formance. 

D o  these wave processes also relate to storage and retriev- 
al of information? W e  have shown that there is a progres- 
sive decrease in the scatter of phase relations in these wave 
trains at progressively higher levels of performance. In the 
probability bounds in wave processes at high levels of dis- 
criminative performances, we may discern elements of a 
"stochastic" or best-fit pattern, where wave relations in 
cerebral systems may closely resemble, but not necessarily 
be identical with, those present during initial laying down 
of the memory trace. Such wave phenomena would be 
associated with "writc" and "read" phases of storage. Neu- 
ronal excitability would then be determined by previous 
experience of these particular patterns of waves (Adey and 
Walter, 1963). 

Beyond this point, a search for causality between physio- 
logical phenomena and storage or retrieval of information 
in brain tissue must remain speculative in quite critical as- 
pects. Even though a complete picture may not emerge 
with current investigative techniques, and although gaps in 
phenomenology are great, speculation may still be useful in 
suggesting broad lines of future research. 

If we direct our attention to membranes of cerebral neu- 
rons, there is impressive evidence that their structural limits 
are not set by the double layers of the plasma membrane of 
classic electron microscopy. As a structural and functional - ,  

unit, these membranes are now considered to include mac- 



romolecular coats of mucopolysaccharides and mucopro- - .  
teins. These coats greatly increase membrane thickness and 
must be considered in any model of an excitable membrane 
(Schmitt and Davison, 1965; Pease, 1966; Rambourg and 
Leblond, 1967; Bondareff, 1967). These molecules may hold 
the key to essential steps in excitatory processes. They form 
highly hydrated networks in which the macromolecular 
lattice is extremely loose. Loss of water occurs with retrac- 
tion of the network. Because they bear numerous anionic 
sites, they bind readily to cations, and particularly to diva- 
lent cations. Calcium ions exhibit a greater binding power 
than do other divalent cations (Katchalsky, 1964; Adey et 
al., 1969; Simpson, 1968; Wang and Adey, 1969), and in 
binding to calcium displacement of bound water occurs, 
with retraction of the network. 

These substances have been characterized clearly by light 
and electron microscopy at the neuronal surface. It appears 
that they also occur as a less organized and more diffuse 
material in channels of the extracellular space of brain tissue. 
Our studies have suggested that changes are induced in them 
by environmental experiences, and perhaps by slow electro- 
tonic wave processes that occur within cerebral neurons and 
relate to genesis of the EEG (Adey, 1966b; Adey et al., 
1966b). It is conceived that a surface mosaic or patchwork of 
macromolecules would come to characterize each neuronal 
membrane, based on regional electrotonic events. 

Susceptibility of these surface macromolecules to modifi- 
cation during neuronal experience is supported by our find- 
ings of regional modifications in electrical impedance of 
brain tissue during alerting, orienting, and discriminative 
responses (Adey et al., 1963; Adey et al., 1966b), and the 
more recent disclosure of impedance changes induced by 
altered calcium concentrations in brain tissue (Wang et al., 
1966; Adey et al., 1969), which are abolished by prior 
enzymatic degradation of the mucopolysaccharides by 
hyaluronidase (Wang et al., 1968; Wang and Adey, 1969). 
Raised calcium concentrations consistently evoked seizure 
discharges, as did binding of calcium by chelating agents 
such as EDTA. 

A recent model of nervous excitation, based on Wien 
dissociation effects, has proposed that excitation involves a 
change in binding sites for calcium and would be associated 
with local alkalosis (Bass and Moore, 1968). Aanity of 
anionic sites on the membrane for hydrogen ions is much 
greater than for other univalent cations, and usually greater 
than for divalent cations, such as calcium and magnesium. 
Competition between hydrogen and calcium ions would 
occur at different but interrelated anionic sites, with calcium 
ions attaching on the outer surface of the membrane and 
hydrogen ions on the inner (Tarby et al., 1968). Bass and 
Moore envisage either sequential or parallel interaction of 
calcium and hydrogen with polyanionic binding sites. Se- 
quential attachment would only change the species of bound 

ions, but parallel independent action would lead to confor- 
mational changes in surface proteins. 

It is in these conformation changes in protein that we may 
have the most definitive clue to lasting changes in structure 
that are the substrate of information storage. The suggested 
role for calcium in these phenomena leads logically to a con- 
sideration of a possible similar action in neurohumoral and 
neurohormonal processes (Simpson, 1968). In vitro experi- 
ments by Quarks and Folch-Pi (1965) showed that ganglio- 
sides in biphasic organic-aqueous systems can be induced by 
calcium to localize at the aqueous-organic interface when 
contaminated with protein. 

Although we do not yet know what may be the normal 
triggers to lasting conformational changes in macromolecu- 
lar structures at the neuronal surface, our model emphasizes 
the regional autonomy in membrane structure in the storage 
of information, rather than directly involving nuclear DNA 
and RNA mechanisms. It is encouraging to the neurobiol- 
ogist that such schemes have been suggested by immunol- 
ogists to explain antibody production by plasma cells, in re- 
sponse to antigens fixed on the external surface of the mem- 
brane (Nossal et al., 1967). 
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24 Evoked Potential, Coding, and Behavior 

S T E P H E N  S. FOX 

DELINEATION OF coding o f  functional information by bio- 
electric processes in brain is essential t o  an understanding o f  
the ways in which the organism undergoes change with ex- 
perience. Advances in knowledge o f  h o w  the evoked po- 
tential-that stable index o f  processes in large cell popula- 
tions-represents changes in the nervous system permit 
investigation o f  the changes in neural state that parallel o r  
underlie behavior modification. As parameters o f  slow 
activity and evoked potentials are delineated (Dill e t  al., 
1968; Thomas et al., 1968; Verzeano et al., 1968; Norman 
and Fox, in preparation), it will become possible to  utilize - - 
the easily recorded, and generally representative, spon- 
taneous slow-activity and evoked potentials as indexes o f  
underlying synaptic organizations. This development will 
have particular advantages in behavioral neurophysiology. 
Single-cell studies o f  learning (Jasper et al., 1960; Yoshii and 
Ogura,  1960; Kamikawa et  al., 1964; BureS and Burebvh ,  

s T E P H E N S. F O X  Department of I'sychology, University of 
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1965; Buchwald et al., 1966a; Hori  e t  al., 1967; O'Brien 
and Fox, 1969a, 1969b), although very promising and 
reasonably indicative o f  associative processes, are still tech- 
nically difficult t o  perform. They yield high variability in 
the outcome as a result o f  the particular eccentricities o f  the 
individual cells studied, the necessarily small samples, the 
common instability o f  many o f  the preparations, and the 
fact that an individual cell provides a very limited sample 
o f  the in~mense  populations that are functional under nor- 
mal behavioral conditions (O'Brien and Fox, 1969a, 1969b). 
A primary goal o f  this discussion is t o  evaluate the extent 
t o  which powerful analytical tools in the form of  manip- 
ulations o f  evoked potentials are available and promising for 
a n  understanding o f  functional neural coding. 

Bioelectrical origirzs of the evoked respoilse 

O u r  knowledge has progressed from the early theoretical 
accounts o f  slow waves, which were dominated by the 
axonological framework originating in studies o f  nerve and 
which suggested that slow waves represented the envelope 



of spike discharges from individual neurons firing with 
some dispersion (Adrian and Matthews, 1934). Doubt was 
cast on the concept of summation of action potentials in 
envelopes of integration, when appropriate physiological 
capacitances to serve the function of integration were found 
to be absent. Later, revised formulations suggesting that 
slow waves originated from the summation of afterdis- 
charges (of the unit firings), which were of longer duration 
than the action potentials, were also laid to rest by the 
demonstrations (1) that in the asphyctic or anesthetized 
state EEG rhythms can be recorded in the absence of 
cortical-cell firing (Marshall et al., 1943; Li and Jasper, 
1953) and (2) that the discharge, at least of pyramidal tract 
neurons, contributes negligibly to the cortical-surface re- 
sponse (Gorman and Silfvenius, 1967; Humphrey, 1968a, 
1968b). Although these observations causally separated 
action potentials both from the slow potentials of the EEG 
and from the evoked potentials, they were taken also to 
indicate a poor or irregular relationship between the two 
events (Bishop and Clare, 1952; Li et al., 1952; Jung, 1953; 
Li et al., 1956; Adey, 1958; von Euler i t  al., 1958; Dunlop 
et al., 1959; Widen and Ajmone Marsan, 1960; Li, 1963; 
Gerstein and Kiang, 1964; Adey, 1966; Buchwald et al., 
1966). 

More recent conceptions of the source of slow potentials 
as the summation of excitatory and inhibitory postsynaptic 
potentials (Eccles, 1951 ; Purpura, 1959; Kandel and Spencer, 
1961 ; Pollen, 1964; Stefanis and Jasper, 1964; Klee et al., 
1965; Purpura and McMurtry, 1965; Creutzfeldt et al., 
1966a, 1966b; Lux et al., 1966), carefully reviewed by 
Purpura (1967), Morrell (1967), and Landau (1967) in the 
earlier volume of this series, by Purpura in an extensive 
consideration (1959), and by Ajmone Marsan (1965), have 
made it increasingly clear that both the evoked potential 
and the variety of slow potentials included in the surface- 
recorded EEG are integrated reflections of synaptic po- 
tentials and local potentials from individual nerve cells and, 
possibly, in addition, from non-neural elements. 

Our work has also consistently been an exception to the 
conclusion of a poor relationship of spike to wave. W e  
were convinced that interpretations of spike-wave rela- 
tionships, based on either single or multiple, superimposed, 
oscilloscope traces, yielding small and variable samples, 
could provide only impressions of the patterns of single-cell 
firing and make it difficult to reach conclusions regarding 
relations to the evoked potential. In a study from our 
laboratory (Fox and O'Brien, 1965), computer compilation 
of the probability of firing of single cells in cat cortex in 
response to physiological sensory stimulus (somatic or 
light flash) revealed that the frequency distribution (i.e., 
probability) of the firing for any one cell closely corre- 
sponded to the average waveform of the evoked potential 
recorded from the same microelectrode. W e  showed that 

this high correlation between spike probability and wave- 
form held throughout the poststimulus period by point-to- 
point cross-correlation (Fox et al., 1967). Moreover, if a 
single ccll responded to more than one sensory stimulus, the 
probability of response to each stimulus was given by the 
respective waveform of the evoked potential. 

W e  concluded from these data that no component (posi- 
tive or negative, early or late) of the asynchronous evoked 
potential recorded in this way was uniquely related to re- 
sponses of specific cell populations or to specific portions of 
cells, because, from each cell sampled, a probability curve 
could be obtained that closely resembled the waveform of 
the entire evoked response. This outcome suggested, there- 
fore, that whatever potential sources contributed to the 
evoked potential, they were directly related to or reflected 
in the firing of single cells. 

Thus, it was certain that, contrary to conclusions from 
other studies (Jung, 1953; Gerstein and Kiang, 1964), 
knowledge of the waveform of the evoked potential does, 
to a great extent, enable prediction of the response pattern 
of individual cortical cells. In other experiments, we re- 
corded from the cerebellar vermis and studied single-cell 
spike responses to a click stimulus followed by hippocampal 
stimulation (Figure 1). As the probability of spikes in re- 
sponse to the click increased, the mean latency of response 
to the succeeding hippocampal stimulation increased until 
the spike response failed altogether. It should be noted that 
the latency of the hippocampal-stimulated spike is not a 
function of the number of spike responses to a click, but is 
only related probabilistically. W e  then measured the 
amplitude of the evoked-potential response to the click 
stimulus and related this measure to the latency of the 
single-cell responses to hippocampal stimulation (Figure 2). 
The shape of the amplitude-predicted curve was almost 
identical to that of the spike probability-predicted curve, 
and the failure point of the hippocampal response was al- 
most exactly the same as when the latency was predicted 
by the   rob ability of the spike response to click. Therefore, 
the evoked-potential amplitude in response to the first 
stimulus predicts the latency or probability of a spike in re- 
sponse to the next stimulus, as does spike probability. 

The impressively high correlation between spike prob- 
ability and the waveform and amplitude of the evoked po- 
tential can be extended to the moment-to-moment predic- 
tion of the probability of spike firing by the spontaneous 
microelectrode EEG in brain. W e  have established an ex- 
tremely high correlation between the probability of single- 
cell firing and the amplitude of the microelectrode EEG in 
online, real-time computer experiments (Fox and Norman, 
1968). By sampling the spontaneous EEG voltages in two 
ways-randomly each millisecond and at each moment the 
cell fired-we derived the conditional probability of spike 
firing for each voltage from the relationship of the number 
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FIGURE 1 Prediction of spike latency by probability of of spike response to click. Note that mean failure occurs at 
spike to preceding stimulus. Latency of cell response to hip- approximately 1.60 (1.60 spikes per sweep in response to 
pocampal stimulation increases proportionally with in- click). See text and Figure 2. (From Fox et al., 1967.) 
creased probability (mean relative frequency in 20 sweeps) 
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of times each voltage occurred to the number of times a 
spike occurred at each voltage (Figure 3). In these studies, 90 
per cent of all cells observed showed significant correla- 

CELL NO. 32813 B SPONTRNECIUS A=-0.94 

TSPIKES 

- VOLTAGE 4 

FIGURE 3 Record from a single cell in visual cortex of cat. Center 
curve: number of occurrences of each slow-wave voltage; top 
curve: number of occurrences of a cell spike at each voltage in 
center curve; bottom curve: conditional probability of spike firing 
at each voltage in center curve. The R value at top gives the Pear- 
son correlation coefficient between slow-wave voltage and spike 
probability. Correlations in these and all following figures are 
based on the middle half of the spike and slow-wave values, and 
all are significant beyond the ,001 level. Vertical axis is arbitrary 
and omitted. (From Fox and Norman, 1968.) 

tions between the probability of firing and the slow-wave 
amplitude. This close correspondence of spike probability 
and spontaneous EEG amplitude is a general phenomenon 
in cat cortex. 

These studies support and extend earlier conclusions, 
drawn from studies of the relation between spike prob- 
ability and evoked-potential properties, that parameters of 
the general class of brain slow-wave activity, which in- 
cludes evoked potentials and the EEG, are representative of 
the momentary excitability of the brain, and the excitability 
is indicated by the spike probability (Purpura, 1959). Such 
corlgrireirce between spike and wave has been confirmed in- 
dependently in other studies (Frost and Elazar, 1968; Lass, 
1968; Robertson, 1965), in which almost the same analytical 
procedure was often used. Perhaps more important, how- 

ever, and contrary to some previous expectations, the cor- 
relation of spontaneous firing from a given cell with EEG 
voltage is not a biophysical constant, but varies from one 
replication to another-as much as 20 per cent from sample 
to sample. This variance may be more consistent with find- 
ings of cortical physiology than a constant relationship 
would be. If the field of the EEG activity were greater than 
unicellular, the slow activity might represent a mean ex- 
citability for a population of cells, and the excitability of the 
single cell might be expected to deviate from the mean 
excitability, depending on which of its afferents are active 
at a given moment. Congruence, then, was proposed as an 
expression of how well an observed cell is represented by 
the mean excitability and, as a dynamic and changing 
physiological measure, it should undergo orderly and 
biological variation under proper conditions. 

W e  demonstrated that the spike-wave congruence could 
be varied experimentally for individual cells in visual cor- 
tex. When cells were driven with light, the spike-wave 
congruence increased significantly from its level during 
spontaneous activity in more than half of the observed 
(100) cortical cells. Congruence decreased in the remainder 
of the observed cells. This is understandable, because a 
small percentage of primary cortical sensory cells are not 
primarily responsive to the relevant modality, but either 
respond weakly or respond to stimuli in other modalities 
(Buser and Borenstein, 1957; Buser and Imbert, 1961 ; Jung, 
1961 ; Fessard, 1961). Under driven conditions, cells related 
primarily to visual function are dominantly responsive to 
visual afferents that are not shared by such diffusely project- 
ing or nonprimary afferent cells. In contrast, these two 
different cell populations may have more active afferents 

A - 
in common under spontaneous conditions. 

Thus, the fact that not all cells are ever represented at a 
given moment or that not all single-cell probabilities cor- 
relate well with the amplitude of the wave may be a less 
important problem than is the issue of shifting probabilities. 
One may suggest, in fact, exactly the opposite of the 
proposition that all cell   rob abilities correlate well with the 
amplitude of the wave. The relevant problem may be to 
examine and partition the variance of the relation between 
unit firing and slow waves. This shifting relationship of 
spike probability to the individual wave parameters may 
elucidate the variability of the spike train. 

Other studies extended spike-wave congruence based on 
amplitude (Fox and Norman, 1968) to studies based on 
slope, or first derivative properties, of the wave. For ex- 
ample, in a cell of which the spike probability is well re- 
lated to both instantaneous amplitude and instantaneous 
slope of the spontaneous activity from the microelectrode 
under flash-driven conditions (Figure 4A), the spike 
probability may become dominantly slope-predicted, al- 
though amplitude-predicted congruence may continue to 



show a minor relationship (Figure 4B). Such observations 
of low amplitude-predicted congruence under driven con- 
ditions alone gives the common impression that the prob- 
ability of this cell's firing is not well related to the wave. 
Similar changes have been seen in the opposite direction 
and within one slow-wave parameter. Thus, amplitude- 
prediction of the probability may be independent of the 
slope-prediction, and such independence may be experi- 

mentally manipulated by the introduction of changes in the 
physiological state. 

Slow waves, from the point of view of such experimental 
results, may carry more information about spike prob- 
ability than does the spike itself. In the spike train taken 
alone, each spike is essentially an equal event, with the 
probability given by the just-preceding interval. Possibly, 
the wave carries information about two determinants of 
spike probability that may be mutually independent. If the 
sLifi df the probability o i  firing from'ampliLde-predicted 
to slope-predicted indicates that the determinants of spike 
probability involve a shift to a different set of afferents, it 
may be economical and reasonable to assume that the two 
wave categories are the result of two independent biogenic 
sources of spike probability, possibly on different locations 
on the cell, e.g., axosomatic and axodendritic postsynaptic 
sites. Ra11 (1967; Rall et al., 1967) has suggested in a series 
of mathematical papers that it is possible that different 
sources of bioelectrical activity may appear different to the 
cell body and therefore affect spike probability differentially. 
Furthermore, Rall's conception of different shape indexes 
for dendritic and somatic PSPs is consistent with the view 
that these amplitude and slope measures may be sensitive 
to the properties of different membranes. 

The current question on the relationship between spike 

FIGURE 4 Simultaneous prediction of single-cell firing 
probability from slope (right) and from amplitude (left) of 
EEG recorded from microelectrode, under driven (A) and 
spontaneous (B) conditions. Slow wave is sampled in two 
ways: Top graphs in A and B show distribution of voltages 
in EEG as sampled at the moments of single-cell firing; 
middle graphs sampled each millisecond for the same time 
period. Bottom graphs, mean relative frequency (proba- 
bility) of the cell firing at each voltage. In 13, note that pre- 
diction by both slope and amplitude, contrasted with A, 
shifts to dominant slope-prediction. Zero voltage and slope 
is at center of each graph, positive to the right and negative 
to the left of center. 

geneity low, with considerable dispersion or asynchrony of 
fullction in the population. Such studies of functional con- - - 
grucncc could be cxpanded with an aim toward understand- 
ing: (1)  its time course; (2) its spatial extent; (3) its relation to 
behavior; and (4) its generality throughout a wide number 
of structures in brain. 

Data from intracellular and extracellular studies con- 
tinue to support the view that the macroelectrode EEG is 
the summation of membrane and local potentials from large 
numbers of individual cells situated in the various cortical 
and subcortical laminae (Fujita and Sato, 1964; Frost and 
Gol, 1966; Frost et al., 1966; Elul, 1968; Frost, 1967,1968). 

Togcthcr with our results, studies of unit activity and 



its relationship to evoked-potential and slow-wave phe- 
nomena indicate that the momentary fluctuation in the 
probability of a single cell's firing, as determined by the 
moment-to-moment fluctuation of its membrane potential, 
is stochastically represented by slow waves in brain. Thus, 
the continually oscillating slow-wave activity provides an 
accurate estimate of the sequential excitability on the 
average of single cells in the immediate vicinity of the 
electrode. Accurate estimates are not available, however, 
of the distances across which this mean represents the 
neuronal substrate. To  the extent, therefore, that wave 
processes continue to be partitioned in terms of their in- 
dividual parameters or components, and that the particular 
parameters, at least statistically, relate to specific aspects of 
the underlying synaptic organization, one may have in- 
creased confidence in this stable, general, representative, 
and reliable index of neural activity as an accurate reflection 
of functional details of the microanatomy. Therefore, one 
should be able to state with some precision, from this gen- 
eral index, the nature of the changes that take place in the 
neural tissue surrounding the electrode with changing be- 
havioral conditions. 

Behavioral correlates: sources of instability 

Relating the evoked potential to changes in experience or 
particular behaviors has not been without its difficulties. 
Individual correlative research efforts have clearly demon- 
strated a wide gamut of evoked-potential parameters that 
appear to vary, depending on the recording site in brain 
and on the particular behavior or experience involved, so 
that specificity or generality is yet to be forthcoming (John, 
1961 ; Morrell, 1961). In attempts to relate changing aspects 
of the chronically recorded evoked potential to changes in 
behavior, a number of sources of instability have made it 
difficult to specify reliably the relevant or functional aspects 
of the behavior. A short review of such sources of instability 
may be useful in suggesting alternative strategies. 

First, it may be mentioned that present methods for the 
measurement of behavior do not offer adequate knowledge 
or exact specification of the relevant aspects of the behavior 
being used as a correlate for neural events. By this I mean 
that, typically, only one reliably measurable, although 
arbitrary, aspect of the performance is followed, and very 
little is understood regarding the detailed inicrotopography 
of the behavior. Commonly assumed in such behavioral 
studies is that the specific microtopographical configuration 
of the behavior, e.g., muscular or receptor activity, is either 
similar from trial to trial, from animal to animal, and from 
early to late in learning, or is not relevant to the neural 
correlates. In addition, humoral, visceral, and sympathetic 
aspects of the physiology of behavior contribute to the total 

state of an animal at any given moment or on any par- 
ticular trial, but are also ignored. 

Second, variability from animal to animal or subject to 
subject in the discrete microtopography or in response se- 
quence in specific acquisition makes almost impossible, 
speaking neural-correlatively, the pooling of subject data 
from which the usual acquisition function emerges. 

A third source of instability derives from inadequate or 
partial knowledge of the exact stimulus conditions. Even 
the assumption of a "neutral" stimulus may be brought into 
question. Prior to training, such a stimulus is neutral from 
the point of view of the behavior paradigm, but no stimulus 
is entirely neutral to any animal or human subject. Instead, 
it elicits specific sensory concomitants, orientations, and 
postural adjustments. Also, each subject differs, in its re- 
sponse to particular stimuli, along some generalization 
gradient based on prior experience, with stimuli varying 
along similar dimensions. Further, receptor orientation has 
been demonstrated to have dramatic effects on stimulus 
input. Finally, inherently variable spontaneous behavior 
additionally contributes to the bioelectrical response to a so- 
called "neutral" stimulus. Despite precise physical control of 
stimulus properties, knowledge of the "effective" stimulus 
is incomplete, at best. 

A fourth source of considerable variability results from 
the arbitrary choice of a given behavior category in refer- 
ence to a chosen brain location. Electrical responses to a 
single stimulus can be recorded from many widely sepa- 
rated areas of the brain, which has encouraged the place- 
ment of large arrays of electrodes to compensate, by sheer 
force of number, for the lack of specific information in 
locating brain responses that might be relevant to a specific 
behavioral paradigm. Our current state of knowledge re- 
garding functional representation of complex behaviors in 
brain does not allow us to make assumptions regarding 
unique representation of behavior at any particular brain 
site. Nor does it allow us a logical rationale for combining 
a number of locations for recording purposes and expecting 
them to contribute conjointly in a substantial way to a 
given behavioral condition. 

The representation of behavior in brain may be further 
complicated by the fact that the component nature of com- 
plex behavior may be both multiply located and sequentially 
represented in the brain. Continuation of the acquisition 
process may depend on the shifting of bioelectrical proc- 
esses to new, relevant locations representing new con- 
figurations of microbehaviors that characterize new stages 
of behavioral acquisition. In this way, transient changes in 
bioelectrical activity may correlate with one or more por- 
tions of the acquisition function rather than duplicate the 
learning function as implicitly assumed. This contrasts with 
the conclusion, often reached in correlative studies, that a 



changed electrical activity in a given portion of brain is 
relevant, either early in learning but not late in learning, or 
vice versa. 

Fifth, additional instability derives from the arbitrary 
definition of behavior, which often takes into account only 
one or a few endpoint responses in acquisition or perform- 
ance, and not the infinitely complex and not known (pos- 
sibly not parallel in time) set of collateral responses that are 
occurring and may be conditioned in the same training 
paradigm (Bykov, 1957; Cohen and Durkovic, 1966; 
Meurice et al., 1966; Gavalas, 1967; Miller, 1969). Such 
parallel conditioned responses, of course, may have un- 
known individual and conjoint influences on the bio- 
electrical responses, thereby making the possibility of 
unique coding even more unlikely. 

A sixth, and perhaps most important, source of in- 
stability is the problem of common resolution of behavioral 
and bioelectrical measurements on a common time base 
with a common zero point. Correlation of momentary and 
discrete bioelectrical events with multiply determined molar 
behaviors may be in error by one or more orders of magni- 
tude and probably by as many as seven orders (days com- 
pared to milliseconds). Perhaps preferable to such an ap- 
proach is the millisecond resolution of analogue behaviors - 
as they relate to the millisecond-to-millisecond resolution 
of analogue changes in brain. 

Finally, the specification of parameters of the bioelectrical 
signal for evaluation in relation to behavior is often not 
done prior to experimental changes; it awaits the empirical 
outcome of an experiment. Therefore, parameter specifica- 
tion for correlation with molar behavior is necessarily 
arbitrary and may be unrelated to the major neural re- 
sponse system under conditioning control by the animal. 

In summary, substantial variability of results in studies 
of bioelectrical correlates of behavior arises from lack of 
knowledge of the effective stimulus, of the total actual 
response under conditioning control, of the relevant re- - 
cording site or combinations of sites, and of relevant 
parameters of the bioelectrically dependent variable, as well 
as a possibly unsuitable time base and resolution. 

Opernilt co~lfrol of bioelectricnl eveizts 

The above multiple sources of instability in correlative 
studies led us to devise a modified approach to the study of 
behaviorally significant bioelectrical events (Fox and 
Rudell, 1968; Rosenfeld et al., 1969; Fox and Rudell, 1970; 
Rudell, 1970; Rudell and Fox, in preparation). Our  ap- 
proach provides for the systematic study of bioelectrical re- 
sponse parameters that relate to or encode learned behavior. 
This approach is more a system of study than a collection of 
empirical findings. It is viewed as a way of refining the 

neural-correlates problem and of redefining goals to be 
more consistent with realistic measurement of both be- 
havior and bioelectrical events in brain. 

One domain of relative stability and certainty is knowl- 
edge o f  the bioelectrical signal itself. One can understand 
the parameters (rise time, amplitude, and phase or latency) 
of the evoked potential in a specific and exact way; and, as 
suggested above, the parameters can be related to activity in 
the underlying neuronal population. Accordingly, our 
approach is the following. Instead of being made a de- 
pendent variable, the evoked potential is used as the 
criterion for reinforcement, or the independent variable. 
Prior to the experiment, we specify the temporal location 
and parameters of the evoked-response components to be 
reinforced. W e  allow the animals a free range of behavior, 
and they generate whatever behavior is available to bring 
about the specified bioelectrical response. 

In general, an evoked-potential component of relatively 
low probability of occurrence is chosen from an animal's 
repertoire. The operant paradigm makes the assumption 
that bioelectrical events of low probability or of low 
amplitude are not, in fact, noise in the nervous system, but 
may be significant with respect to behavior. In addition, if 
the animal call be properly manipulated experimentally, 
such events will become more probable. With reinforce- 
ment, the probability of the occurrence would increase 
if it is relevant to behavior. As a food-deprived animal 
would be expected to maximize food-reinforced behaviors, 
an animal should generate a reinforced evoked-potential 
parameter with a higher probability than baseline only if 
the parameter is related to either behavioral or neural in- 
formation. 

In addition, operant control of neural events allows 
manipulation of components or parameters of the evoked 
potential to a biobehavioral steady state. Steady state does 
not mean a reduction in the variance of the potential 
component under experimental control, but rather a re- 
liable, stable, and reproducible condition of the evoked 
potential, such that behavior may be observed repeatedly 
over a long period of time with a bioelectrical component 
in that given condition. 

The experimental procedure for operant conditioning 
of aspects of the evoked potential in cats is as follows. 
Initially, measurements are taken of the mean and variance 
of an evoked response &om an arbitrarily chosen brain 
location. A component criterion response is selected, and the 
probability of its occurrence without reinforcement is de- 
termined. In most experiments, this probability is de- 
termined anew each day before the training session. During 
training, reinforcement is presented immediately after the 
occurrence of a criterion response. W e  have used a variety 
of control techniques. Initially, we used yoked control 



animals, and the pattern of reinforcement generated by the 30 - 
experimental animal served as the basis for reinforcement 

28 - 
for the yoked control animal. The control animal is, in 

- 
every respect, treated as the experimental animal, except ,P 26 - 
that the reinforcement is not contingent on its own re- ; 
sponse. Further control measures involve operant reversal 0 24 - 

L 

of the initially trained polarity of a given component within 0 
ln 

the same animal; this procedure of reversal of the reinforce- 5 22 - 
ment criterion serves as a more effective control for non- 2 
reinforcement-related changes. The entire conditioning 2 20 - 

U program is under the online real-time control of a computer g 
system (PDP-8 or Interdata Model 4) (Fox and Rudell, l8 - 

1968). 
In the first study we successfully trained negativity by 

requiring that the mean voltage of a selected portion of the $ 
flash-evoked response (170-193 milliseconds after the 6 
stimulus) be 1.2 standard deviations more negative than the l2 - 
mean before conditioning. In a second study, we demon- - E x p e r i m e n t  I 
strated that we could train the same voltage 1.2 standard - Experiment I1 
deviations more positive than the mean. In these studies, 
criterion responses for the experimental animals increased to 
a high level under reinforcement (37.9 per cent), in contrast 
to the continued stable low performance (6.2 per cent) of the 
controls. The acquisition of such operant-controlled neural 
events was extremely rapid in some cases-as short as a 
single training session-depending on the complexity of 
the parameters and of the criteria. The most impressive 
result of these studies was the specificity of the change in the 
components. The definition of the criterion response was re- 
stricted to only the response amplitude between 170 and 193 
milliseconds, and the animals generated highly specific re- 
sponses that affected only this designated component of the 
evoked response. 

Similar operant control of human scalp potentials, re- 
corded vertex to mastoid in response to tones delivered 
through earphones, has also been demonstrated (Rosenfeld 
et al., 1969). The studies were conducted with and without 
visual feedback on the evoked potential, with and without 
the auditory signal, and under a variety of conditions con- 
trolling for muscle artifact, as well as for slow-potential 
shifts in the baseline. Subjects were reinforced with money 
for each successful critcrion alteration of the evoked-poten- 
tial component selected for reinforcement. They demon- 
strated at least a twofold increase in frequency of occurrence 
of the selected potential, an amplitude 1 standard deviation 
or more larger than that computed during baseline observa- 
tion (Figure 5). The curves for the various replications are 
remarkably similar. 

W e  have also raised the question of the number of inde- 
pendent functional "channels," or minimal information 
units, available in the time-locked evoked potential, and 
have investigated electrophysiological events that suggest 
partially independent behavioral coding by a late compon- 

8 u -  
BI 82 A5OA100 A550A600 SI 52 RAI RAP ACI AC2 

Learning conditions i n  blocks of 50 trials 

FIGURE 5 Late-wave conditioning in humans. Percentage of re- 
sponses reaching criterion as a function of conditions. B1,100 stim- 
ulus trials unreinforced; and B2, a second 100-trial block, unrein- 
forced, constitute baseline measures. A50, trials on which criterion 
responses were reinforced, trials 1-50. A100, reinforced trials 
50-100; A550, reinforced trials 500-550; A600, reinforced trials 
550-600. S1 and Sz are blocks of 50 trials each, during which sub- 
jects suppressed criterion responding (lost money for each criterion 
response). RA1 and RA2 are each 50 trials of reacquisition trials 
during which reimbursement for criterion responses was restored. 
AC1 and AC2, artifact-control blocks of 50 trials each for which 
the tone was removed altogether in Experiment 1 and was sub- 
stantially attenuated in Experiment 2. For Experiment 1, t = 2.55 ; 
d.f. = 4 and ,025 < P < .05; for Experiment 2, t = 4.69, d.f. = 6 
and .0005 < P < ,005. In both cases, baseline was added to sup- 
pression scores and compared with acquisition plus reacquisition 
scores. (From Rosenfeld et al., 1969.) 

ent (190-213 milliseconds) of the visual cortical evoked 
potential in cat brain (Fox and Rudell, 1970). 

Mean waveshapes for three animals during baseline 
measurement and at the end of both negativity and posi- 
tivity training revealed considerable individuality (1) in re- 
sponse style among the three animals, and (2) in the dis- 
crete nature of the change in waveform (Figure 6). 

It is clear that bioelectrical criteria for reinforcement 
must be at least as critically and unambiguously defined as 
molar behavioral criteria. Even the discrete criteria em- 
ployed have been sufficiently ambiguous to allow a variety 
of solutions. 
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FIGURE 6 Averaged evoked potentials for three cats trained 
to modlfy a late visual cortical-response component. 

A: Evoked potentials before reinforcement baseline; 
B : Evoked responses after negativity training was com- 

pleted ; 
C: Responses after positivity training was completed. 
D: Responses as in B except criterion responses averaged 

only. 

A, B and C averages include all trials, both criterion and 
noncriterion (successes and failures). Vertical bars mark the 
center of the five milliseconds averaged for the criterion 
point. Note discretely localized modifications for Cat 6C 
and Cat 8C and prolonged duration positivity for Cat 7C. 
Also note random variability of early waves. N = 1000 
sweeps. Sweep duration = 500 msec. (From Fox and Rudell, 
1970) 



Of major interest are the changes in other portions of the 
evoked potential associated with changes in the reinforced 
component. Examination of the early or primary com- 
ponent revealed some changes from pretraining with posi- 
tivity and negativity training, but these changes in the 
primary component were unsystematic with respect to 
changes in the reinforced component. More quantitative 
and detailed information concerning the independence of - 
the evoked-potential components from one another and 
from the component modified by reinforcement comes 
from an additional animal. In this case, we reinforced for 
increased positivity (1 standard deviation from the pre- 
experimental mean) of a late component of the flash-evoked 
potential (188-192 milliseconds). 

The progressive changes over days in amplitudes of four 
components of the evoked response were observed sepa- 
rately for comparison (Figure 7). Mean amplitudes for these 
four components of the evoked potential, each 5 milli- 
seconds in duration, were collected during baseline, train- 
ing, and extinction phases: point 1, the primary visual 
component, at 35 milliseconds after the flash; point 2, 100 
milliseconds; point 3, the reinforced component, 190 milli- 
seconds; and point 4, 265 milliseconds. Discrete changes in 
the mean daily amplitude of point 3, the reinforced point, 
took place with training, with little or no change in the 
amplitudes of the other components. Points 2 and 4 showed 
no trend. However, point 1, the primary visual component, 
did show some trend toward negativity during the last six 
days of training and a return to baseline during extinction, 
suggesting some parallel, classically conditioned process. 
The negative trend in the primary component is unrelated 
to the change in amplitude of the reinforced component. 
The shift in mean amplitude of point 3 is directly related to 
the shifting proportion of criterion over noncriterion re- 
sponses during training (from 26 per cent to 68 per cent 
correct). The amplitude of point 1, in contrast, varies ran- 
domly with criterion and noncriterion point 3 responses, 
and its averaged value (both before and after training) for 
the two conditions is essentially superimposable (Figure 8). 
This is paradoxical in view of the progressive negative shift 
of point 1 during training (Figure 7). In general, computa- 
tion of correlations of each of the four points with the rest of 
the wave support the preceding conclusions in showing 
relatively good functional independence of the evoked- 
potential components both during baseline and during 
substantial modification of one component. 

These responses represented a specific and local change 
in direction of the reinforced component and not simply an 
alteration of over-all voltage. Therefore, the evoked po- 
tential in this case is not a single functional event, coding a 
single message throughout its extent. The late component 
that we manipulated experimentally may not be referred to 
legitimately as a "late negative" or a "late positive" com- 
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FIGURE 7 Daily mean amplitudes of four components of 
the flash-evoked potential. Point 1, average of 5 msec. be- 
ginning 35 msec. after flash; Point 2, 5 msec. starting 100 
msec. after flash; Point 3, 5 msec. starting 190 msec. after 
flash; Point 4,5 msec. starting 265 msec. after flash. Point 3 
is the component reinforced for increased positivity. Abso- 
lute amplitudes are used in this figure. Note positive trends 
over days for Points 1 and 3. (From Fox and Rudell, 1970) 
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FIGURE 8 Averaged flash-evoked potentials A, before line is average of successful trials, broken line, of failures. 
training, and B, after training for the same cat as in Figure 5. Note the difference in proportion of successful to unsuccess- 
In A, solid line is average of responses which would have ful trials before and after training. Note also stability of 
met reinforcement criterion; broken line is average of re- early components. (From Fox and Rudell, 1970) 
sponses which would have failed. In B, after training, solid 



ponent, without specification of the exact concomitant 
behavioral state, because experimental manipulation of that 
state may be accompanied by either positivity or negativity. 
This is also true for the definition of components them- 
selves. The conclusion that a certain number of components 
in a certain order in time best characterize the visual or 
auditory evoked potential is also a state-dependent con- 
clusion for which the specific conditions must be de- 
scribed, because under reinforcement control animals have 
"eliminated" a component altogether. "No potential" of 
"no component" may simply be the neutral polarity state 
between two possible extremes. Widespread traditional 
agreement concerning the sequential components and their 
common polarities points only to the severely limited con- 
ditions under which evoked potentials have been studied. 

Also important are the implications for the use of mean 
amplitudes in bioelectrical studies of behavior. The changes 
of the primary component in mean amplitude over days 
would, in traditional studies of neural correlates of be- 
havior, be interpreted as positive evidence for a relation 
between the acquisition process and the amplitude of the 
early component. However, the changes were not cor- 
related either with changes in the reinforced component or 
with the trial's success or lack of success. We believe that 
such an observation of a systematic, progressive, and sta- 
tistically significant-but irrelevant-change in mean 
amplitude over trials sets serious limitations on the use of 
mean amplitudes in learning studies, except in combination 
with other, more specific measures that will partition the 
behavioral sources of variance that account for changes in 
the mean (see also John, 1967, p. 360). 

Concern for the possible molar behaviors that accompany 
such changes in brain activity has led us to examine more 
closely some of the obvious possibilities. In the earlier 
studies (Fox and Rudell, 1968; Rosenfeld et al., 1969; Fox 
and Rudell, 1970), we were able to identify no gross motor 
behavior that could be related to the brain-potential per- 
formance. To  the contrary, the cats sat still in a variety of 
positions in the recording box, and no differences between 
experimental and control animals were observed. Human 
subjects could report no gross motor behaviors associated 
with their successful modification of the brain wave, nor 
could the experimenters observe any. 

Because modification of light intensity as controlled by 
receptor orientation and head position might contribute to 
the modification of the evoked potential, animals being 
trained to a positivity shift were equipped with a highly 
directional photocell fixed to the head-mount. The cell 
showed whether the animal was looking at the light. In the 
unrestrained state, the reinforced animal consistently looked 
away from the light toward the adjacent right wall. We  
found an extremely high correlation between percent of 
correct trials and percent of times the animal did not look 

at the light during training and early extinction, although 
the correlation was not apparent during the initial baseline 
measurements or later extinction (Figure 9). However, the 
correlation proved to be spurious. When the animal's head 
was fixed in a restraining frame, oriented directly toward 
the light (that is, in a direction opposite from its spon- 
taneous preference), it was immediately and consistently 
able to generate the required positivity for reinforcement 
(Figure 9C). When the animal was rotated to the left 
(Figure 9D) it also maintained its high level of positivity 
modification during reinforcement trials, generating waves 
very similar to those seen with the spontaneous choice 
(Figure 9B). Thus, the head-frame controls, which eliminate 
the effect of receptor orientation or body position, indicate 
that the correlations observed between brain events and 
behavior are in no way necessary or sufficient for the pro- 
duction of bioelectrical criterion responses. It should be 
noted that such a high correlation between brain and be- 
havior can occur and yet be irrelevant, which raises another 
doubt regarding the suitability ofa correlative approach. 

Evoked potei~tials a i d  neural codiilg 

Pulse codes have been suggested for the nervous system, de- 
rived from the orderliness of poststimulus-time histograms 
taken from single cells (Fox and O'Brien, 1965; Gerstein 
and Kiang, 1964; Kiang, 1965; Chow et al., 1968; John and 
Morgades, 1969; Gerstein and Perkel, 1969). The moment- 
to-moment variations in spike probability from such 
histograms may be viewed as sequential or temporal 
probabilities. We know that the instantaneous sequential 
voltages of the evoked potential mimic the shape of the 
single-unit firing pattern in response to a stimulus. There- 
fore, operant control of individual parameters or com- 
ponents, or both, of the evoked response may be viewed as 
directly producing changes in the sequential pulse code for 
neuronal populations larger than one cell. 

Some reservation regarding ways to infer a "real code" 
from a "candidate code" is appropriate (Perkel and Bullock, 
1968). The occurrence of ordered and patterned firing of a 
cell or group of cells following a stimulus does not indicate 
that such a response plays any role or represents any state 
that has behavioral relevance. Final validation has required 
demonstration of a "decoder." By physiological reinforce- 
ment on an operant schedule, however, functional valida- 
tion of candidate codes is possible even without the demon- 
stration of a decoder. When a parameter or component, or 
both, of a wave can be brought under operant control, 
they may be assumed to be behaviorally relevant and there- 
fore a part of a functional code. 

The number of independent, minimal, information- 
bearing units or durations, or independent information 
channels of the evoked response, have also been studied 
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FIGURE 9 Graph, left: Percent criterion responses (solid 
lines) and percent of times cat was looking mvny from the 
light source. Measures taken on a single day. Seven blocks of 
baseline, 6 blocks of training, and 11 extinction blocks of 50 
flashes each. Milk reward is followed by rapid increase in 
criterion responding and a parallel increase in tendency to 
turn away from stimulus source. Both measures return to 
baseline level in extinction. Correlation is high in training 
and early in extinction but absent during baseline measure- 
ments and later extinction. Note blocks 2, 19, and 22, in 

(Rudell and Fox, 1970), as has conversion of large portions 
of the wave into a single channel by requiring longer dura- 
tion-constant polarities. Demonstration of such prolonged 
constant polarity waves, however, does not necessarily in- 
dicate combination or elimination of independent chan- 
nels but only experimentally controlled covariation. 
Identity of functional bioelectrical components, even in the 
steady state, does not indicate identity of related molar be- 
haviors or states; the assumption of unique bioelectrical 
configurations for given states is not justified without direct 
evidence. W e  suggest at this time that it is more likely that a 
given molar state is related to a unique combination of 
spatial and temporal parameters, polarities, and com- 
ponents, with a given state of cortical excitability at a par- 
ticular cortical location. Such a combination, we believe, 
plays a role in a large number of behavioral states, and the 
representation of a unique state also includes a particular 
combination of brain locations, each with a specific ex- 
citability pattern. 

W e  believe that such a complex array of patterns of ex- 
citability and locations makes it unfruitful, therefore, to 
assign any unique significance to a correlation between any 
aspect of an evoked potential at any brain location and be- 
havior. Rather, one may address oneself to the possible 

which cat looked away from the light more than 50 per cent 
of the time but in which only 28 per cent, 8 per cent, and 13 
per cent, respectively, generated a criterion response. Traces, 
right : A,  bzfore training, in free situation ; B, during train- 
ing, in free situation; C, during training in holder, facing to- 
ward the light (nonpreferred direction); and D, in holder 
facing away from light (nonpreferred direction). For all 
training phases, the criterion notch appears on the negative 
late wave, despite high correlation of behavior measures N 
= 100 sweeps. Sweep duration = 250 msec. 

or probable combinations of codes available in the spatio- 
temporal array. Bioelectrical coding in brain may have its 
parallel in genetic coding, for which only the rules but not 
the specific combinational outcome may be specified. This 
suggestion is general, excepting the case of two matched 
analogue functions, one bioelectrical and one molar be- 
havioral. 

Space-related variations in voltage of the evoked response 
should be considered along with time-related changes. The 
relation between voltages in different areas of brain may also 
constitute an aspect ofcoding (Adey, 1967, and this volume), 
but anatomical connectivity does not assure functional con- 
nectivity. A surprising independence of lateral-geniculate 
activity from visual-cortex activity has been found when 
both locations were observed (Rudell, 1970; Rudell and Fox, 
in preparation); successes and failures based on cortical 
activity were not accounted for even grossly by simul- 
taneous activity in the !geniculate (Figure 10) or the brain- 
stem. Space-related coding involves the transfer functions 
between two or more parts of brain. As a zero-transfer 
function has already been shown, more than one transfer 
function is possible and, therefore, the set of such transfer 
functions must be determined empirically (John et al., 
1963; Ruchkin et al., 1964; John, 1967; John and Morgades, 
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FIGURE 10 Averaged flash-evoked potentials in two cats. cortical successes and failures. Geniculate does not differen- 
A, from left visual cortex II (LV2), and from B, left lateral tiate cortical success and failure responses, suggesting inde- 
geniculate (LLG), simultaneously. Solid line is average of pendence of these structures for this state. Also note lack of 
noncriterion (failure) responses. Broken line is average of difference in early cortical response with success and failure. 
successes. Total = 500. Geniculate averages are based on 

1969). Anatomical connectivity, therefore, does not assure Finally, a more difficult aspect of bioelectrical behavioral 
spatial coding, and the function of such connections must be coding relates to discrete coding under conditions in which 
validated behaviorally. Functional anatomy may be limited there is no synchronous input and therefore no evoked po- 
by anatomical connection but may not be assumed from it. tential. In such a case of spontaneous activity, the obvious 
Direct, formal, and systematic validation by operant rein- orderliness of temporal coding disappears, and, although 
forcement is also useful in validating such candidate spatial the wave may continue to represent the instantaneous pulse 
codes or candidate transfer functions. code, that code itself is more elusive. This is the "nonzero- 



time paradigm," because no simple stimulus-marked or 
time-locked zero is available. Analyses of general properties 
of spontaneous brain activity in terms of frequency or de- 
tailed power spectra are well known (see Adey, this 
volume). However, such methods, which average activity 
over arbitrary time epochs, lose the discrete sequential- 
firing probabilities represented by the moments of the wave. 
T o  preserve such representation of the pulse code, we con- 
sider individual spontaneous waves in the brain not as 
frequency (an extrapolation from slope) but as individual 
iterative events or discrete repetitions of particular coded 
statements. Thus, sequential neural events amenable to 
modification by operant control may be used as criteria 
to induce the neurally appropriate steady state of the 
animal (Kamiya, 1969; Sterman et al., 1970; Wyrwicka and 
Sterman, 1968; Olds, 1965; Mulholland, 1968; Fetz, 1969; 
Carmona, 1967; Dalton, 1969). 

The operant-control approach to spontaneous activity 
of brain may perhaps be compared speculatively to formal 
structural and mathematical linguistic analysis, in which 
formal grammars may be derived, together with syntactic 
elements, without the need to refer to content. Such an 
analysis may permit delineation of the behavior-relevant 
parameter of bioelectrical coding without knowledge of the 
event being coded. The loss, however, of behavioral infor- 
mation may leaire us no worse off than d o  some current 
ambiguities associated with the correlative design. T o  the 
extent that questions of coding, both temporal and spatial, 
may continue to be systematically asked in the absence of 
such knowledge, functional coding continues to be a viable 
and provocative area of research. 
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25 Plasticity in the Nervous S ystern 

at the Unitary Level 

RUDOLF J. V O N  BAUMGARTEN 

The problem ofcomplexity 

Learned behavior in animals and conscious memory in man 
are both highly complex. Therefore, the neuronal apparatus 
that helps in acquiring, storing, and reading-out these 
effects must also be complex. Light- and electron-micro- 
scope studies reveal that the functional complexity is indeed 
matched in the neuropil by nearly countless bifurcations 
and synapses, which resemble a "wiring diagram." This 
diagram can, perhaps, never be untangled, understood, or 
even described adequately. 

It seems reasonable to assume, however, that complicated 
behavioral and mental changes are based on elementary 
events occurring at the neuronal, synaptic, or glial levels, 
that is, on processes that take place in the immediate en- 
vironment of the neuronal membrane. Such changes, even 
though they play a key role, could be very small, and 
neuronal networks could amplify them at the output into 
larger, more effective changes by means of divergent cas- 
cade circuitry and reciprocal innervation. If such were the 
case, behavior and memory would depend on a large num- 
ber of unitary changes, which the complex neuronal inter- 
connections integrate into the compound picture, or Ge- 
stalt. 

The search for cellular mechanisms involved in classical 
conditioning should have priority over those affecting 
instrumental conditioning or other, more complex, forms 
of learning that might be based on or cannot be separated 
from classical conditioning (Hilgard and Marquis, 1961). 

No known physiological mechanism exists by which 
information in the nervous system is durably stored at the 
unitary level. In "simple systems" the few plastic changes 
so far measured within individual neurons seem related only 
to short-term information storage, and it is not clear that 
they have anything to do with "real" or long-term mem- 
ory. Nevertheless, it appears useful to explore and discuss 
them in this context. 

Most so-called simple systems are invertebrate and offer 
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definite advantages to the investigator of memory mecha- 
nisms. 

1. The number of neurons and synapses is limited, which 
improves the chance of detecting plastic changes in a single 
neuron without interference from other, unwanted, neu- 
rons. 

2. Some simple systems contain extraordinarily large 
nerve cells that can easily be identified and named. 

3. The activity of an individual neuron can be studied in 
vitro for a period of up to several days; the input and out- 
put are electrically monitored and the chemical environ- 
ment is controlled. 

On the other hand, simple systems present certain dis- 
advantages. 

I. Changes observed after training may originate in cells 
other than the one examined, in which case the cell studied 
is merely an indicator, or follower, cell. 

2. All simple systems under study possess a complex neu- 
ropil containing thousands of axo-axonal synapses; it is 
difficult to establish which of these synapses may have 
learning capabilities. 

3. Presumably, relatively few neurons can "learn"; the 
majority show only integrating and coding functions on 
the input or output side of the system. It is possible that the 
ideal "learning cell," if there is one, has not yet been identi- 
fied in Aplysia or in any other available system. It may even 
be that the animal ideally suited for these studies has so far 
escaped our attention. 

Possible sites ofinformation storage at the neuron 

From the standpoint of economy, it would be practical to 
store a memory near the synapses at which the information 
arrives and is read out. The cell membrane is, therefore, a 
more likely candidate, at least for short-term information 
storage, than is the nucleus, which interacts with the mem- 
branes only by the relatively slow pathway of protoplasmic 
transport. The changes might take place, of course, either in 
glial membranes adjacent to the neuronal membranes 
(Galambos, 1961; Hydkn, 1967) or in the endoplasmic 
reticulum immediately beneath the cell surfaces. It appears 
possible, moreover, that permanent membrane changes at a 



later stage involve RNAdependent mechanisms of the 
nucleus (Hydkn and Egyhbi, 1962). 

The neuronal membrane itself appears not to be uniform, 
but to present a mosaic of morphologically, biochemically, 
and functionally different structures (Grundfest, 1957). This 
article considers two of these as possible sites of information 
storage-the synaptic regions and those parts of the mem- 
brane that perform pacemaker activities. 

Information storage by synapses 

CAN USE AND DISUSE OF SYNAPSES EXPLAIN MEMORY? 
One of the most common memory hypotheses assumes 
that the frequent use of a synapse establishes a more stable 
connection between two neurons (Eccles, 1961). Extending 
this idea to a complex polysynaptic network, ifa particular 
pathway between input and output were used over and 
over again, it would "consolidate," and information would 
pass preferentially through this, rather than some other, 
chain of neurons. This hypothesis seems to be supported by 
a number of psychological, physiological, and morphologi- 
cal data: learning curves rise with the number of repetitions ; 
a burst of impulses in a presynaptic fiber enhances the 
amount of transmitter subsequently released per impulse (a 
phenomenon termed post-tetanic potentiation or PTP 
[Lloyd, 1949; Hughes, 19581); and the number of spines 
decreases on cortical dendrites after dissection of the pre- 
synaptic afferent fibers (Mathieu and Colonnier, 1968) and 
after functional reduction of the synaptic input (Valverde, 
1967). 

Much of this evidence, it may be pointed out, concerns 
only a single input channel; data more applicable to the 
memory formation problem would deal with the conver- 
gence and interaction of two different input channels on 
one output channel (Olds, 1961). Since such evidence does 
not exist, it can be argued that the use-disuse hypothesis is 
inapplicable to the memory problem. 

In Pavlov's original experiment on the conditioned sali- 
vation reflex, for instance, the dogs were frequently exposed 
to a ringing bell, but they did not salivate unless the sound 
was paired with food presentation during a training period. 
The bell alone must have activated any preformed synapses 
that connect the acoustic input channel to the efferent 
neurons of the salivation channel. The abser-ce of salivation 
under such a condition proves that these are not the ones 
that "improve" to cause the postsynaptic action poten- 
tials responsible for conditioned salivation. In fact, an 
established conditioned salivation response gradually disap- 
pears when the acoustic input channel is the only one 
activated. 

We can therefore conclude that the mere use and disuse 
of only one synaptic channel could not rechannel informa- 
tion in the sense of memory. The effect of use and disuse, 

however, could help to explain some forms of short-term 
sensitization or pseudoconditioning. 

INTERACTION OF TWO DIFFERENT INPUT CHANNELS AT 

THE SYNAPSE If it is true that memory resulting from 
classical conditioning procedures depends on the formation 
of new synaptic connections or on the improvement of pre- 
existing ones, this process could take place under the very 
special geometric and temporal conditions shown in Figure 
1. Two neurons, A and B, converge at the same neuron, C, 
and are excited in close temporal sequence, often at an in- 
terval not exceeding 500 milliseconds. As a result of this 
converging and properly timed activity, a plastic change 
takes place that makes neuron C fire even if activated only 
by previously subthreshold synaptic impulses from neuron 
A. 

It is obviously of the utmost importance, if' we are to un- 
derstand the basic mechanisms of this kind of memory, to 
pinpoint the site of this synaptic interaction. Possible 
changes in the synaptic region include a change in size of 
presynaptic and postsynaptic areas; altered uptake, avail- 
ability, and release of transmitter; changes in receptor 
number, size, and sensitivity; and plastic structural changes 
in the synaptic cleft that enhance or decrease diffusion of the 
neural transmitter from the presynaptic to the postsynaptic 
side. 

It is interesting to consider, in addition, the idea that a 
structural change in the synaptic membranes may require a 
neurosecretion other than, and in addition to, the trans- 
mitter release (Figure 2). Under full depolarization, the 
presynaptic terminal would release this additional "sub- 
stance A," which would then interact with a "substance B" 
released by depolarization of the postsynaptic membrane. 
Their combination would, in a catalytic or in a slower im- 
munological process, eventually lead to a long-lasting 
structural change of the interface between two neurons. 
The process would be analogous to the hardening of epoxy 
glue after the components are mixed together. An attractive 
feature of this hypothesis is that improvements of synaptic 
connectivity would take place only when the postsynaptic 
membrane spike closely follows the EPSP, that is, before 
substance A has been dissipated. In behavioral terms, such 
improvements would take place only when the uncon- 
ditioned stimulus (UCS) immediately follows the condi- 
tioned stimulus (CS), as is the case in classical conditioning. 

This hypothesis, however, does not explain why a re- 
versed sequence of the CS and the UCS (backward con- 
ditioning) is ineffective, unless we make additional as- -. 
sumptions; for instance, that substance B can be released 
from the postsynaptic membrane only after substance A has 
come in contact with the membrane. Another difficulty of 
the hypothesis is that the postsynaptic membrane might be 
electrically inexcitable (Grundfest, 1957) and that dendrites 



Cond~t ioned channel Uncondi t ioned channel 

C S 

l nput 

I 6 o u t p u t  6 

Microrecording Before cond. Dur ing cond.  A f t e r  cond 

FIGURE 1 Schematic diagram of a conditioned reflex at the uni- 
tary level. A signal CS at the input of the conditioned channel 
crosses over and eventually appears at the output of the uncondi- 
tioned channel. This rechanneling of information takes place only 
when neuron B is excited shortly after excitation of neuron A dur- 
ing the conditioning period. 

The microrecordings at the bottom of the Figure indicate the 
membrane activity of three neurons before, during, and after con- 
ditioning. Neuron A fires action potentials after each conditioned 
stimulus. Neuron C responds with an EPSP when neuron A is 
fired. After the conditioning period, neuron C would respond to 
the firing of neuron A with an action potential. This change in the 
responsiveness of neuron C to impulses in neuron A could depend 
either on increased synaptic efficacy (a) or on changes in the pace- 
maker apparatus of neuron C that lead to "self re-excitation" (b). 

FIGURE 2 Hypothetical scheme of synaptic consolidation after 
neurosecretion from two neurons. (This Figure and Figure 3 corre- 
spond to the rectangular area outlined in Figure 1.) During the 
excitation of synaptic terminal A, a presynaptic substance (open 
half-circles) is released into the synaptic cleft. An impulse fired in 
neuron C shortly afterward releases a "postsynaptic substance" 
(hatched half-circles). The reaction of the two substances would 
form a third substance (full circles), which induces morphological 
changes of the synaptic cleft or the adjacent membranes, thereby 
increasing synaptic efficacy. 

might not participate in the spike generation (Grundfest and 
Purpura, 1956). In such cases, we could assume that a 
strongly passive, rather than an active, depolarization is 
causing the release of substance B. 

Scilard (1964) proposed a hypothesis resembling that just 
outlined, in which proteins contained in the presynaptic 
terminal diffuse into the postsynaptic membrane whenever 
both membranes are simultaneously depolarized during a 
learning situation. The two complementary proteins then 
dimerize in an immunological reaction. The new dimer 
could enhance the transmitter efficacy of the synapse by 
binding substances like a~et~lcholinesterase. 

At the present time, little evidence is available to prove 
or disprove either hypothesis. O n  the other hand, it is hard 
to  imagine how two neurons, connected merely by a 



chemical synapse, could so interact as to change synaptic 
efficacy except through the mutual release and interaction 
of specific substances. More electron optical and histo- 
chemical data on the synapses before, during, and after 
functional or behavioral changes might further clarify the 
problem. 

INTERACTION OP CHANNELS AT EPISYNAPTIC SITES There 
is good evidence that synapses can be gated quantitatively 
by synaptic terminals sitting on synaptic terminals. Such a 
gating effect, as in presynaptic facilitation and inhibition 
(Eccles, 1964; Tauc, 1965), can be mediated by synaptic hy- 
perpolarization or depolarization of the terminal. It ceases as 
soon as the action potentials in the episynaptic terminal 
stop. Therefore, presynaptic facilitation and inhibition, as 
we understand them today, cannot account for any long- 
term changes in connectivity, unless as-yet-unknown struc- 
tural and functional changes take place at the terminal. If 
such is the case, the problem remains the same, but its site of 
origin shifts from synaptic junctions to episynapticjunctions 
(Figure 3). To prove that such a mechanism exists, it would 

FIGURE 3 Hypothetical scheme of synaptic consolidation follow- 
ing episynaptic interaction. When an impulse in neuron A is fol- 
lowed closely by an impulse in neuron B, it is assumed that there 
is neurosecretion from both sides into the cleft between terminals 
A and B. The combination of both substances could induce mor- 
phological changes (indicated by arrows) at the membrane either 
inside or outside terminal A, and would result in increased synaptic 
efficacy between A and C. 

be necessary to make simultaneous intracellular recordings 
of the postsynaptic neuron, the presynaptic neuron, and the 
episynaptic neuron as close as possible to the junction. This 
task has not yet been accomplished; it seems to be just be- 
yond the limits of current techniques. 

Some indirect support, however, exists for the view that 
episynaptic events could play a role in heter~s~naptic 
facilitation (HSF) in Aplysia neurons (Kandel and Tauc, 
1965a). Aside from post-tetanic potentiation (PTP), HSF 
is the only instance of changed synaptic effectiveness 
measured over a time span of minutes with intracellular 
microelectrodes. It therefore seems justifiable to bring 
Kandel's brief account (1967) of HSF up to date. 

HSF describes the increase in amplitude of a test EPSP 
produced by activity in one nerve if a strong prior shock 
(priming stimulus) is applied to a different nerve. HSF does 
not take place if, instead of the priming shock, a post- 
synaptic action potential is initiated by artificial depolariza- 
tion of the recorded cell. Hence, the interesting events in 
the recorded cell seem to occur presynaptically and not 
postsynaptically. It is not clear, however, if this facilitation 
necessarily involves electrical events at an episynaptic junc- 
tion or diffusion of a facilitating substance released by ex- 
cited "priming neurons" situated some distance away. 

HSF was shown to be of different origin from post- 
tetanic potentiation (Tauc and Epstein, 1967). The repeti- 
tive discharges of the test nerve after strong priming 
stimuli suggest, however, that, under this condition, HSF 
might be contaminated to some degree by simultaneous 
PTP (von Baumgarten and Jahan-Parvar, 1967). 

After threshold stimulation of the test nerve, HSF can be 
observed in EPSPs that have a short and constant latency 
and follow the all-or-none rule when the stimulation 
strength is altered. But that such unitary EPSPs in Ap@a 
originate from only one synaptic terminal is still unproved. 
Recent scanning electron micrographs show that axonal 
terminals in Aplysia bifurcate and terminate in a large 
number of synaptic endings (Lewis et al., 1969). If this evi- 
dence holds true, EPSPs that show an all-or-none behavior 
when the stimulation strength at the test nerve is changed, 
could show variations in the size of the EPSP when changes 
take place in the number of simultaneously discharging end 
knobs. In this case, how the priming stimulation can switch 
additional end knobs of multiple synaptic structure on or 
offmust still be explained. 

The value of HSF as a possible mechanism of memory 
depends heavily on its degree of specificity. But HSF is 
usually composed of a large nonspecific component and a 
very small specific one. In the majority of cases, HSF can 
be elicited in several test synapses by one strong, unpaired 
shock on the priming nerve. In this respect, the nonspecific 
part of HSF does not meet the requirement for true con- 



ditioning as outlined above, that is, that two different 
channels should interact only when excited in close tem- 
poral sequence. Kandel and Tauc (1965b), however, re- 
ported three isolated cases in which HSF did not appear un- 
less the test shock was paired closely with the priming 
shock. 

Furthermore, it has been shown that, even in cells that 
react nonspe~ificall~, paired stimulation caused a stronger 
facilitation than did priming alone (Jahan-Parvar and von 
Baumgarten, 1967). Short intervals of about 350 milli- 
seconds between the test shock and the priming shock 
caused more HSF than did longer or shorter intervals (von 
Baumgarten and Hukuhara, 1969). The optimal inter- 
stimulus interval, as measured in that study, compared 
closely with the optimal interstimulus interval in behavioral 
conditioning. The specific component of HSF that depends 
on paired stimulation could be related to conditioning, 
whereas the nonspecific component could create a general 
sensitization of the background on which the true con- 
ditioning takes place. 

The mechanism of heterosynaptic facilitation is still es- 
sentially unexplained. Because the presynaptic neuron has 
never been recorded intra~ellularl~, we do not know if it is 
hyperpolarized during heterosynaptic facilitation, as we 
would expect in presynaptic facilitation. Presynaptic 
facilitation would require the continuous firing of an inter- 
neuron during the whole period of HSF-up to 45 minutes. 
Such an interneuron has not been found. We recently 
observed that the minimal latency period after the priming 
shock and before HSF appears often exceeds several 
seconds (Haigler and von Baumgarten, 1970). Such a long 
delay is hard to explain in terms of presynaptic facilitation 
unless slow diffusion or metabolic processes take place at the 
test terminal. HSF lasts from a few seconds up to an hour; 
its consolidation into a more permanent form of facilitation 
has not yet been observed, but cannot be excluded on the 
basis of the few cell types thus far investigated. 

Nonsynapticpossibilitiesfor information 
storage in single neurons 

No major breakthrough in the synaptic connectivity hy- 
pothesis of memory has been achieved, despite extensive 
work during the past 10 years, which justifies our focusing 
attention on sites and possibilities other than the synapses in 
which information may be stored. 

Temporal parameters play a major role in memory, 
which could indicate that "biological clocks" participate in 
the process. Not only is the sequence of CS and UCS 
stored, but the time interval elapsed between them is also. 
In a delayed conditioned reflex (CR), even a long interval is 
stored and read out with astonishing precision; in temporal 
conditioning, the time interval itself replaces the CS (Lock- 

hart, 1966). In the last ISP volume, several contributors 
stressed that learning is related to recognition, storage, and 
read-out of terriporal relations and time intervals (Eisenstein, 
1967; Livingston, 1967; John, 1967b). It has been shown 
that the time intervals of flickering light can be stored and 
will show on an electroencephalogram (EEG) after the 
stimulation period (Livanov and Poliakov, 1945; John, 
1967a). "A central problem is whether this phenomenon 
[assimilation of rhythms] depends on the establishment of a 
resonance-like tuning of a network, or pacemaker prop- 
erties in the discharging neuron" (John, 1967b). 

Synapses do not change their delay time markedly and 
probably cannot store information about time intervals. 
The existence of polysynaptic delay times is not probable 
from an economic standpoint, because a single synaptic de- 
lay is in the order of only one millisecond. As a result, an 
enormously large number of neurons in a closed chain 
would be needed for an explanation of behavioral delays of 
seconds, minutes, or even hours. The existence of rever- 
berating circuits can be excluded, as demonstrated by 
cooling experiments and by electroconvulsive shock. We 
must, therefore, consider John's second alternative-that 
information storage is related to neuronal pacemaker 
potentials. In the following discussion, some observations 
are assembled to support this view. 

6 '  VESTIBULAR MEMORY" It is commonly known that 
sailors and passengers who land from a boat trip on a rough 
sea are subject to unpleasant after-effects (Livingston, 1967). 
We tried to explore this observation experimentally by 
subjecting rabbits to rhythmic rolling, pitching, or yawing 
movements on motordriven platforms. Their eye move- 
ments were recorded with the ele~tronystagmo~raphic 
method before, during, and after prolonged exposure to the 
movements of the rocking platform. When, after a "train- 
ing period" of two to three weeks, the rocking was sud- 
denly stopped, the eye movements tended to continue for 
some minutes at the same approximate frequency as during 
rocking (Figure 4). Even after the eye movements ceased, 
periods of nystagmus reappeared at intervals. This phenom- 
enon could best be explained by the assumption that some 
neurons in the vestibular or oculomotor nuclei took on 
rhythmic pacemaker properties and discharged at the ap- 
proximate frequency of the rocker. 

Optomotoric nystagmus also is stored and can be repro- 
duced (Mackensen and Wiegmann, 1959). Afternystagmus 
appears after several minutes of exposure to the sight of a 
rotating drum, which has alternating black and white 
perpendicular stripes on its surface. Afternystagmus can be 
recorded continuously in monkeys for periods of up to 420 
seconds (Krieger and Bender, 1956). Even when the after- 
nystagmus had disappeared, it could be re-established by a 
nonspecific stimulation, such as touching the animal. It is 
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FIGURE 4 Rhythmic eye movements of a rabbit after pro- to each side. The rocking was stopped suddenly after three 
longed exposure on a rocking platform. A. Electronystag- weeks of continuous movement. B. Twenty seconds after 
mographic recording, made in the dark, of the vertical, the platform was stopped, a spontaneous vertical nystagmus 
counter-rolling eye movements during exposure on a rock- appeared with the approximate frequency of the former 
ing platform. The rocking device tilted the rabbit 45 degrees rocking movements. 

important to note that the frequency and initial direction of 
the afternystagmus resemble the frequency and direction of 
the stimulation. Different stimulation frequencies in the 
same subject are followed by corresponding changes in the 
frequency of the afternystagmus. 

We performed experiments on human subjects, who 
were asked to follow with their eyes a sweeping light point 
on a cathode-ray oscilloscope. The scope was then switched 
off, and the subjects sat with open eyes in an absolutely dark 
room. Afternystagmus appeared, lasted several minutes, 
and in some cases even exceeded in amplitude and regularity 
the eye movements that took place during the original 
stimulation period (Figure 5). Afternystagmus has been 
conditioned by pairing a conditioned stimulus with the 
rotation of a striped drum (Guinsberger and Zikmund, 
1956). The presentation of the conditioned stimulus alone 
then elicited rhythmic eye movements. 

When Bechterew, at the end of the last century, studied 
the effects on eye movements of the destruction of the 
labyrinth, he observed an interesting phenomenon: bilateral 
labyrinthectomy causes nystagmus only when the two 
labyrinths are destroyed in two sessions with an interval of 
several days or weeks between (Bechterew, 1909). Uni- 
lateral labyrinthe~tom~ always causes a nystagmus, which 
has been explained as peripheral "imbalance" of the vestib- 
ular system. Because this nystagmus disappears again after 
several days, it was concluded that a plastic compensating 
mechanism exists; it is activated by the initial imbalance and 

tends to counteract the disturbing rhythmic eye move- 
ments. When the second labyrinth is destroyed, the 
rhythmic eye movements reappear, this time toward the 
other side, indicating the intrinsic rhythmic activity of the 
compensatory mechanisms. T o  obtain more insight into the 
nature of the plastic changes of their pacemaker systems, it 
would be highly interesting to record neurons of the 
vestibular or oculomotor nuclei with intracellular micro- 
electrodes, both during the Bechterew nystagmus and the 
optokinetic or vestibular afternystagmus. 

SHORT-TERM PLASTIC CHANGES IN RESPIRATORY CEN- 
TERS The respiratory movements of all vertebrates and 
many invertebrates are the consequence of rhythmic bursts 
of action potentials in neurons of the respiratory centers in 
the lower brainstem. These centers offer a unique op- 
portunity to investigate problems of spontaneous rhythms 
in neurons of the central nervous system, with the use of 
techniques of extracellular and intracellular microrecording. 
Respiratory neurons continue to discharge in rhythmic 
bursts, even when the respiratory muscles have been par- 
alyzed by injection of succinylcholine or curarine (von 
Baumgarten, 1956) or the respiratory centers have been 
isolated from the rest of the brain stem (Hukuhara and 
Okada, 1956). Intracellular recordings of respiratory neu- 
rons reveal slow oscillations of the resting potential (von 
Baumgarten et al., 1959) such as those in the Purkinje fibers 
of the pacemaker areas of the heart (Trautwein and Kas- 
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FIGURE 5 Prolonged afternystagrnus in man after optoki- afternystagmus appeared at approximately the same fre- 
netic stimulation at different frequencies. The optokinetic quency as during the stimulation. C. Same experiment, 
stimulus was a point of light sweeping across the screen of a same subject, but lower frequency of stimulation (seven per 
cathode-ray oscilloscope. At the signal, the scope was second). The afternystagrnus again appeared at approxi- 
switched o& and the subject was recorded in absolute dark- mately the same frequency as during the stimulation period. 
ness. A. Control in the dark before stimulation. B. Optoki- D. Another example of optokinetic afternystagmus. Note 
netic stimulation at a frequency of 16 per second. When the the changes in amplitude. 
stimulation was switched off after five minutes, periods of 

sebaum, 1961) and in pacemaker cells of Aplysia (Arvanitaki 
and Chalazonitis, 1965). 

We recently performed experiments in which inflation of 
the lungs (Hering and Breuer reflex) was used to impose 
artificial rhythms on the pacemaker cells of the respiratory 
centers. In each trial, a young rat was anesthetized with 
pentobarbital, and its nose was connected to a respiratory 
pump. The rat shown in Figure 6 had a respiration rate of 
120 per minute, but the pump rate was adjusted to only 60 
per minute. When the pump was switched on, the rat con- 
tinued to breathe for some time at its original spontaneous 
rate. It managed to do so by breathing with the pump, but 
it intercalated additional shallow inspirations between the 
large strokes. These intercalated inspirations soon faded, 
and the respiratory centers locked their own rhythm with 
that of the pump. When the pump was stopped, the rat 
continued to breathe at the low frequency of the pump for 
some time, indicating that the respiratory centers indeed 
had assimilated the new rhythm; but soon this new rhythm 
was replaced by the original frequency of 120 per minute. 

STORAGE OF INTERVALS IN Aplysia CELLS In our lab- 
oratory, Chun-Fan Chen, a graduate student, has made 

intracellular microrecordings in the hope of observing the 
"assimilation of rhythm" phenomenon in single Aplysia 
pacemaker cells. Burster cells-those that discharge in 
regular bursts (Strumwasser, 1967; Kandel, 1967)-and 
those cells that discharge with single spikes at regular in- 
tervals without observable synaptic input (Arvanitaki and 
Chalazonitis, 1961a) were both subjected to intracellular 
stimulation by means of a transmembrane current. The 
stimuli consisted of rhythmic periods of a depolarizing cur- 
rent, mediated by a bridge circuit to the recording micro- 
electrode. The frequency of stimulation was adjusted to be 
either slightly (but significantly) higher, or lower than the 
naturally occurring bursts. 

When such stimulation was continued over a period of 
from several minutes to an hour and then stopped suddenly, 
the recorded nerve cell responded in a significant number of 
cases by delivering the subsequent spontaneous bursts at the 
imposed new intervals. After the spontaneous activity 
locked with the stimulus, the first spontaneous burst ap- 
peared at the approximate time of the anticipated stimulus, 
which was not actually delivered (Figure 7, page 268). Pace- 
maker neurons, which discharge in single spikes, also could 
be influenced this way (Figure 8, page 268). During the 
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FIGURE 6 Assimilation of rhythms in the respiratory centers. A. 
The rat breathes spontaneously 120 times per minute. After arti- 
ficial respiration was started at half this rate, the old spontaneous 
respiratory rhythm was maintained for some time by intercalating 
an additional breath between the strokes of the pump. Eventually 
the respiratory movements locked with the pump rhythm. B. The 
stroke volume of the pump was reduced to a minimum in order to 
avoid hyperventilation. Note the two spontaneous gasps. C. After 
the pump was stopped suddenly, the rat continued to respirate 
spontaneously for several breaths at the pump frequency before 
falling back to its own rhythm. 

stimulation, some neurons that displayed rhythmic, oscillat- 
ing, pacemaker potentials showed progressive adjustments 
of the pacemaker potential from its original wavelength to 
that imposed by the stimulus. The slope of the pacemaker 
potential became steeper when the stimulation frequency 
exceeded the spontaneous oscillation rate, or flatter when 
the stimulation frequency was less than the spontaneous rate. 
After the pacemaker reached the firing level of the neuron 
at the approximate time of the next stimulus, the stimulus 
could be switched off and the next spontaneous discharges 
came at the right time. 

The induced changes of endogenous pacemaker activity 
were usually of only short duration, and the neuron re- 
turned to its original discharge frequency after one or a few 
cycles. In selected cases, however, the interstimulus interval 
could be "recovered" after periods of up to 20 minutes by 
means of single intracellular stimuli. When such a stimulus 
was given, long after thr training period, the cell responded 
with the interval imposed during the previous training 
period (Figure 9, page 269). 

In similar experiments with regularly discharging Aplysia 
neurons, a single intracellular depolarizing shock, which 
was below the threshold for an action potential, was paired 
with a stronger, suprathreshold depolarization that followed 
it by six seconds (Figure 10, page 269). After repetition of 
such paired stimulation in a regularly discharging neuron, 
the subthreshold stimulation alone led to a delayed action 
potential, the latency of which was approximately equal to 
the interval that had existed formerly between the sub- 
threshold and superthreshold stimuli. The first depolarizing 
intracellular stimulus in this case was subthreshold for an 
action potential, so any feedback from the synaptic network 
of the neuropil can be excluded. The change, in all prob- 
ability, took place in the recorded neuron alone. 

CAN CLASSICAL CONDITIONING BE EXPLAINED BY "SELF 
RE-EXCITATION'' OF NEURONS AFTER SYNAPTIC POTEN- 
TIALS? In a neuron on which the CS and the UCS con- 
verge synaptically, as in Figure 1, the EPSP caused by the 
UCS could, after a training period of paired stimulation, 
trigger a slow depolarizing potential, which, at its peak, 
would lead to an action potential or at least increase the 
probability of spike-firing at the anticipated time (see 
Figure 1, bottom trace, Cb). In other words, the CS would 
gain the effect of the UCS as in classical conditioning. 

This hypothesis of learning by self-re-excitation is based 
on two major assumptions: (I) that the UCS can trigger a 
slow depolarizing potential, or at least can reset an ongoing 
pacemaker oscillation; or (2) that the wavelength and 
amplitude (slope) of such a slow depolarization are not 
constant but undergo plastic changes, depending on the 
interstimulus interval during conditioning. 

Support for the first assumption comes from experiments 
that proved that synaptic activity can trigger relatively 
long-lasting changes of the membrane potential (Arvanitaki 
and Chalazonitis, 1961b; Nishi and Koketsu, 1968; Pinsker 
and Kandel, 1969). In this volume, Bloom proposes a 
possible biochemical link between the synaptic and the 
pacemaker activities. In his opinion, norepinephrine not 
only represents a synaptic transmitter (in that it causes the 
postsynaptic membrane to produce a synaptic potential) but 
also reacts with cyclic adenosine monophosphate (AMP) to 
alter the activity of electrogenic pumps in the membrane. 

The second assumption is still vague, but is supported by 



FIGURE 7 Effect of rhythmic intracellular stimulation of a the first spontaneous burst appears after the entrained inter- 
burster cell (R15) of Aplysia. The average spontaneous burst stimulus interval. Maximal spontaneous variability of the 
interval is 67 seconds. Rhythmic intracellular depolarization mean interburst interval, 3.5 per cent. Induced change, 15 
is applied (black bars) six times, with an interstimulus inter. per cent. 
val of 56 seconds. After the end of the stimulation period, 

FIGURE 8 Lengthening and shortening the interspike inter- 
val by rhythmically applied depolarizing pulses to an un- 
identified cell in the left side of the Aplyrin abdominal gan- 
glion. The intracellular depolarizing pulses (black dots) are 
just at threshold for a spike response. A and B (continuous 
records). Spontaneous action potentials at an interval be- 
tween 2.5 and 3 seconds. When rhythmic intracellular stim- 
ulation at a longer interval (four seconds) is switched on, the 

cell at first discharges irregularly but eventually locks its dis- 
charges with the stimulus. After the stimulus is switched off, 
the cell discharges three times at about the "entrained" 
lengthened interval. C and D. Same neuron. Stimulus inter- 
val shorter than the average spontaneous interval. The dis- 
charges again lock with the stimulus during the training 
period. After the stimulus is switched off, the cell spontane- 
ously discharges several times with a shortened interval. 
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FIGURE 9 Effect of single depolarizing impulses before and minute "training period" with depolarizing pulses of four 
after a rhythmic stimulation period in unidentified cell on seconds each, spaced at 28-second intervals. The last stimu- 
right side of the abdominal ganglion ofAplysin. A. Control. lus is followed by the "entrained" interval of 28 seconds. C. 
Single intracellular depolarizing pulses cause short bursts Single pulses, if applied after "training," cause longer pauses 
followed by silent periods of irregular length. B. Fifteen- than in the control, A. 

FIGURE 10 Effect of subthreshold depolarization before and a strong intracellular depolarization, which causes an action 
after "conditioningw of an unidentified, spontaneously dis- potential. The interstimulus interval is six seconds. After 
charging cell in the abdominal ganglion. A. Subthreshold this "conditioning period," the interval between a single 
stimuli are followed by action potentials at irregular inter- subthreshold depolarizing stimulus and the next "spontane- 
vals. B. Each subthreshold depolarizing pulse is paired with ous" action potential is six seconds in three subsequent cases. 

the observations that (I) spontaneous, rhythmic, action 
potentials lock with the rhythm of imposed stimulation 
(Perkel et al., 1964); that (2) such changes of spontaneous 
cellular rhythms can outlast the stimulation period; and 
that (3) rhythmic neuronal oscillations, as expressed in the 
instances of respiratory rhythms, nystagmus, and EEG 
waves "assimilate" externally imposed rhythms. 

The endogenous pacemaker oscillations seem to be based 
on metabolic processes energizing electrogenic pumps 
rather than on permeability changes of the membrane. Un- 
fortunately, we are still far from understanding the con- 

trolling forces behind the slow metabolic processes of the 
membrane, and it therefore appears premature to speculate 
about biochemical mechanisms responsible for plastic 
changes within the pacemaker apparatus of the cell. 

Anatomical connectivity, by means of fiber connections 
and synapses, is only one of the several preconditions of 
functional connectivity. Probably many more channels 
than are actually used are anatomically provided for in the 
network of the neuropil. The transition of a channel from 
the functionally inactive to the functioning state could be 
interpreted as the elementary basis of learning. But it would 



be shortsighted to regard only the synapses as responsible 
for such changes. 

Traditionally, neurophysiologists describe nervous in- 
tegration mainly in terms of EPSPs, IPSPs, and action 
potentials. It might be an underestimation of the function 
of a nerve cell to say that it only passively summates 
EPSPs and IPSPs at the axon hillock. A nerve cell might 
very well have an individual "history" and contribute its 
own vote to the "democratic" decision of whether a spike is 
fired. It may d o  so by following an EPSP with activation of 
a slowly depolarizing ionic pump, initiation of rhythmic 
pacemaker activity after synaptic bombardment, or a 
change in firing level. In any case, if we assume that the 
the postsynaptic neuron can undergo plastic changes, there 
is no need to make the less practical (from an engineering 
standpoint) assumption that the incoming information to 
the neuron is altered (i.e., "falsified") at the synapse before 
it even reaches the neuron. 

Our present-day neurophysiological knowledge about 
plasticity at the unitary level raises more questions than it 
can answer. All observed changes in synaptic efficacy, as 
well as pacemaker properties of neurons, are short-lived and 
cannot account for permanent memory. It could be argued, 
however, that most of  the cell types used for these studies 
were selected for technical reasons only ( i t . ,  large size, easy 
access, limited tissue pulsation). Obviously, the central 
nervous system contains follower cells that do  not learn as 
well as do  other cells with a higher level of independence. 
The cells that are specialized in learning are not necessarily 
large enough to be recorded easily with intracellular micro- 
electrodes. They might be as small as the granule cells in the 
cerebral cortex. Future research should be directed toward 
the problem of finding the animal and the cell types that are 
ideally suited for studies on neuronal plasticity. 

In conclusion, I wish to stress again that the elementary 
mechanism of memory at the neuronal level remains un- 
known. All presently available data are insufficient and 
must be suppfemented by hypotheses and speculations. W e  
should broaden our view to include new hypotheses and 
experimental materials that deserve more detailed study. 

In the course of evolution, learning and memory were 
important mechanisms of adaptation to the environment 
and consequently had high survival value. It therefore ap- 
pears possible that several redundant mechanisms developed 
to secure this capability. For this reason, various hypotheses 
about the elementary mechanism of learning d o  not neces- 
sarily exclude one another. At the present stage in our un- 
derstanding, the best strategy seems to be a multilateral ap- 
proach to the problem, including physiological, morpho- 

logical, and biochemical methods to  permit the pursuit of 
all promising leads. 
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26 Multiple Steps in the Biology of Memory 

S A M U E L  H. B A R O N D E S  

BECAUSE SOME form of memory is established immediately 
upon learning, there is a tendency to assume that "memory" 
is a simple and immediate consequence of learning. Yet 
many experiments indicate that the storage of memory 
goes on for hours and even days after training. The point of 
the present brief report is to emphasize that a biological 
analysis of memory must consider mechanisms by which 
new, functional, interneuronal relationships are created 
over a relatively long period of time. 

Formation of memory may resemble the prolonged 
sequence of reactions that end in organ differentiation 
rather than the relatively simple and immediate reactions 
characteristic of induction of a specific enzyme in response 
to a change in cellular environment. This need not mean 
that the search for a single limiting factor in memory 
storage is unjustified, for a complex and prolonged sequence 
of reactions is not necessarily irreducible. The full develop- 
ment of an antibody response may take a period of time 
equal to that required to deposit a permanent memory in 
the brain, yet this complex biological process can be viewed 
in terms of one limiting reaction and its manifold secondary 
consequences. 

The biology of memory was considered in detail in the 
book that resulted from the 1966 Intensive Study Program. 

isenstein The papers by Galambos (1967), Miller (1967), E' 
(1967), Kande1(1967), Quarton (1967), Agranoff (1967), and 
Hyd6n (1967) provide a background for the present brief 
report. In addition, reviews by McGaugh and Herz (1970), 
Glassman (1969), and Barondes (1969) may be consulted 
for details of more recent work in this area. The last 
critically considers the evidence that protein synthesis in the 
cerebrum is required for long-term memory storage. Al- 
though many of the experiments discussed in this paper 
employ inhibitors of protein synthesis in the cerebrum, the 
means by which these drugs influence memory storage is 
not of primary concern here. 

tein synthesis in the cerebrum is inhibited by acetoxy- 
cycloheximide suggest the existence of a short-term mem- 
ory process, which diminishes over hours, and a long-term 
memory process, which is much more stable. Such mice 
acquire a simple position discrimination or lightdark dis- 
crimination in a one-choice T-maze in the same number of 
trials as do controls and show identical learning curves 
(Cohen and Barondes, 1968a). Furthermore, retention 
(measured by the number of trials required to reach criterion 
on retesting) is normal two or three hours after training 
(Figure 1). However, retention at six hours, one day, seven 
days (Figure I), or six weeks (Barondes and Cohen, 1967) 
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FIGURE 1 Effect of acteoxycycloheximide on protein synthesis in 
the cerebrum and memory. Mice were injected subcutaneously 
with 240 pg of acetoxycyclohexirnide 30 minutes before training 
to escape shock by choosing the lighted limb of a T-maze to a 
criterion of five out of six consecutive correct responses. Different 
groups were tested for retention (per cent savings) at each of the 
indicated times. (For details, see Barondes and Cohen, 1968a.) 

Short-term and long-term memory after training is markedly impaired. This suggests that a 
"short-term" memory-storage process is established during 

IHAT DmmlsH~S OVER HOURS in training and persists for more than three hours thereafter, 
which mice are trained while 90-95 per cent of their pro- despite marked inhibition of protein synthesis in the cere- 

s A M u E L H . B A R  o N D E s Departments of Psychiatry and Mo- brum during training, but that a "long-term" storage pro- 

Iecular Biology, Albert Einstein College of Medic&, Yahiva Uni- cess not develop normally in mice after they have been 
versity, Bronx, N. Y. Present Address: Department of Psychiatry, treatedwith acetox~c~clOheximide. 
school of Medicine, University of California at San Diego, La The long-term process blockedb y acetoxycycloheximide 
Jolla, California is normally initiated during training, or within minutes 



thereafter, or both, in the maze tasks that have been studied. measurable, did not establish long-term memory (Barondes 
To impair this process markedly, the inhibitor of protein and Cohen, 1968b). Furthermore, reinstatement of in- 
synthesis in the cerebrum must be administered before hibition of protein synthesis in the cerebrum by injection of 
training. If acetoxycycloheximide is injected subcutaneously acetoxycycloheximide prior to introduction of ampheta- 
five minutes before training, so that marked inhibition is mine blocked the effect of the latter (Figure 3). 
established during training, there is marked impairment of 
retention when measured seven days later (Figure 2). In 
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FIGURE 2 Effect on memory of subcutaneous administration of 
acetoxycycloheximide at times before or after training. All groups 
were tested for retention seven days later. (For details, see Barondes 
and Cohen, 1968a.) 

contrast, administration of the drug immediately after 
training has only a slight effect, and, if delayed for 30 
minutes, it has none (Figure 2). Such findings suggest that 
the critical protein synthesis in the cerebrum, which is ap- 
parently required for long-term memory storage, is already 
under way during training and is insusceptible to inhibition 
within minutes. 

Although the long-term process is normally initiated 
during training, or within minutes thereafter in the maze 
task, under certain circumstances it may be initiated as long 
as three hours after training, as is suggested from studies of 
mice trained 30 minutes after they had received cyclo- 
hexirnide injections, which markedly inhibited protein 
synthesis in the cerebrum for only several hours (Barondes 
and Cohen, 1968b). Such mice did not normally develop 
long-term memory, although their capacity for protein 
synthesis in the cerebrum was restored while the short-term 
process was still demonstrable. However, if they were 
treated three hours after injection with foot shock, ampheta- 
mine, or corticosteroids, agents that are interpreted as 
producing a state of "arousal," they subsequently dem- 
onstrated substantial long-term memory (Barondes and 
Cohen, 1968b). Identical treatments given six hours after 
training, a time when the short-term process was no longer 
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FIGURE 3 Effect of amphetamine on memory and its antagonism 
by acetoxycycloheximide. Allmice were injected with0.12 gm/kg 
of cycloheximide 30 minutes before training. To reinstate marked 
inhibition of protein synthesis in the cerebrum, one group received 
acetoxycycloheximide two and a half hours after training. Both 
groups received amphetamine three hours after training, and reten- 
tion was measured seven days later (For details, see Barondes and 
Cohen, 1968b). 

These experiments suggest that the information acquired 
from training can be converted into the long-term form 
only if intact protein-synthesizing capacity, an appropriate 
"state of arousal," and the availability of the information in 
the short-term store all coexist. They do coexist during 
normal learning. When cycloheximide is administered be- 
fore training, however, protein-synthesizing capacity in the 
cerebrum is inhibited during the arousal that normally ac- 
companies training; and when the protein-synthesizing 
capacity returns, the required arousal has subsided. Living- 
ston (1967) has speculated on the role of "arousal" in direct- 
ing the formation of long-term memory storage. 

RETROGRADE AMNESIA Evidence for a change in memory 
during some period after training was first obtained from 
studies in which electroconvulsive shock was administered 
after training was completed (see reviews by McGaugh, 
1966 ; Jarvik, 1968 ; Weissman, 1967). Convulsions induced 
immediately after training produce marked impairment of 
retention, but if delayed they are ineffective. The period 



during which electroshock convulsions induce retrograde 
amnesia varies in different experiments. In some it is 
measured in seconds, whereas in others some retrograde 
amnesic effect is detectable if electroconvulsive shock is 
given up to six hours after training (Kopp et al., 1966). 
Production of spreading depression in the cortex by in- 
jections of potassium chloride into the brain (BureT and 
BureSova, 1963) and administration of other agents which 
affect the nervous system (Weissman, 1967) may also 
produce retrograde amnesic effects. In some situations, even 
acetoxycycloheximide or cycloheximide effectively impair 
long-term memory if given as long as 30 minutes after 
training, as found in goldfish by Agranoff et al. (1966) or in 
mice (Figure 4). Studies of this type have been taken to 
mean that the memory-storage process "consolidates" or is 
strengthened over some period of time after training in 
such a way that it may be influenced by these treatments 
very shortly after training but not thereafter. The enhance- 
ment of memory by administration of drugs within a short 
period after training has also been interpreted in this way 
(McGaugh, 1969). 

Experiments in which disruptive manipulations are made 
after training have also provided some evidence consistent 
with separate short-term and long-term processes in mem- 
ory storage. Albert (1966) has shown that cathodal polar- 
ization shortly after training produces retrograde amnesia, 
but that retention remains normal for several hours and 
then becomes markedly impaired. Geller and Jarvik (1968) 

have shown that the retrograde amnesic effects of electro- 
convulsive shock given immediately after passive avoidance - 
training may not be apparent for hours after the convulsions 
are produced. These studies resemble those with cycle- 
heximide and acetoxycycloheximide, in that retention re- 
mains for hours after training before diminishing markedly. 

More delayed efects 

Flexner, Flexner, and Stellar (1963) found what appeared 
to be retrograde amnesic effects of puromycin if the drug 
was injected into the temporal regions of the brain up to 
several days after training. Although puromycin is a pro- 
tein-synthesis inhibitor, subsequent studies suggest that: its 
retrograde amnesic effect need not be attributed to inhibi- 
tion of protein synthesis in the cerebrum for memory 
storage but rather to production of cerebral electrical ab- 
normalities (Cohen et al., 1966) and the production of 
peptidyl-puromycin (Flexner and Flexner, 1968b; Gam- 
betti et al., 1968), which in some manner impairs brain 
function. Furthermore, these retrograde effects are revers- 
ible if saline is injected into the original injection sites days 
after the puromycin is administered (Flexner and Flexner, 
1968a), unlike the effects produced by administration of 
acetoxycycloheximide before training (Rosenbaum et al., 
1968). 

A major finding in these studies is that the puromycin in- 
jections in the temporal regions of the brain are effective 
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FIGURE 4 Effect of ~~cloheximide injections before, or at for retention seven days later. Increased latency of entry into 
several times after, training. Mice were injected subcutane- the box in which shock had been received is a measure of 
ously with cycloheximide before, or at several times after, memory. (For details, see Geller et al., 1969). 
receiving one-trial "passive-avoidance" training and tested 



only if given up to several days after training but not if 
given one week or more after training (Flexner, Flexner, 
and Stellar, 1963). Apparently something is changing dur- 
ing this long period. Complex changes in performance 
were subsequently found by Deutsch et al. (1966) after in- 
tracerebral injection of diisopropylfluorophosphate (which 
inhibits a number of enzymes, including cholinesterase) at 
various times in the days after training in a maze. Further- 
more, injections of actinomycin-D in doses that do not in- 
hibit over-all cerebral RNA synthesis extensively but that 
produce local neuronal necrosis and electrical abnormalities 
impair memory if given one day but not seven days after 
training (Figure 5 ) .  'This series of studies suggests that some 
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FIGURE 5 Effect of intracerebral injections of actinomycin-D at 
times before or after training on retention measured 24 hours after 
injection. Mice were trained in a position-discrimination until they 
had made two correct responses. Significant retention after such 
brief training is demonstrated by the decrement in average trials 
required to reach criterion on retesting, which is indicated by A 
trials. The Pvalues (shown in parentheses) represent the probability 
that there is significant retention. Both the small and large doses 
of actinomycin-D produce local neuronal necrosis and disturbances 
in hippocampal electrical activity. The small dose has little effect on 
over-all cerebral RNA synthesis. Injections in the temporal regions 
(T) up to one day, but not seven days, after training impair per- 
formance measured one day later. Injections in the frontal regions 
(F) are ineffective even at one day. (For details, see Squire and 
Barondes, 1970). 

aspect of the memory-storage process is in flux for days after 
training is completed. From the studies that show that the 
amnesic effect of puromycin injection given one day after 
training can be reversed by subsequent saline injections (Flex- 
ner and Flexner, 1968a, 1968b; Rosenbaum et al., 1968), it 
appears that this drug may interfere with retrieval of stored 

information rather than with the storage process itself. The 
same may prove true of the other treatments that are effec- 
tive long after training. Although the long-term storage 
process may be established during training or within hours 
thereafter, normal "retrievability" may require intact tem- 
poral-lobe function for days after training. The nature of the 
change in some aspect of the over-all memory-storage sys- 
tem for at least one day after training is one of the most chal- 
lenging aspects of this whole problem. 

Multiple processes in memory 

The memory storage process is being examined largely 
through behavioral techniques rather than by direct study 
of relevant neuronal events, so inferences about the under- 
lying processes can be made only with considerable caution. 
The available evidence has been interpreted as being con- 
sistent with one or more dependent or independent proces- 
ses. McGaugh has diagramed these ~ossibilities (Figure 6). In 
the "single-trace" hypothesis, one process is established by 
training and is progressively strengthened for some period 
after training. Only one critical change effected by training 
is gradually augmented. In the "dual-trace" hypothesis 
there are separate mechanisms for short-term and long-term 
memory. They make use of different biological mechan- 
isms, and the long-term process can be directed by the 
short-term process or directly by training. The "multiple- 
trace" hypothesis is a further elaboration of the "dual trace." 

At present, we cannot definitively choose among these 
possibilities. The retrograde amnesia studies are consistent 
with a "single-trace" hypothesis. One can readily imagine a 
single-memory process the progressive development of 
which after training decreases its susceptibility to disrup- 
tion. On the other hand, the studies with acetoxycyclo- 
heximide that show transient intact memory are consistent 
with a "dual-trace" hypothesis but do not conclusively 
prove it. One can readily imagine a short-term process not 
involving protein synthesis in the cerebrum that lasts from 
three to six hours, and another long-term process that does 
depend on such synthesis. These experiments however, are 
also consistent with a single memory-storage process based 
on protein synthesis in the cerebrum. In this view, the small 
amount of residual protein-synthesizing capacity not in- 
hibited by the drug may mediate memory for from three to 
six hours after training. Because the amount of protein 
made would be only a small percentage of that made 
normally, the memory might diminish rapidly if the pro- 
tein had a short half-life. One's willingness to accept the 
idea that memory storage is mediated by a protein that 
turns over so rapidly will determine his opinion of the 
plausibility of such a hypothesis. 

The data on further changes in memory for days after 
training suggest only that integration of new information 
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FIGURE 6 Alternative mechanisms of memory storage, as with human beings, lasts for seconds, whereas the memory 
diagramed by McGaugh (1969). Abbreviations: B, buffer that lasts for several hours and is called "short-term" in the 
memory; ITM, intermediate-term memory; LTM, long- present report corresponds to his intermediate-term mem- 
term memory; STM, short-term memory. The short-term ory. (For details, see text; McGaugh, 1969.) 
memory, postulated by McGaugh on the basis of studies 

into the system may continue for such a long period. The 
fundamental mechanism for storing and information may 
or may not be changing during this period. Therefore, 
despite extensive study, all we can say is that the memory- 
storage process is in flux for a considerable period after 
learning. 

Needed: simplijications 

The studies on memory reported here are all concerned 
with the effects of manipulations of brain functions on the 
behavior of the whole organism. Although the ultimate 
cellular and molecular basis of memory storage may prove 
to be extremely simple, the system that processes the be- 
havioral information and effects this change appears to be 
extremely complex. A classical response to a complex 
process is a reductionistic one-find a simpler system or 
study components of the system. Discovery of a relatively 
simple nervous system which displays learning and memory 
would clearly be a major advance. Attempts to identify 
such systems have been summarized recently (Bullock, 
1967) and are discussed elsewhere in the present book (von 
Baumgarten). Portions of invertebrate nervous systems 
with relatively small numbers of neurons which demon- 
strate memory for many hours or days ("long-term" mem- 

ory) have not yet been identified. However, if the "single- 
trace" hypothesis proves to be correct, studies of the mech- 
anism of relatively short-lived memory phenomena in 
simple systems may prove relevant to the critical problem 
of long-term information storage. 

Reductionism also dictates more general studies of regu- 
lation of the development of functional neuronal relation- 
ships. Our understanding of the molecular regulation of 
neuronal excitability is rudimentary. Likewise, the mecha- 
nism of development of neuronal pathways during the dif- 
ferentiation of the nervous system (see Jacobson, this vol- 
ume; Barondes, this volume) may be crucial for work on 
the memory problem, although the "refined" differentia- 
tion characteristic of memory may be based on different 
processes. 

Work on the effect of gross manipulations on memory in 
intact organisms has identified some pharmacological com- 
plexities of the problem. The most striking of these is that 
storage and retrievability of a memory may develop over a 
considerable period of time. Further work of this type will 
lead to a deeper understanding of these complexities at the 
level of the whole behaving animal. Knowledge of the 
factors that regulate interneuronal communication limits 
research with this approach. Further behavioral studies must 
be based on such mformation. 



Summary 

Evidence that development of memory storage continues 
for minutes or hours after the learning experience is ended, 
and that the over-all memory system, including retrievabil- 
ity, is modified for one day or more after training, is con- 
sidered briefly. A view of memory storage is considered in 
which there is: (1) a "short-term" process, independent of 
protein synthesis in the cerebrum, that persists for hours 
after training ; (2) a "long-termM process, normally initiated 
during training, that also depends on such protein synthesis ; 
and (3) a process that can last for more than a day after 
training and influences the retrievability of the stored in- 
formation. The difficulty of drawing conclusions about such 
biological processes from behavioral studies is recognized 
and bemoaned. 
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27 Protein Changes in Nerve Cells 

Related to Learning and Conditioning 

H O L G E R  H Y D ~ N  and P A U L  W. L A N G E  

THIS PAPER deals mainly with the biochemical changes ob- 
served in neurons during three different learning experi- 
ments. First, however, some experiments are described that 
show differences in the protein composition of nerve and 
glial cells. Of the learning experiments, the first is on in- 
strumental learning in rats, in which changes took place 
in the synthesis of three acidic neuronal proteins and in the 
base composition of neuronal RNA. We  present the argu- 
ments that these changes are specifically related to training 
and are an expression of increased gene activation. In the 
next study, we describe the protein changes observed in 
brain cells during simple sensory conditioning in rats, and 
argue that these are caused by an increased level of attention 
rather than to learning per se. Finally, we report some RNA 
data from neurons in monkeys performing a visual dis- 
crimination test. 

Neuronal and glial proteins 

Five years ago, Moore (1965) and Moore and MacGregor 
(1965) described a brain-specific protein called S100, so 

H O L G E R  H Y D ~ N  and P A U L  W. L A N G E  Institute of Neuro- 
biology, Faculty of Medicine, University of Goteborg, Goteborg, 
Sweden 

named because it is soluble in saturated ammonium sulfate. 
It is an acidic protein, has a molecular weight of about 
20,000, constitutes 0.1 per cent of the brain proteins, and 
moves close to the anodal front in electrophoresis. In the 
rat, it develops 12 days after birth, and is present only in 
nervous tissue. Thirty per 100 moles of its amino acids are 
acidic. It contains 30 per cent glutamic acid and no trypto- 
phan. SlOO can be further separated into at least three 
fractions, of which two have a high turnover and react 
immunologically with antiserum against SlOO (McEwen 
and Hydtn, 1966). The SlOO protein is not linked to carbo- 
hydrates (Figure 1). 

Hyd6n and McEwen (1966) have shown by antiserum- 
precipitation reactions supported by the Coons' technique 
(1957) that SlOO is mainly a glial protein, which in nerve 
cells is found only in the nuclei. Recently, Benda and 
collaborators (1968) confirmed its presence in glia and 
showed its tenfold growth in a clonal strain of glial tumors. 
Perez and Moore (1968) have also presented evidence that 
SlOO is mainly a glial protein. Moore and Perez (1966,1968) 
have described another brain-specific protein, which seems 
to be localized exclusively in the nerve cells and has been 
named the 14-3-2 protein. 

There is evidence for the existence of still other brain- 
specific, soluble proteins. MacPherson and Liakopolou 
(1965) have described one in the @-globulin range; Kosinski 



and Grabar (1967) have described five soluble proteins; and 
Warecka and Bauer (1966, 1967) recently described an 
a-glycoprotein rich in neuraminic acid, which develops 
three months after birth in man and is probably derived 
from glia. Bennett and Edelman (1968) have purified and 
characterized still another acidic brain-specific protein. 

A n  immunological study of Deiters' nucleus 

We have examined the properties of antibodies prepared 
against neurons and glia (MihailoviC and Hydtn, 1969) 
obtained from Deiters' nucleus in a continuing attempt to 
identify brain-specific proteins in them. The antigens in 
brain cells presumably number in the order of hundreds; 
Huneeus-Cox and his coworkers (Huneeus-Cox, 1964; 
Hunneeus-Cox et al., 1966), for instance, successfully pre- 
pared antisera against 11 antigens in preparation of squid 
axoplasm that did not include the external membranes. In 
our study, antigen consisted of glial material dissected from 
the Deiters' nucleus of the rabbit by the freehand technique 
we have already described (HydCn, 1959). The dissection 
was carried out at 4' C, with careful removal of capillaries 
and nerve-cell bodies and processes; in this way, 3.2 milli- 
grams of Deiters' nucleus glia were collected from 40 rab- 
bits. The other antigen consisted of 1.3 grams of whole 

Deiters' nucleus, containing both neurons and glia, dissected 
from 100 rabbits. 

Each of these antigens was homogenized and mixed with 
both complete and incomplete Freund's adjuvant. A group 
of six rhesus monkeys, each weighing 3 to 3.5 kilograms, 
was injected intramuscularly with 0.6 milliliter of one or the 
other emulsion once a week for four weeks. None ever 
showed neurological symptoms or signs of tuberculosis. 
The animals were bled afier one week. On day 44, each 
monkey received a booster injection of 0.2 milliliter of its 
antigen emulsion precipitated with A12(S04)3, and was bled 
one week later. These sera were tested on Ouchterlony 
plates against extracts of glia and of Deiters' nucleus, and 
their precipitation activities against sucrose-Triton X-100 
extracts of both glia and of Deiters' nucleus material were 
also evaluated. In addition, we used the micromethod for 
double diffusion in one dimension in glass capillaries pre- 
viously described (Hydtn and McEwen, 1966) as an assay 
system. We  also used the Coons' (1957) multiple-layer, in- 
direct method for immunofluorescence applied to cryostat 
sections through the Deiters' nucleus, with evaluation of the 
specific fluorescence appearing in the nerve and glial cells. 
Some samples of the antisera were absorbed in two or three 
steps with sucrose-Triton X-100 homogenates of glia and 
of rabbit spleen; others were twice absorbed with rabbit 
spleen and then absorbed with glia. 

T i m e  

FIGURE 1 Specific radioactivity of bands Oa, Ob, and Oc activity was determined after combustion of slices of the 
separated on 11.2 per cent polyacrylamide gels as a function polyacrylamide gels by liquid scintillation counting. 
of time between injection ofthe isotope and sacrifice. Radio- Isotope: 1-leucine-4,5 T. 



TABL~ I 
A. Gel precipitation reactions (+) between anti-Deiters' nucleus antiserum (1 :512) 

and a homogenate o f  Deiters' nucleus. 

Antigen Reaction Antigen Reaction Antigen Reaction Antigen Reaction 

(clg/cll) 
8.20 - 0.80 + 0.30 + 0.05 - 
4.10 - 0.50 + 0.20 + 0.02 - 
2.10 - 0.40 + 0.10 + 0.01 - 
1.00 - 

B. Gel precipitation reactions (+) between anti-Deiters' glia antiserum (1:512) 
and an antigen homogenate of Deiters' glia. 

Antigen Reaction Antigen Reaction 

TABLE I I 
Gel precipitation reactions (+) between anti-Deiters' glia anti- 
serum and 0.9 ~g ofprotein extractedjom nerve and glia cells 
dissectedjom Deiters' nucleus. Normal serum controls negative 
in each case. 

Protein from 
Antiserum Dilution Nerve cell Glia cells 

1 :64 - f 
1 :I28 - + 
1 :256 - + 
1 :512 - + 
1 :lo24 - - 
1 :2048 - - 

Tables I to IV summarize some results of these studies. 
Both the anti-Deiters' nucleus and the antiglia sera formed 
well-defined precipitates with microgram per microliter 
amounts of their respective antigens (Table I). Table I1 
shows that the antiglia serum formed precipitates with the 
glia but not with nerve cells obtained from Deiters' nucleus, 
and that no precipitates formed when normal rabbit serum 
was used against these antigens. 

Table 111 shows the results of an antigen dilution study: 
homogenates of isolated nerve cells and of the same volumes 
of glial cells were tested against the antiglia antiserum in the 
dilution ratio of 1 to 512. Even when 300 isolated nerve 
cells were used, no precipitation was obtained, but glial 
homogenates gave well-defined precipitates. 

TABLE I I I 
Precipitation between anti-Deiters' glia antiserum (1:512) and 
diluted homogenates o f  Deiters' nerve cells and ofglia. Method: 
double dtfusion in glass capillary. Neuronal protein estimate 
based on 12,000 ppg ofprotein per cell. Glial protein per unit 
volume estimated at 50 per cent neuronal. 

Deiters' Glia 
Deiters' Neurons (same volumes as nerve cells) 

Number Calculated Calculated 
ofnerve protein Precipitates protein Precipitates 

cells in 10-6g obtained in 10-6g obtained 

Precipitates were obtained when the anti-Deiters' glia 
antiserum was tested against glia dissected from other parts 
of the brain, e.g., from the hypoglossal nucleus and from 
the spinal cord and cerebral cortex; but none appeared 
against homogenates of motor neurons, pyramidal nerve 
cells of the hippocampus, and granular cells from the 
cerebellum, all containing from 3.5 to 0.01 micrograms of 
protein per microliter. 

Antiserum against the whole Deiters' nucleus gave two 



TABLE I V 
Number of precipitation lines after absorption of  anti-Deiters' 
nucleus antiserum. Antigen: homogenates from 120 isolated 
nerve cells and corresponding amount ofglia containing 1.6 pg 
used in each case. All dilutions tested (1 :2, 1 :4, 1 :8, 1 : 16) gave 
the same result. 

Protein from 
Nerve Cells Glia Cells 

Unabsorbed 2 2 
Absorbed with glia 1 0 
Absorbed with spleen 1 0 

precipitation lines with both glia and nerve cells as antigens. 
However, when this antiserum was absorbed with glia or 
with spleen, only the nerve-cell homogenates gave pre- 
cipitates (Table IV). 

The results with the fluorescence technique matched 
those obtained with the irnmunodiffusion technique, as 
summarized in these Tables. Experiments were carried out 
according to the multiple-layer method of Coons (1957, 
1958). Cryostat sections 5p thick, cut through the lateral 
vestibular nucleus, were first dried (in some cases left over- 
night in the refrigerator at +4O C) and subsequently fixed 
in cold acetone for 30 seconds. After being washed for five 
minutes in the buffered saline, the sections were covered 
for 30 minutes with the antiserum to be investigated. After 
thorough washing (three to five minutes) in a cold pH 7.1, 
phosphate-buffered saline, a goat-antimonkey globulin- 
gamma-globulin conjugated with fluorescein isothiocyanate 
(Difco product) was applied to the sections for 30 minutes, 
and the excess was removed by repeated washing (again 
three to five minutes) in the buffer. Control sections treated 
only with normal monkey serum and conjugated gamma 
globulin were used regularly with each experimental series. 
The sections were finally mounted in a small drop ot 
buffered glycerol (nine parts glycerol, one part buffered 
saline) under a coverslip and immediately observed in a 
Zeiss fluorescence microscope. Photographs were taken 
with high-speed Ektachrome film, using exposures varying 
from one to five seconds. The sections then were restained 
with Ehrlich's hematoxylin eosin. The fields previously 
photographed were identified under the light microscope 
and rephotographed in black and white, thus enabling com- 
parisons to be made of conventional microscopical ap- 
pearances of structural details with fluorescent pictures. 

Antiserum to whole Deiters' nucleus when absorbed 
with glia, with spleen, or with both gave no fluorescence 
in glial cells, but did so in nerve cells; this fluorescence was 
localized in the outer rim of the cell body and in the 

dendritic processes, which could be traced through the 
section by their brilliant fluorescence, suggesting that the 
antigens were localized in the plasma membranes. Further- 
more, the reaction was positive in the nerve-cell nucleus, 
but not at the site of the nucleolus. 

From these observations, the following conclusions can 
be made. Neurons and glia differ with respect to antigen 
composition. This finding is interesting, in that both types 
of cells develop from the type of ectodermal stem cell. 
The question, then, is whether the antigens are specific for 
the type of cell in which they occur. Judged by the absorp- 
tion experiments, the neuronal antigens seem to be specific 
for that tVDe of cell. It should be noted that the neuron- , I 

specific antigens were concentrated in the processes, in the 
outermost part of the cell, and in the nucleus-especially 
the nuclear membrane. 

On the other hand, it seemed clear that the antigens in the 
glia were not glia-specific. They were localized throughout 
the cell body, but not in.the nucleus. Any immunological 
organ specificity seems, therefore, to be due to the presence 
ofantigens in the neurons. 

Conversely, glial cells possess the acidic SlOO protein that 
is confined only to the nerve tissue and is shared with 
neurons. The presence of this antigen cannot be demon- 
strated by the method used in this study for preparing 
immune sera (Levine and Moore, 1965). 

Altered protein synthesis during training 

EXPERIMENT 1. HANDEDNESS TRANSFER Incorporation of 
3H-leucine into the acidic proteinfractions 4 and 5. Most rats 
are left-handed or right-handed when permitted to perform 
complicated paw movements, and they can be induced to 
transfer this handedness in the retrieval of food (Hydtn and 
Egyhhzi, 1964). Thus, when given access to a glass tube 
partly filled with small protein pellets, they reach down into 
the tube to retrieve the pellets, one by one; when first 
tested, clear preference for the left or right forepaw is found 
in 92 per cent of the animals. When the glass tube is placed 
next to a wall to prevent the use of the preferred paw (e.g., 
wall to the right for a right-handed rat), the animal begins 
to retrieve the food pellets with the nonpreferred paw. 
When given two training sessions of 25 minutes per day in 
this situation, the number of pellets obtained per day in- 
creases linearly up to day 8. In the experiment to be de- 
scribed next, such performance curves were obtained on all 
rats; they were similar to the curve shown in Figure 2. 
Once learned, this new behavior is retained for a long time. 
No stress (surgical, mechanical, or shock) is applied to in- 
duce the new behavior, so this procedure has distinct ad- 
vantages over other behavioral experiments with rats. 

To  trace protein synthesis during this learning, the rats, 
under halothane anesthesia, received 60 pCi of 3H-leucine 
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FIGURE 2 Performance of reversal of handedness as the average 
number of successful reaches for 10 rats trained twice daily, 25 
minutes per day, for 16 days. 

in 60 intraventricularly in each hemisphere half an hour 
before the final training period. Hippocampal nerve-cell 
samples were then taken for analysis 15 minutes after the 
last training period. Nerve cells of the hippocampus were 
selected because (1) several clinical and behavioral studies 
have shown the importance of this structure for the forma- 
tion of long-term memory (see, e.g., Meissner, 1966; 
Ojemann, 1966; Penfield, 1952; Burebvh et al., 1962; Adey 
et al., 1963); (2) its bilateral destruction results in severe 
defects in learning and formation of memory (Meissner, 
1966; Ojemann, 1966); (3) during attentative learning, 
impedance changes occur in the hippocampus (Adey et al., 
1963) ; and (4) no memory is formed if protein synthesis in 
the hippocampus is inhibited by 90 per cent (Barondes and 
Cohen, 1967; Flexner and Flexner, 1968). 

The micromethod used for protein analysis was as fol- 
lows. About 300 pyramidal cells &om the CA3 region of 
the hippocampus, separately dissected out freehand on a 
cooling table, were analyzed for protein by a technique 
already described (Hydtn and Lange, 1968a). (One may ask 
why it seems necessary to struggle with such minute 
amounts of material and with the dissection of such small 
areas within the brain. As an answer, we advocate the view 
that altered synthesis, if any, is more likely to be found in a 

uniform cell population from an area that is clearly involved 
functionally. In a mixed cell population from a whole brain 
such changes disappear easily in the background noise.) An 
outline of this procedure is given in Figure 3. The left side 
of the scheme gives the various steps leading to the value 
of the specific activities per amount of protein in each 
protein microfraction. 

These specific activity values vary because of variation 
in the local concentration of 3H-leucine, so the correction 
procedure shown on the right side of Figure 3 was applied 
in order to allow a comparison of values from identical 
parts of both hemispheres or from different animals. This 
was accomplished in a separate experiment, in which the 
relation between the uncorrected specific activities and the 
concentration of the free 3H-leucine in the hippocampal 
nerve cells was determined and found to be linear. Dividing 
the specific activity values obtained by the values of the 
3H-leucine concentration determined locally permitted all 
specific activities to be compared at a uniform free 3H- 
leucine concentration. 

In an earlier study (Hydtn and Lange, 1968b), the in- 
corporation of 3H-leucine in the CA3 nerve-cell protein 
fractions 4 and 5 (Figure 4) was evaluated on the fifth day 
of training, i.e., on the linear, increasing part of the per- 
formance curve. The specific activities of these protein 
fractions were significantly greater in trained rats than in 
control rats of the same age (P < 0.005), and there was 
some evidence for higher incorporation in the hippocampus 
contralateral to the training paw. 

Presumably, protein fractions 4 and 5 each contain several 
species of proteins and there is no reason, as yet, to believe 
that the qualitative characteristics of the protein formed 
during training is specific for the process, as no data exist 
on the composition of these proteins. Nevertheless, it is 
pertinent to ask whether the increased synthesis of fractions 
4 and 5 is specific for the training. 

This we attempted to do in the present study by measur- 
ing fractions 4 and 5 in rats given five, seven, and 10 training 
sessions according to the following schedule. A group of 24 
rats was given five days of training. Five of these (Group 1) 
received 3H-leucine prior to the last training session, and the 
CA3 hippocampal nerve-cell material was taken for analysis 
as described above. The remaining animals were placed in 
cages, and given food and water ad libitum. After 14 days, 
they were all subjected to two training periods of 25 
minutes each; five of these animals (Group 11) were given 
3H-leucine, and the CA3 nerve-cell material was taken for 
analysis. The remaining rats (Group 111) were returned to 
their cages for 14 additional days, then trained for three days 
with two training periods per day (each of 25 minutes), and, 
after a 3H-leucine injection, their hippocampal brain cells 
were taken for analysis. The controls were untrained rats 
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ofthe same age; 50 per cent of them were litter mates ofthe 
experimental animals. 

The performance of the rats in the three groups is shown 
in Table V. Table VI demonstrates that the specific activi- 
ties of protein fractions 4 and 5 were significantly increased 
after five and seven training days but not after 10. We  have 
shown (Hydkn and Lange, 1968b) that the corrected 
specific activities (counts per minute per microgram) of 
protein fractions 4 and 5 differ from the corresponding 
values, as a result of a more refined separation technique, 
which allowed a better separation of smaller amounts of the 
protein sample. The values found for the unseparated pro- 
tein were, of course, not affected. The unseparated protein 
of the CA3 pyramidal nerve cells behaved like that of frac- 
tions 4 and 5 in showing higher incorporation values in 
Groups I and 11, but not in Group 111 (Table VI). 

7 SP ACT OF PROT AT 
UNlT 'H-LEUCINE CONC = % : OR$ 

After a chance observation, we made a study of the in- 
corporation of 3H-leucine by two rats that were subjected 
to half of the initial training time allowed the other rats. 
Whereas Group I had 10 training sessions (two of 25 
minutes each for five days), these two rats had five (two of 
25 minutes each on days 1 and 2; one of 25 minutes on day 
3), and on day 14 they were given only a single 25-minute 
training session before being killed for analysis. On training- 
day 3 they had made 120 reaches; in the final session, 100 
reaches. These animals (Group IIA in Table VI) gave a 
greater protein-synthesis response than did those receiving 
the longer training. 

Because the incorporation of 3H-leucine into protein 
fractions 4 and 5 increased significantly during the training, 
it became important to know the relation of these fractions 
to the remainder of the nerve-cell protein in terms of 3H- 



FIGURE 4 Protein of pyramidal nerve cells of the hippo- 400 in diameter, and stained with amido black. Fractions 
campus, CA3 region, separated on polya~r~lamide gels, 4 and 5 from the anodal front are indicated by arrows. 

TABLE V 
Average number ofpellets  obtained per day by rats using the 

nonprefened paw.  

Number of rats Pellets 

Group I (performance on day 5) 24 100 
Group I1 (performance on day 14) 19 90 
Group 111 (performance on day 30) 14 90 

TABLE VI 
Corrected specific activities of hippocampal C A 3  nerve-cell proteins, both the unseparated andfractions 4 and 5. Corrected specific 

activity rpfers to counts per minute per microgram standard error of the  mean. 

Fractions 4 and 5 Unseparated protein 
Corrected Corned  

No. of rats No. of gels specific activity No. of samples specific activity 

Group Z 
(training 5 days) 5 
Group ZZ 
(resumed training day 14) 5 
Group ZZA 
(half training time) 2 
Group ZZZ 
(resumed training day 30) 14 
Control 10 



leucine incorporation. Protein of the CA3 nerve cells from - 
m .  

Group I rats (trained for five days) was, therefore, separated 
on polyacrylamide gels, divided in four parts, and the 
radioactivity was determined in each part; as can be seen in 
Figure 5, the radioactivity of protein &actions 4 and 5 is 
relatively high. 

cpm 21.0 47.5 13.0 6.4 A B 

FIGu~E 5 400 in diameter* separated aH-labeled FIGURE 6 Photographs of nerve-cell protein of the hippocampus, 
pyramidal n e ~ ~ e u  protein from the CA3 region, were cut in CA3 region, separated on polyacrylamide gels 400 in diameter 
four ~ieces, as indicated, and the radioactivity (numbers below) and stained with amido black. A. From control rat using one fore- 
was determined as counts Per minute after cOmbustion. Note that paw; B. From rat on day 5 of training using the nonpreferred paw. 
the radioactivity in protein fractions 4 and 5 is relatively great. The acidic proteins migrate toward the bottom of the gel. 

INCREASED SYNTHESIS OP SlOO PROTEIN Both the elec- 
trophoretic pattern of the soluble CA3 nerve-cell protein 
isolated in the experiment just described and micro- I\ /' 
densitometer recordings (Figure 7) made of 75 protein 
separations stained with brilliant blue showed two protein 
bands at the front in the trained rats compared with only 
one in the controls (Figures 6 and 7, Table VII). This pro- 
tein fraction of the controls gave a positive immunological 
reaction when treated with antiserum against the SlOO pro- 
tein. Figure 7 shows that the amount of protein contained 
in the two anodal bands from trained rats was greater than 
the amount of protein contained in the one band from the 
controls. Furthermore, when gel cylinders (from experi- 
mental rats) with two anodal front bands were immersed in 
saturated (NH4),S04 solution for 20 minutes, the band 
closest to the anode disappeared, identifying it as S100. 
These facts-the electrophoretic localization of the new 
protein &action, its disappearance in saturated (NH4),S04, 
and the increased amount of anodal protein in the trained 
rats-suggest that brain-speclfic SlOO protein increased in 
amount during training. This SlOO protein was presumably 
localized in the nuclei of the hippocampal neurons. 

Our interpretation of the result given above is that the 
increase of the SlOO protein during reversal of handedness A 

)L 44:b B 

specifically relates the SlOO protein to the learning pro- FIGURE 7 Microdensitometric recordings of the anodal front pro- 
cesses. As we pointed out above, however, training involves tein fractions as shown in Figure 6. A. Control. B. Trained 
several factors not related to learning per se. In experiments animal. 



TABLE V I I 
Frequency ofsingle- and double-jont anodal protein bands in the 
electrophoretic pattern of 75 polyacrylamide gels from 23 rats; 
Group I1 and Group III as in Tables V and V I .  

~~~b~~ ~~~b~~ Number of Protein Bands 
of rats of gels tested One Two 

- - 

Control 7 19 20 0 
Group I1 4 15 5 10 
Group III 12 41 20 20 

on the reversal of handedness, the unspecific factors have 
been eliminated or reduced to a minimum. The motor and 
sensory activity, attention, motivation, and reward are 
equated among the experimental and control animals, and 
the stress involved in reversal of handedness is minimal. In 
view of these considerations, we performed the following 
experiments, which specifically relate the SlOO protein 
during reversal of handedness to learning per se. 

A group of eight rats was trained during two 25-minute 
periods per day for three days. Between the first and second 
training session of the fourth day, half of the rats were in- 
jected intraventricularly on both sides with 2 X 25 pg of 
antiserum against SlOO in 2 X 25 The other four were 
similarly injected with the same amount and volume of 
antiserum against rat r-glob~lin. During injection, the rats 
were lightly anesthetized with halothane. The animals were 
trained in a second session on the fourth day 45 minutes 
after the injections. After this treatment, the rats were 
trained for three additional days in two %-minute sessions 
per day. The results are presented in Figure 8. The number 
of reaches is plotted against the number of training days. 
Before injection of antisera, all rats followed an identical 
performance curve. After the injection of antiserum against 
rat y-globulin, these rats followed a performance curve 
that was an extrapolation of the performance curve before 
the injection. 

By contrast, the performance of rats injected with 
antiserum against SIOO protein did not increase, i.e., the 
number of reaches made per day remained the same as those 
immediately before the injection. As is seen from the curves 
in Figure 8, the difference in number of reaches between the 
two groups of injected rats is clearly significant. Thus, the 
SlOO protein is specifically correlated to learning processes. 

At this point, it seems appropriate to comment on the 
protein changes in the rats undergoing intermittent training 
(Groups 1-11, Table V). These rats performed well on day 5, 
day 14, and day 30, i.e., when they had received trajning 
for five, seven, and 10 days. If the increased synthesis in the 
hippocampal nerve cells had been an expression of increased 
and sustained neural function, then the values found on the 

fifth and fourteenth days would presumably also be found 
when the rats received three additional days of training at 
30 days. The fact that the incorporation values at 30 days do 
not differ &om the controls is a strong indication that the 
observed increase in synthesis is to be correlated to learning 
processes occurring during the training. We suggest the 
interpretation that, when the novelty of the task has passed, 
the hippocampal nerve cells cease to respond with increased 
synthesis of this type of protein (S100) which is brain- 
specific and thus can be expected to mediate specific brain 
functions. It is an open question whether a specific synthetic 
response takes place in other parts of the brain at this time. 

EXPERIMENT 2. SENSORY CONDITIONING TEST IN RATS 
Incorporation ofaH-leucine into neuronalprotein. This experi- 
ment was designed to limit participation of such factors as 
motivation, motor activity, and reinforcement in an experi- 
ment involving change of behavior (HydQ, Lange, and 
Wood, in preparation). For that purpose we measured 
protein synthesis in rats subjected to paired and unpaired 
tone and light stimuli, and to light stimulus alone. A total of 
80 rats were used in pilot tests, behavioral checks, and for 
final experiments. A rat was placed in a cage with a wired 
floor in a sound-absorbing, dimly lit room for 20 minutes 
prior to the experiment. One group of rats received an 
acoustical signal of 1000 Hz (conditioning stimulus), fol- 
lowed by a visual (unconditioned) stimulus. The tone and 
light stimuli both lasted 0.2 second and were presented 
automatically at a fiequenq of six per minute. Another 
group of rats was used as behavioral controls. In this 

As against 
y -globulin 

As against S 100 

1 2 3 4 5 6 7  

Days of training 

FIGURE 8 Performance curves of two groups of rats, four in each. 
One group injected with antiserum against S100; the other, with 
antiserum against rat y-globulm on the fourth day of training. 



group, the tone and light stimuli were followed by an elec- 
tric shock; in 10 trials the rats learned to jump up to a shelf 
to escape the electric shock (criterion, eight of 10) when the 
tone-light stimuli were presented. This test, a type of 
sensory conditioning described and discussed by Morrell 
(1967), demonstrated that a linkage had been formed be- 
tween the two sensory areas. A third group of rats received 
tone and light stimuli distributed at random. A fourth 
group received only light stimuli at a frequency of six per 
minute. 

The experimental rats were first injected bilaterally and 
intraventricularly with 3H-leucine during light fluothane 
anesthesia, then given sound-light or sound-light-at- 
random stimulation for 15 minutes. The time lapse from the 
last injection to the sampling of brain material was 40 
minutes. 

Both types of stimulation increased the incorporation of 
3H-leucine into the neuronal protein of the hippocampus 
but decreased it in the visual cortex (Table VIII). Control 

TABLE VIII 
Tone-light conditioning in rats. Incorporation o f  3H-leucine 
into protein isolated from hippocampal nerve cell and visual 
cortex ofrats. Data in cpm total protein per cpm total supernate. 

Number Incorporation of 8H-leucine 
Stimuli of samples Visual cortex Hippocampus 

Paired 8 3.49 i 0.23 3.43 i 0.41 
Unpaired 8 3.50 i 0.23 4.45 i 0.56 
Light only 12 3.48 + 0.18 
Control 8 4.46 + 0.41 2 86 i 0.41 

animals given a light stimulus alone showed decreased in- 
corporation in the visual cortex. 

Two findings in this sensory conditioning experiment 
seem to exclude the possibility that the protein changes were 
correlated with learning processes during the conditioning. 
The first is that a light stimulus alone gave the same in- 
corporation values for the visual cortex as did the paired 
and unpaired tone-light stimuli. The second finding is that 
the tone-light stimuli distributed at random gave the highest 
incorporation of 3H-leucine into the protein of the hip- 
pocampal nerve cells. Therefore, the conclusion is that the 
protein changes observed during the conditioning pre- 
sumably are expressions of increased attention or orientation 
reflexes. In all three types of sensory experiments, the 
finding that the incorporation values for the cells of the 
visual cortex were lower than those of the controls agrees 
with electrophysiological observations. 

Discussion 

The aim of the studies reported here has been to correlate 
protein changes in nerve cells (and glial cells) in specific 
parts of the brain with learning processes that occur during 
training. It seems evident that mapping the areas that re- 
spond with defined changes in protein fractions during 
behavioral experiments is a prerequisite for a comprehen- 
sive theory on the mechanisms relating macromolecules in 
brain cells to storage and retrieval of information. The ob- 
servations relating behavioral responses to synthesis and 
composition of RNA in nerve and glial cells (Hyd6n and 
Egyhizi, 1962, 1963, 1964; Hyd6n and Lange, 1965; 
Shashoua, 1968), taken in conjunction with the observa- 
tions on protein reported here, may be considered as a be- 
ginning that may eventually form the basis of such a theory. 

It is interesting that the immunological study reported 
here brought out such clear differences in the antigen com- 
position of neurons and glia. This finding brings into ques- 
tion the matter of transfer of RNA from glia to neuron, for 
which view there exists some evidence (Hyd6n and Lange, 
1966). Such transfer could still take place, even if the 
neuronal protein programed by the glial RNA were not 
antigenic for rabbits challenged by our technique. SlOO pro- 
tein, for instance, is not antigenic unless injected under 
special circumstances. 

This SlOO protein seems, however, to be definitely linked 
to learning, as is demonstrated especially well in the experi- 
ment in which antiserum against SlOO impaired learning, 
but that against -pglobulin did not (Figure 8). All factors, 
including stress, were identical for the control and experi- 
mental rats in this study. Before and after the antisera in- 
jections, all were subjected to the same training program, 
and the injections into the brain ventricles were carried out 
under identical conditions. Additional food was supplied 
to rats receiving SlOO protein antiserum to compensate for 
the different amounts of reinforcement obtained. The re- 
sult showing that only the SlOO protein antiserum in- 
hibited further learning seems clearly to link this brain- 
specific protein to learning processes that take place during 
training. 

The nerve-cell proteins 4 and 5 are acidic, even though 
their composition is still unknown. Their response during 
intermittent training, which was spread over one month, 
seems significant and is pertinent for the interpretation that 
the synthetic response was linked to learning processes 
within the training. The hippocampal nerve cells did not 
respond with increased synthesis of these proteins after the 
last training sessions (a month after the initial training), 
which excludes the possibility that the increased protein 
synthesis during the two previous training sessions was 
merely an expression of increased motor activity, sensory 
activity, attention, or change in age. 



The protein changes in the transfer of handedness ex- 
periment, which was instrumental learning, can be com- 
pared with those in the sensory-sensory experiments, 
which was classical conditioning. The ins'trumental learning 
is a complicated type involving, among other things, 
motor-sensory activities, motivation, and attention. The 
acidic (including SIOO) protein in hippocampal nerve cells 
rises during acquisition of behavior in this case, but during 
sensory conditioning no systematic change related to learn- 
ing can be seen in either the hippocampal or the cortical 
cells. The protein-synthetic response of hippocampal cells 
in this type of classical conditioning cannot, therefore, be 
equated with that taking place during instrumental learn- 
ing. In sensory conditioning, the direction and magnitude 
of protein synthesis changes in the hippocampus seem only 
to follow the response of the cells to the sensory input and 
to have no relation to the learning factors involved. 

Thus, both the light-tone and the at-random stimuli gave 
high incorporation values of aH-leucine into the hip- 
pocampal nerve-cell protein. In visual cortex, the incorpora- 
tion values were equal and lower, compared with the con- 
trols for all conditions of stimulation. It may, therefore, be 
tentatively concluded that, in hippocampal cells, the bio- 
chemical activities taking place during instrumental learn- 
ing differ from those during classical sensory conditioning. 
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28 Determinants of Neural and Behavioral 

Plas ticitv: An Overview 

ROBERT GALAMBOS and S T E V E N  A. HILLYARD 

Heredity and environment 

As I SUGGESTED in my introduction to this section, an expla- 
nation of behavioral plasticity and stabllit~ in terms of trans- 
actions between the genetic readout and the environment 
has its roots in the neuro-embryological problems to which 
the preceding section addressed itself. An orderly sequence 
of exchanges between the genome and the milieu character- 
izes both the embryonic sculpturing of the nervous system 
and the subsequent emergence and transformation of be- 
havior. We  believe that a detailed examination of this con- 
tinuity between embryogenesis and behavioral ontogeny 
can shed some light on the heredity-environment interac- 
tion and on the meaning of such developmental concepts as 
maturation and critical period. 

First, we should point out that some mechanisms of em- 
bryogenesis, including cellular growth, differentiation, and 
motility, genetic "switching," and myelination, continue to 
operate during times of behavior modification. As Altman 

R O B E R T  G A L A M B O S  A N D  S T E V E N  A. H I L L Y A R D  Univer- 
sity of California at San Diego, La Jolla. California 

has described (1967), the postnatal mammalian brain exhib- 
its, at least for a time, a continuation of histogenesis, neuro- 
nal and glial mitosis, cell migration, and the growth of 
axonal and dendritic processes. Moreover, the impressive 
body of evidence showing that macromolecular synthesis 
and speciation accompany stable alterations of behavior 
(Glassman, 1969) suggests (subject to further proof) that the 
orderly switching along gene-directed biospthetic path- 
ways that characterizes embryonic metamorphosis (Bonner, 
1965) also participates in the posmatal restructuring of the 
central nervous system. 

The questions of how these posmatal "maturational" 
events are related to the concomitant emergence of behav- 
ior and how vulnerable they are to environmental variation 
are the central issues. How, for example, does one relate the 
well-known efficacy of "early experience" in altering the 
course of behavioral development (Fuller and Walker, 
1962; Delius, this volume) to the histogenesis and cellular 
growth still in progress? Does the incompleteness of neu- 
ronal and/or glial differentiation determine a heightened 
receptivity to certain inputs, which, when supplied, create 
both an enduring change and a new substrate for subsequent 
differentiations? An embryological analogue of such an ef- 



fect was described earlier in this volume by Jacobson: the 
cells of amphibian retinae retain their receptivity to chemi- 
cal gradients only as long as neurogenesis continues. 

Conceiving the neonatal nervous system to be highly 
vulnerable to the environment may seem paradoxical, be- 
cause the neuromaturational processes under way are sup- 
posed to be mainly genetically determined and species spe- 
cific. Some neurological "maturation" does indeed seem 
relatively impervious to experimental factors (such as that 
underlying locomotor development), but other types of 
& &  maturation" seem to establish critical periods, or sequen- 
tial stimulus sensitivities, that depend upon and respond to 
specific schedules of experience. Thus, certain aspects of 
postnatal behavioral and neurological development can be 
accelerated by enriched environments (Diamond et al., 
1966; Rosenzweig et al., 1969) or depressed by sensory or 
nutritive deprivation (Wiesel and Hubel, 1965; Himwich, 
1969; Dobbing, 1964). Visual experience also evidently 
alters the regional concentrations of synapses (Cragg, 1967 ; 
Bloom, this volume) as well as promoting cellular hyper- 
trophy. It is not known, however, whether the consequences 
of synaptogenesis and cytogenesis are different, with, say, 
the former encoding specific experiential parameters and the 
latter permitting a general increase in level of behavioral 
function. Perhaps both these aspects of differentiation in the 
central nervous system are equally involved in representing 
specific patterned behaviors and stimulus-response contin- 
gencies. Hence, possibilities of relating stable species-specific 
behavior to patterns of neurogenesis and of relating behav- 
ioral plasticity and learning to intermittent bursts of re- 
newed genedirected morphogenesis must await more de- 
tailed knowledge of how stimulus-response sequences are 
represented in the substrate. 

EMBRYOLOGICAL MODELS OF BEHAVIORAL DEVELOP- 
MENT Embryological principles and concepts have con- 
siderable currency (and varying success) in explaining the 
ontogeny ofbehavior in man and animals. The fixed tempo- 
ral sequence in which behavior develops in an embryo (see 
Hamburger, this volume) has prompted psychologists to 
segment the regularities of human intellectual development 
into an analogous series of behaviorally defined "stages." 
When it comes to specifying the etiology of this sequence of 
stages, however, two divergent schools have arisen, one pro- 
pounding a "maturational unfoldingH of genetically prede- 
termined capabilities and the other a historical epigenetic 
interplay between genetic readout and experience. 

The former tradition is exemplified by Gesell, who as- 
serted in his Embryology ofBehavior (1945), that the "succes- 
sions of behavior patterns are determined by the innate 
process of growth called maturation." The role of the 
milieu in sustaining or modulating the genetically fixed pat- 

terns of both morphogenesis and behavioral development 
was denigrated. The Gestaltist theorists have taxed the ge- 
nome even further, demanding the encoding of the intricate 
mental structures underlying insight and abstraction which 
emerged full blown without practice. Although the strict 
maturationalist viewpoint has few adherents today, the key 
issue remains unanswered: How specific are the "innate 
ideas" represented in the genome? 

As Williams related (Chapter 18), the course of intellec- 
tual development of the child has been conceived quite dif- 
ferently by Piaget, even though he also adopted an explicit 
embryological metaphor (the morphogenesis of the mol- 
lusk) to explain the process (Piaget, 1952). He firmly rejects 
the idea that the evolving infantile modes of thought are en- 
coded a priori within the maturing biological substrate. Like 
the shell of the clam, the child's intellectual apparatus is con- 
tinuously sensitive to the constituency of the environment, 
progresses stepwise in complexity by means of active inter- 
actions with it, and by this process achieves more and more 
veridical representations of his worldly encounters. In this 
epigenetic theory, each level of problem-solving capacity 
emerges by way of a long historical series of interactions of 
the earlier stages with the environment. 

The crux of Piaget's interactionist position can be under- 
stood by referring to a current version of the epigenetic 
embryological model. Most developmental biologists ac- 
cept that each characterizable stage of embryonic (or cellu- 
lar) differentiation is the product of its immediate predeces- 
sor's lawful interaction with an appropriate environment; 
no stage springs de novo or exclusively &om a pattern of 
genetic activity. In terms of molecular biology, a specific 
gene-enzyme-structure pattern is active at each stage, mak- 
ing the embryo receptive to a restricted range of environ- 
mental substrates. Any such substrates present are incorpo- 
rated into their waiting molecular niches, changing the 
morphological structure and initiating a new pattern of 
gene-enzyme activity, thereby creating the next stage with 
new substrate preferences. And so forth. The course of de- 
velopment is thus governed by the sequential throwing of 
genetic switches, the exact pattern of switching being a co- 
function of the extant structure and the external impinge- 
ment. The problem of how a newly activated gene ex- 
presses itself as a patterned structural embellishment, how- 
ever, remains enigmatic. 

To  translate this scheme into a model of psychological 
development, it is necessary to replace the "morphological 
structures" with "psychological structures," which in this 
case incorporate their environmental assimilanda &om sen- 
sory inputs rather than fiom the embryonic broth. A psy- 
chological structure is simply a construct designed to pre- 
dict and interrelate the stage-specific behavioral input-out- 
put phenomena; it may be as simple as the arrow in the 



S-R equation (Galambos, 1967) or as complex and abstract 
as one of Piaget's mathematical lattice structures. 

According to Piaget, only the most elementary psycho- 
logical structures-a handful of sensory-motor reflex pro- 
pensities-are specified by the genetic endowment. Pro- 
gression to loftier levels of competence depends upon the 
chlld's innate tendency to expand and differentiate his 
structures in accordance with environmental contingencies. 
This occurs by the active "assimilation" of all newly en- 
countered stimulus-response relationshps of a level of com- 
plexity appropriate to the receptive categories within the 
cognitive structure; or, if the observed stimulus configura- 
tion taxes the structure sufficiently, it may "accomn~odate" 
(dderentiate) itself in order to encode this new relationship. 
Cognitive development, like embryonic development, be- 
comes a leapfrogging of ever more highly differentiated 
structures, each with its range of stimulus preferences. 

The relevance of the epigenetic model of developmental 
biology to language learning was forcefully documented by 
Lenneberg (1969, this volume; see also Williams, Chapter 
18). His main argument is that the capacity for language 
depends upon the unique biological organization of the de- 
veloping human brain and differs fundamentally from the 
strings of conditioned habits that might be encoded with 
lesser efficiency into the brain of lower species. Although 
Lenneberg's model is explicitly epigenetic, with the child 
becoming "sensitive to successively different aspects of the 
language environment," he seems to place more explana- 
tory weight upon genetic contributions to the formation of 
language structures than Piaget places on cognitive struc- 
tures. In making this point, Lenneberg cites the correlation 
of language development with neuromuscular maturation, 
the existence of "universal" language structures, and the 
broad range of training procedures that suffice for normal 
development. Even when the learning environment is ab- 
normal, as in schools for the deaf, "a number of aspects of 
language are automatically absorbed," implying that cer- 
tain receptive niches had been determined by heredity fac- 
tors. His position is far from that of the heredity predeter- 
mination school, however, in emphasizing that specific, 
essential ingredients (as yet ill-defined) must be supplied by 
the environment at each stage if normal development is to 
ensue. 

In explaining the correspondence between brain matura- 
tion and language development, Lenneberg assumes that it 
is the neural maturation, presumably also generated by epi- 
genesis, that "sets the pace" for the emergence of language. 
Because the brain must encode language, it is not surprising 
that the developmental indexes of both are correlated. ~ u t  
might not there be some interaction in the other direction 
as well, with language experience altering the maturation 
and differentiation of its neural basis? 

An epigenetic approach to behavioral development can 
also be applied to the more prosaic learning situations in 
animals. In order to reach the stage of maze-running-for- 
reward, a rat must first have developed, through active 
practice, the capacity for orienting his body towards visual 
targets (Held and Hein, 1963) and for discriminating along 
the stimulus dimensions of the choice points, not to mention 
the earlier phases of locomotor and sensory development. 
After experience with a number of mazes, the problem- 
solving strategies will be generalized and accommodated 
into a stage of higher order, the formation of a learning set. 
It is thus more accurate, and perhaps more useful, to con- 
sider that the particular learned response under study is one 
stage in a historical continuum rather than an isolated habit. 

Certain of Valenstein's new observations on the plasticity 
of appetitive behaviors elicited by electrical stimulation 
(Chapter 21) would also seem susceptible to interpretation 
in this developmental framework. They challenge the com- 
monly held view that the rodent hypothalamus is equipped 
at birth with a fixed, separate, neural circuitry for satisfying 
each of the homeostatic needs (food, water, mating, and SO 

forth), and that these "drive" circuits generate oriented be- 
havior when appropriately activated by bodily need, re- 
leasing stimuli, or direct electrical stimulation. Valenstein 
contends that hypothalamically stimulated rats do not strive 
for a specific goal object or endstate, but are content to per- 
form one of a class of stereotyped motor acts that may or 
may not result in a tangible reward. They may either gnaw, 
carry, chew, or drink upon stimulation at a particular point, 
depending on the environment and the recent history of re- 
sponding. Furthermore, the same act can be evoked from 
diverse stimulus sites, suggesting that large portions of the 
hypothalamus act together in determining the plasticity of 
responding. 

These findings certainly suggest the existence of a flexible 
response-selection system in the hypothalamus which can 
facilitate various behavioral subsystems according to the 
current organismic and environmental milieu. Perhaps the 
understanding of these phenomena is promoted by recog- 
nizing that drinking, eating, gnawing, and so on, are mem- 
bers of an "appetitive" repertoire that evolves with experi- 
ence, not the outputs of "drive circuits" built in at birth. At 
any point in development, the coordination of, say, gnaw- 
ing with other appetitive behaviors and with environmental 
signals reflects a lifetime of experience with objects to be 
gnawed. The electrical stimulation, in ths  formulation, 
prompts the rat to seek an interaction with the environ- 
ment, and the opportunities provided by both present and 
past environments determine which act in the repertoire 
will be executed. Any of a large class of acts may become 
satisfjring or "reinforcing," some apparently inappropriate 
and maladaptive at the time. Perhaps Valenstein has thus 



shown, experimentally, how to create the brain state that 
brings the developing organism to the environment in 
search of the interactions by which it changes itself. 

IMPLICATIONS OP THE EPIGENETIC MODEL An essential 
attribute of epigenetic theories is their prediction that a pre- 
cise end product will result despite the genetic specification 
of only the initial structure and at least some of the laws of 
transition between stages. Given a relatively consistent envi- 
ronment, members of a species then will inevitably grow 
through a stereotyped and highly predictable parade of 
stages. Piaget is not too explicit about how interstage transi- 
tions are initiated and guided, but presumably each cogni- 
tive structure has, in association, a set of laws governing 
how it can differentiate in response to each of a host of envi- 
ronmental provocations. These transition rules may not be 
exclusively specified by the genome, but rather by the 
entire organismic history of heredity-environment inter- 
changes responsible for that structure. Piaget's model does 
not necessarily require that portions of the genome be trig- 
gered at crucial junctures to guide behavioral adaptation, as 
Hyd&s evidence (1969; this volume) and the embryologi- 
cal analogy both suggest, and he would dispute that any- 
thing so fully formed as an "innate idea" is supplied by such 
switching of genes. 

The epigenetic framework implies that life is a succession 
of "critical periods" during which specific experiences are 
requisites for the development of specific behavioral capaci- 
ties. It explains why a newly hatched chick, if prevented 
fiom peckmg for two weeks, can starve to death beside a 
pile of grain, a fact revealed many years ago (Padilla, 1935) ; 
in this case, when the emerging capacity to act was not prac- 
ticed during a critical period, it was lost. A critical period 
occurs whenever the psychological structure has reached an 
appropriate stage ofreceptivity ; if the sought-for configura- 
tion fails to appear at that time, the structure will differen- 
tiate to a higher stage (by accommodating to the available 
inputs), perhaps losing forever any receptivity at that level. 
Depending upon the species and the trait, such periods criti- 
cal for behavior modification are known to last a matter of 
hours (imprinting in ducks), years (language learning with- 
out accent), or a lifetime (human adaptation to visual dis- 
tortion.) The duration of a critical period probably depends 
on the rate at which the underlying structure differentiates, 
which would again be a co-function of genetic readout rates 
and relevant stimulation. 

Critical periods during the acquisition of language skills 
are considered in some detail by Williams (this volume). 
Termination of the critical period for learning a foreign 
language without accent is generally attributed to a loss of 
"plasticity" due to maturation and fixation of the linguistic 
neuronal assemblies that "lock[s] certain functions into place 
at adolescence" (Lenneberg, 1969). An alternative that may 

be entertained in the present context, however, is that at this 
time the language facility becomes so hlly differentiated in 
the mode of the native tongue that there is no latitude for 
acceptance of foreign phrases. The issue is how much of this 
plasticity is lost because of saturation with the native lan- 
guage form and how much because of a maturational time- 
table, independent of experience. An experimental approach 
to this problem would be to study an adolescent with a 
normal brain but little language experience. A similar 
question can be asked about the progressive inability, with 
age, for the nondominant cerebral hemisphere to acquire 
control of the language function after the dominant hemi- 
sphere has been damaged. Rather than postulating an age- 
dependent rigidity of neuronal structure, it is possible for us 
to consider that the minor hemisphere is being increasingly 
differentiated for its own tasks of visual-spatial orientation 
(Levy-Agresti and Sperry, 1968) and hence passes beyond 
the original state of receptivity to linguistic material. Fur- 
ther research is needed to test the generality of proposals 
such as that the onset and termination of behavioral plas- 
ticity result fiom the level of functional differentiation 
rather than from a time-locked, geneticallydetermined 
neuronal differentiation. 

The model of development as a historical sequence of 
stages, each building on the last, also predicts the empirical 
finding that the detailed steps in both cognitive and lan- 
guage development always emerge in an immutable, ir- 
reversible order (Williams, this volume). It is apparently not 
possible to impose an isolated, advanced functional capacity 
upon the child out of context. The higher human intellectu- 
al hnctions can be attained only by going through the entire 
species-specific sequence, which permits the genome and 
the environment to be properly timed and coordinated in 
shaping the subtleties of intellect. 

Such concepts are also being exploited in educational and 
psychotherapeutic contexts. Recently, Delacato (1966) ar- 
gued that many learning disorders result fiom the wrong 
kind of early experience, which caused perturbation in all 
subsequent stages of cognitive development. His epigenetic 
brand of therapy may consist of having the patients re-enact 
an entire orthodox developmental history, from the crawl- 
ing stage onward. Freudian psychotherapy is also based on 
the idea that an extreme experience at an early stage of 
(affective) development can distort and dominate subsequent 
emotional attachments. Again, the treatment is to cause the 
patient to "regress" to a level of functioning characteristic of 
that primitive formative stage, so that the offending idea 
can be expunged fiom its source. 

Some rather self-evident educational strategies also follow 
fiom the epigenetic position. When presenting a lesson, the 
teacher should discuss concurrently the subject matter at 
several levels of complexity, so that each pupil has available 
an input appropriate for his level of sophistication. In Pi- 



agetian terms, the most efficient learning takes place when 
the material in each new lesson is only slightly more com- 
plex than can be assimilated into the existing structure, re- 
sulting in the stepwise accommodations known as learning. 
Such considerations can make one wonder, as do some 
childhood educators, whether sufficiently complex material 
is actually being presented to small children, whether ac- 
celerated programs contain material that is too complex, 
and how learning failure can be rectified by remedial tech- 
niques. They raise, in short, the question of how to maxi- 
mize the plastic capacities of organisms.While Piaget has 
pioneered the detailed definition and description of the 
intellectual stages of children, the core experiences that 
optimize each level of transition have yet to be understood. 

MATURATION It is generally accepted that the neuronal 
circuitry underlying species-specific "behavior organs" 
(such as the knee-jerk) is assembled by a process called 
"maturation." Maturation is normally defined as growth 
differentiation, regulated primarily in rate and form by the 
genetic readout, although such extreme environments as 
malnutrition or hormone treatments may alter even the 
most natavistic trait. Such maturation, however, always 
takes place within a broth of metabolites that contribute 
structural elements to the nervous tissues. In the embryo, 
moreover, feedback &om the intracellular and extracellular 
milieu triggers and controls successive genetic activations 
in such a way that the rate of neurological development is 
regulated by an oscillatory interplay between the genetic 
readout and the biochemical milieu rather than by a clock 
confined to the genome. The differential growth rates of 
various parts of the nervous system and the phenomenon 
of embryonic induction of growth by adjacent tissues sug- 
gest that biochemical oscillations between separate nervous 
structures also contribute to the timing of maturation. In an 
analagous fashion, the imperturbable rate of progression 
through the cognitive and language states (Williams, Chap- 
ter 18) may be determined as much by the temporal charac- 
teristics of oscillations between the growing psychological 
structure and experience (i.e., between assimilation and 
accommodation) as by a neurological "readiness" due 
solely to a time-locked brain maturation. What, then, is the 
proper definition of maturation? Is it genetically regulated 
neuropsychological development taking place within a 
constant environment, or development in whch environ- 
mental variation makes little or no difference? In either case, 
maturation cannot be divorced &om the environmental 
constituency. 

The difficulty of defining maturation relates to the prob- 
lem of speclfjring the nature and extent of the genetic con- 
tribution to a behavioral trait on a molecular level. The 
genetic contribution derives &om the sum total of the suc- 
cessive patterns of genetic activity during embryology, plus 

any subsequent genetic switching during behavioral adapta- 
tion: at each stage of development, however, the genetic 
influence may be modified by the environmental consti- 
tuency at the level of translation, transcription, enzyme 
activities, and so forth. As stated earlier, some segments of 
any developmental sequence will be relatively sensitive to 
environmental interventions, while in others a clocked 
genetic readout may ensue as a function of prior historical 
events. An environmental provocation, then, elicits a re- 
sponse &om the organismic structure that may tend towards 
either "instruction" (the passive mirroring of impressed 
forms) or "selection" (releasing of genetically predeter- 
mined patterns). Both types of response-altering mecha- 
nisms may be considered "plastic." 

From this, it is clearly pointless to ask how much of an 
individual's behavioral repertoire is determined by each of 
the sources, as environmental elements have been assimilat- 
ed into the central nervous system since conception, and 
genetic expression independent of an environmental con- 
text is impossible. An appropriate quantitative question, 
however, might be this: Under what range of environ- 
mental fluctuations will the behavior in question remain 
invariant or, alternatively, what are the minimum essential 
environmental ingredients needed to permit the behavior to 
emerge? One might seek to assign meaningful numbers, for 
instance, to the knee-jerk response, stable under a vast range 
of environments, and hence more "genetically determined" 
by this index than are eating after food deprivation or stop- 
ping at a red light. 

In conclusion, the qualitative question of how the be- 
havior-generating structures are shaped by hereditary and 
environmental sources (Anastasi, 1958) transcends the trivial 
quantitative matter of how much each contributes. One 
experimental approach to the problem would require iden- 
tifying and analyzing the key transitional junctures at which 
increments in form are added. Studying the temporal and 
structural stability of a given transition under the influence 
of different classes of environments would permit conclu- 
sions about which qualitative aspects of behavior are added 
by heredity and which by experience. This approach is 
being used by Nottebohrn (1970) in the analysis of bird song 
ontogeny by deafening ch&nches at each stage of a long, 
stereotyped history. In general, if a stage N + 1 inevitably 
follows the precursor stage N, despite wide environmental 
manipulations, it can be concluded that an "innate hint" 
of that stage is being contributed &om the genes in conjunc- 
tion with the existing structure. If a behavioral analysis does 
not proceed in such a painstaking, stage-by-stage manner, 
the historical interwining of heredity and experience will 
make separation of the fictors virtually impossible. 

HORMONES A discussion of Goy's analysis (Chapter 20) 
of hormonal iduences on behavior may shed hrther light 



upon the obscure interchange that organizes the neural sub- 
stratum into a patterned response generator. Androgens act 
on the central nervous system in two ways, first by per- 
manently channeling the maturational readout of the neu- 
ronal genome and, later, by acting as a phasic "environ- 
mental" stimulant of stable cell assemblies. Thus, androgen 
administered perinatally results in permanent differentiation 
of a male phenotype (anatomically, physiologically, and 
behaviorally), irrespective of the chromosomal sex specifi- 
cation. Subsequent to this critical period, its role becomes 
"activational" rather than "organizational" (Young, 1962), 
because the sex hormone then provokes the species-specific 
mating patterns that had been validated by the prenatal 
hormonal milieu. 

The early administration of androgen quite possibly 
achieves its specification of nervous structure by engaging 
the genetic machinery of the target neurons. Hormones are 
products of genedirected biosynthesis, are distributed 
throughout tissues as gradients, and induce growth and 
differentiation in those cells that are in receptive or "plastic" 
stages. In some cases, this induction is accompanied by en- 
hanced mRNA and protein synthesis (Cohen, 1970; Korner, 
1969), suggesting the occurrence of orderly genetic "switch- 
ing," a prevalent concept in modern theories of matura- 
tion. Thyroxine has a similar effect upon the infantile ner- 
vous system, accelerating the maturation of certain neuro- 
behavioral hctions, whereas cortisol has a retarding in- 
fluence (Shapiro et al., 1970). 

The foreoing suggests that hormones might be function- 
ally equivalent to genetic factors in the patterning of be- 
havioral maturation. If this is so, hormonal action may 
serve as an experimental model of the gene-directed neuro- 
logical differentiation underlying species-specific behavior. 
While many actual genes are also susceptible to experimental 
control by interference with their enzymatic expression, 
most do not have well-defined behavioral syndromes as 
products. The analysis of CNS structural development in 
different behavioral genotypes is another approach to this 
problem, but hormones have the advantage of discrete 
application, both temporally and structurally. 

The nature of the enduring modification in the hormone- 
treated brain could be sought with a variety of methodol- 
ogies. A biochemical analysis, perhaps in vitro, could as- 
certain if the hormone does indeed function as a gene de- 
repressor and, if so, could determine the products of the 
activated genome. Autoradiographic incorporation studies 
might identify not only where the receptive cells are locat- 
ed, but also whlch metabolites are involved. 

In mature animals, on the other hand, sex hormones do 
not engender any enduring modifications of the CNS, but 
act as co-releasers of patterned sexual behavior that can be 
elicited just as well by electrical stimulation of certain sites 
in the limbic system. At this stage, the hormone induces a 

short-term reversible plasticity, modifying a pattern of stim- 
ulus-response probabilities to effect precisely coordinated 
behavior. The hormonal influence on sensory transmission, 
specific motor thresholds, and their integration by the acti- 
vated "patterningw mechanism (Flynn, 1967) can also be 
explored by electrophysiological stimulation and recording 
techniques. 

It is important to determine whether this response facilita- 
tion is accomplished by the same neurochemical mechanism 
that initiated the perinatal sexual differentiation, and wheth- 
er the pathways activated in adulthood are identical to those 
established during the early critical period. The hormones 
may have a secondary role as neurohumors or neurotrans- 
mitters in modulating the electrical excitability of organized 
classes of "receptive" neurons. An understanding of the 
cytological basis of this responsiveness may be relevant to 
other types of plasticity in which early experience with a 
stimulus increases the later effectiveness of that stimulus. 
Goy has demonstrated, however, that neonatal androgeniza- 
tion has an impact upon behavioral characteristics that is 
more widespread than is the simple sensitization to subse- 
quent hormone exposures. 

This raises the important question of the extent of h c -  
tional overlap between neurotransmitters, neurohumors, 
and hormones. It is conceivable that hormones may at times 
act as neurohumors and that some transmitters or neuro- 
humors are able to organize neural tissues or to differentiate 
neurons via an activation of the genome. A recent NRP 
Work Session (Guth, 1969), in fact, has documented the 
"trophic effects" exerted by neurons in modlfjrlng the 
molecular and metabolic structure of adjacent tissues. If a 
recognized transmitter or other product of neuroelectrical 
activity were found to perform such hormonal functions, 
it could constitute a direct route for producing enduring 
modifications of neuronal organization through environ- 
mental stimulation. Such a hormone-like agent is a candi- 
date for mediating the neuroelectrical-biochemical trans- 
duction, the topic to which we can now turn. 

The link between electrical and 
chemical events in the brain 

A human brain comprises two to three per cent of the body 
in weight, yet it commands up to 50 per cent of the resting 
energy consumption and oxygen uthation.What fraction 
of this impressive brain metabolism is devoted to the 
synthetic and catabolic activities associated with plastic 
phenomena? Certainly some of it is, for both Hydkn (Chap- 
ter 27) and Barondes (Chapetr 26) present evidence that 
increased synthesis of protein is essential for the formation 
of stable memories. Barondes tested the possibility that this 
synthesis by an mRNA pool takes place when mice learn 
how to escape shocks in a maze. Using cycloheximide, a 



specific and ~owerful inhibitor of protein synthesis, he has 
shown that short-term (three to six hours) plastic events 
(learning, retention) take place in the presence of the drug, 
while the long-term stable ones (memory) do not. His dis- 
cussion judiciously places limits on the conclusions to be 
drawn from these results, but he, like Glassman (1969), 
interprets them as evidence that protein synthesis is an ob- 
ligatory event in the laying down of permanent memories. 

Hydkn elected to measure protein synthesis in hippo- 
campal neurons during acquisition of a motor skill. several 
methods show the synthesis of brain-specific protein to be 
increased, especially during the early training stage. Of  
these, the SlOO fraction would appear to have unusually 
interesting properties, as injection of an antibody against 
ths  protein into the brain blocks further acquisition. This 
remarkable experiment would appear to be the first direct 
evidence that a specific protein is essential for the production 
of a plastic change (learning) in the brain. 

Neither Barondes nor Hydkn specifies, however, how 
much new protein is synthesized, where it goes, or what it 
does there. What fraction of the total metabolism this activ- 
ity consumes, therefore, remains unknown, as does any 
additional energy that may be required for altered readout 
from the genome, excess transmitter activity, and related 
events. Obtaining accurate estimates of these quantities 
would seem to be an important task for future research. 

A human brain is also an impressive generator of elec- 
trical currents. It continuously maintains standing potentials 
of several millivolts between its various regions upon which 
slow oscillations of similar dimensions-the EEG and the 
evoked potential-are superimposed; furthermore, the 
constituent cells exhibit reversibly collapsible potentials in 
the range of tens of millivolts and at the rate of billions of 
instances per second. These electrical events have, of course, 
all been examined for years in a search for clues to be corre- 
lated with plastic events. 

Adey (Chapter 23), Fox (Chapter 24), and von Baum- 
garten (Chapter 25) provide new and useful information. 
Adey presents the results of sophisticated computer anal- 
yses of the EEGs generated by animals and men performing 
a variety of discrimination tasks. By comparing such quan- 
tities as phase information and the power-density distribu- 
tions at each frequency, meaningful comparisons of the 
wave trains from different brain locations become possible. 
In one such study, correctness and incorrectness of motor 
acts by a trained chimpanzee were accurately predicted by 
analyzing the waves appearing in only one of several brain 
regions examined; this nucleus, the ventralis anterior of the 
thalamus, can also be suspected from its connections to be a 
place in which neural events required for switching from 
one motor act to another might take place. 

Adey also reports increased cooperative activity of the 
neuronal discharges in a single cortical area during per- 

formance of a mental task. Fox, recording fiom the cortex 
of cats and men, showed that the shape of the potential 
evoked by a stimulus can be altered by simple reinforce- 
ment techniques, a surprising demonstration which implies 
that organisms can control in fine detail the way in which 
their neurons fire. These results are consonant with those of 
John and Morgades (1969), who have examined simul- 
taneously the waves and the neuronal spikes evoked by 
visual stimuli in trained cats. Their evidence shows that 
domains of brain cells measuring a cubic millimeter or 
larger produce virtually the same average slow wave and 
spike activity during performance of a learned act. Further- 
more, the same cellular domain produces a different average 
slow wave and spike response when a different learned act is 
performed(~ohn, 1967). To  varying degrees, all these studies 
support the conclusion that the crucial event taking place 
during training in the interaction between a neural sub- 
strate and the environment consists of assembhg brain cells 
into groups that have common response properties. As 
Hebb suggested long ago (1949), each learned task seems to 
assemble the same units in a different manner, and the ability 
to perform one task or another depends upon which re- 
sponse pattern the stimulus generates within the brain. 

This increase in cooperative activity within a brain region 
during training-an example of plasticity-must somehow 
be linked to the biosynthetic activities, including protein 
synthesis already discussed. The ongoing electrical patterns, 
altered by the environmental stimuli, may be assumed to 
trigger the macromolecular events, which, in turn, alter 
the response propensities of the cells in order to create the 
assembly. What could be the mechanisms by which this 
interaction sequence-electrical-chemical-electrical- ac- 
complished? 

The first step, triggering new biosynthetic activity by 
electrical activity, would appear to require some specific 
event in addition to the synaptic depolarizations continu- 
ously present in the waking brain. Perhaps the hormone 
that aids in learning consolidation, as hypothesized by Kety 
(this volume), must be applied to the synaptic regions to 
induce the printing of information held in temporary 
storage. If so, the brain regions initiating the necessary 
activity may well be outlined by Ervin and Anders (Chapter 
17), and the possibility that cyclic AMP mediates the syn- 
thetic activities in these cells (as it seems to do in other hor- 
mone-mediated increases of synthesis) would require ex- 
ploration. Brain regions so activated, it should be pointed 
out, are likely to be widely distributed and even to include 
synaptic areas in the medulla, for HydQ showed years ago 
that the neurons and glia in the vestibular nuclei engage in 
new synthetic activity during learning of a balancing task 
(Hydh,  1967). 

The fate of the newly synthesized material is an impor- 
tant unanswered question. One such component, the SlOO 



protein identified by Hyd6n and Lange (Chapter 27), is 
normally present in the glia and nFurons that have been 
studied so far, but its function in these cells is unknown. 
Whether other and even more interesting products are 
synthesized in addition to the acidic proteins isolated to date 
must be left open. The critical products of the new syn- 
thesis, however, might act in different sites to create the 
structural change that forms the basis of the engram-at the 
synapses by altering transmitter efficiency or site sensitivity, 
in other membrane regions of the cell, or at the level of 
cellular metabolism to facilitate firing to the changed in- 
put. O f  these three possibilities, the last two received direct 
attention in the Symposium; von Baumgarten (Chapter 25) 
developed the idea that nerve cells may not be mere slaves 
to their synaptic drive because, by altering either their meta- 
bolic machinery or their membranes at nonsynaptic sites, 
they could change the consequences of a fixed synaptic 
bombardment. 

Neither the fite nor the function of products newly syn- 
thesized during plastic processes is understood, so little can 
be said about the way in which the cells in a brain region 
become assembled into units that act coherently. If our 
model is correct, however, the end result of the biosynthesis, 
which, Barondes shows, requires many hours to accomplish, 
is to create a unique assemblage of brain cells that act as a 
unit and whose output is a particular behavioral act trig- 
gered by a particular stimulus input. Whether such stable 
configurations of cells actually do represent the end result of 
plastic interactions between the neural substrate and the 
environment will undoubtedly be the subject of many 
future symposia. 
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COMPLEX 

PSYCHOLOGICAL 

FUNCTIONS 

"For centuries, men have speculated aboutperception, 
learning, language, th~u~htprocesses, emotions, and 
other mental activities," says Gardner C. Quarton in 
his prefatory remarks to this section. Illustrating one such 
complex psychological function is thisgroup ofpatterns. 
It is used by MacKay in his chapter, beginning on page 

303, in which he discusses the challenges offered the 
conjunction ofphysiological andpsychological techniques 

in the study ofpprception. 
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29 Prefatory Remarks on 

Complex ~s~chological 

Functions 

G A R D N E R  C .  Q U A R T O N  

FOR CENTURIES, men have speculated about perception, 
learning, language, thought processes, emotions, and other 
mental activities. Yet the systematic study of the brain 
really began barely 100 years ago with the investigation of 
the ~atholo~ies accompanying neurological and psychiatric 
illnesses. It was clear that if the brain was damaged by a 
blow on the head or in some other manner, mental function 
was interfered with in a variety of ways. Gradually the in- 
vestigation of brain function that accompanies psychologi- 
cal function became better organized but, as it did so, serious 
scientists came to realize that these complex hnctions are 
too difficult to explain fully in the light of present knowl- 
edge, and that investigations of sensory systems and motor 
fbnction have, in some sense, a kind of priority. Much of a 
current neurophysiology text is, therefore, based on studies 
of sensory or motor systems or on even more hndamental 
processes. At the present time, we do not have an adequate 
explanation, in terms of events in the brain, for any of those 
complex mental processes that seem so real subjectively and 
are discussed so much psychologically. 

The research strategies employed by investigators of 
brain and behavior have changed dramatically in the last 
century. Even fifty years ago most scientists were primarily 

G A R  D N B R C .  Q u A R T o N Director, Mental Health Research 
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interested in accounting for subjective experience. With the 
search for more objectivity in psychology, emphasis has 
shifted toward the investigation of the determinants of mea- 
surable behavior and of changes in that behavior. Partly for 
ths  reason, partly because of the great complexity of human 
behavior, and partly because ethical considerations restrict 
experiments on man, physiological psychology has now be- 
come devoted largely to the search for brain mechanisms 
that correlate with observable behavior in laboratory ani- 
mals. 

Our curiosity about man and his behavior remains, how- 
ever, and it is reasonable to try to pull together what is 
known about the brain mechanisms that provide the basis 
for those aspects of man's behavior that interest us most. 

In this volume, the major emphasis is on areas of research 
that seem critical to the development of the neurosciences. 
As a result, most of the papers included are concerned with 
a better understanding of the operation of brain components 
and small cellular systems. We  have, however, selected for 
consideration four topics concerned with complex psycho- 
logical functions. Learning and memory are discussed in 
some detail in the preceding section. In this section, we have 
included six papers on three topics-perception, emotions 
and mood, and communication and language. (We could 
equally well have attempted to clarifjr levels of awareness, 
attention, or even logical thinking.) The topics were se- 
lected because, taken together, they illustrate the problems 
posed by the search for brain mechanisms that might ex- 
plain complex psychological functions. 

There are two essays on each topic. To  begin, two au- 
thors examine studies of perception. MacKay approaches 
the subject of perception and brain finction by considering 
perceptual states as clues to neural processes that produce a 
repertoire of action. Held reviews the logic of modern theo- 
retical and experimental approaches to the studies of percep- 
tion. He also discusses the organization of perceptual sys- 

tems and methods of processing sensory input. 
Evidence points to the significant role played by the 

limbic system in states of emotion and selective attention. 
An elucidation of these mechanisms requires an understand- 
ing not only of anatomical connections but also of the rela- 
tionships of biochemical and humoral reactions. Kety eval- 
uates the role of norepinephrine and other putative neuro- 
transmitters and discusses the possible linkages of biogenic 
amines and affective states to reinforcement mechanisms 
and the consolidation of learning. Speculation on the possi- 
ble adaptive functions of such mechanisms, as well as their 
implications for the evaluation of behavior, leads to the 
paper by MacLean, who discusses brain correlates of emo- 
tion examined in the light of evolutionary changes in the 
brain. The paleomammalian limbic system receives special 
attention because of its importance in emotional function. 

The third topic, communication and language, is ap- 
proached first by Ploog, who investigates social communi- 
cation among animals, particularly primates. Social signals 
-whether they are approach and avoidance or partner in- 
teraction for providing reproductive isolation in species- 
have their brain correlates, which developed fiom primitive 
to highly complex neuronal machinery. Social communica- 
tion seems to be a basic need for all primates, and Lenneberg 
discusses brain correlates of perhaps the most complex of all 
methods of social communication-human language. Its 
uniqueness has produced many controversies over the years 
as to its origin, structure, and function, and Lenneberg re- 
views the evidence that has led to present-day theories on 
anatomical and physical correlates of man's capacity for 
verbal behavior. 

The plan represented by these papers was adopted to pro- 
vide better coverage of the material. The two authors on 
each topic present different aspects of their area of interest 
and, concomitantly, at least two points of view on research 
strategy. 



30 Perception and Brain Function 

D O N A L D  M. M A C K A Y  

The challenge ofperceptual phenomena 
to the neurosciences 

At first blush, it might seem obvious that the subjective con- 
tent of our perceptual experience should be a rich source of 
clues to the brain processes that mediate perception. Granted 
the working assumption that all features of the world as cur- 
rently perceived are represented in some way in the current 
state of the brain, it would indeed follow that someone who 
knew the "representational codeu-who knew which brain 
state (or alternative states) corresponded to each possible 
state of perception-should be able to tell from his sub- 
jective experience much of what a physiologist should find 
going on in his sensory system. It would not at all follow, 
however, that someone who did not know the "code," or 
the principles on which sensory information was processed 
in the brain, should be able to discover anything about these 
matters by the introspective study of perception. On the 
cont;ary, if all perceptual experience were self-consistent, 
so that we never found any conflict between different 
samples of sensory evidence, I can see no way in which in- 
trospection alone could lead to any worthwhile neuroscien- 
tific predictions. The most we could predict is that for any 
change in perceptual experience there should be a correlated 
change in brain state, but not vice versa. 

We might be tempted, on these grounds, to mistrust and 
ignore all perceptual phenomena as irrelevant to brain 
science, but to do so I think would be to err in the opposite 
direction. The relation of the two is indeed not obvious, and 
many pitfalls beset the would-be integrator of psychological 
and physiological data, as we shall see. But I hope to show 
that integration has already proved to be both possible and 
profitable, and that it promises a more rapid advance in our 
understanding of brain mechanisms than we could hope to 
achieve by physiological methods in isolation. Its key is the 
existence of perceptual anomalies and illusions-indications, 
usually, that some particular function of the physiological 
machinery is under abnormal strain. From the nature of the 
strains thus revealed, we can discover unsuspected categories 
in terms of which sensory information is analyzed and 
processed, and from the pattern of physiological change, as 
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each strain is applied and removed, we may hope to identify 
the neural basis of the function concerned. 

A good dustration of the difficulty in making neurophysio- 
logical inferences from perceptual data comes from the 
classical field of sensory psychophysics. When the physical 
intensity of a sound is increased, it is perceived as "louder." 
What should the physiologist expect to find happening in 
the brain as the correlate of this experience? We  may ex- 
pect that some change must occur in the firing pattern of 
some neural activity, but data reviewed by Segundo else- 
where in this volume indicate the bewildering variety of 
"candidate codes" that must be considered. The frequency 
in some fibers, or the number of fibers that are active, may 
increase with perceived loudness; they could equally well 
decrease. The effect of increased intensity might be only to 
increase the regularity or coherence of firing while leaving 
the mean frequency unchanged; and so on. It may be 
plausible to expect the perception of an increase in intensity 
to correlate with an increase in some over-all measure of 
neural activity, but it is far from necessary. 

With some relief, we learn from physiology that the 
over-all firing rate in peripheral sensory neurons does in- 
crease with intensity. Can we, then, treat the subjective data 
as a kind of internal measurement of this firing rate? If so, 
we might expect the loudness that is psychophysically esti- 
mated to vary with physical intensity according to the same 
law as the average neural firing rate. In the days when 
psychologists accepted Fechner's (1860) method of esti- 
mating subjective intensity in terms of the sum of "just 
noticeable increments," the psychophysical law was con- 
sidered to be logarithmic: "perceived intensity9' (+F) varied 
as the logarithm of physical stimulus intensity (I) or 

#F = k log 1 (I). 

When physiologists began to find roughly logarithmic 
transfer functions between stimulus-intensity and neural- 
firing rates, they believed that Fechner's law was cor- 
roborated. 

The work of S. S. Stevens (1961) and his school, however, 
has disturbed this harmony with the finding that perceived 
intensity (&), as estimated by more direct methods, is not at 
all proportional to the sum of just noticeable increments 



(#=). In fact, over a wide range of modalities, the psycho- 
physical relation found by Stevens is a power law, 

Stevens (1961) and others took it to mean that the physio- 
logical transfer functions previously thought to be logarith- 
mic should turn out, on closer examination, to be power 
laws. 

I have elsewhere (1963) questioned the logic of this con- 
clusion and shown that, on at least one plausible model, the 
data of both Stevens and Fechner could be expected, even 
on the assumption that the receptor transfer functions were 
logarithmic. I mention it here to illustrate the dangers of 
what I take to be a wrong way of seeking to integrate 
perceptual and physiological data-namely, by treating the 
first as an "internal description" of the form of the second. 
The two (we may assume) are correlates of each other in the 
sense used earlier in this chapter, but it is quite unsafe to 
assume a priori that they are analogues (i.e., similar in form) 
and, still more so, to assume that they must be numerically 
equivalent in the way that two independent measurements 
of the same variables should be. To appreciate the weakness 
of such assumptions we need only to consider the counter 
example of a digital computer. Here there is a one-to-one 
correlation between the physical states of the machine and 
the numbers represented in it, but this leads to no simple 
proportionality between the numbers and any physical 
measure of activity, such as current strength, impulse 
frequency, or the like. 

Neural information processing and 
perceptual anomalies 

A similar argument applies to the prediction of perceptual 
phenomena on the basis of the physiological information- 
processing operations performed on sensory signals. If 
lateral inhibition between neighboring visual channels 
causes contrast enhancement, for example, it may seem 
obvious that the human subject should perceive contrasts as 
exaggerated; but then the assumption would be, again, that 
the content of perception is analogous to (rather than simply 
correlated with) the configuration of processed signals from 
the sensory system. 

This leads us to ask under what circumstances a percep- 
tual sign of sensory processing might be expected. A general 
answer is difficult to find; but in one large class of cases the 
processing machinery is betrayed only when it is overloaded 
or underloaded with particular input features to which it is 
sensitive. When the sensory input is rich enough, or poor 
enough, in features to which some processing sub-system is 
specifically sensitive, then, if the subsystem concerned is 
plastic or self-adjusting, we may expect its operating charac- 
teristics to change in such a way that a normally balanced 

input will be processed anomalously for some time afier- 
ward (MacKay, 1957a, 1961a). Thus, afier the visual system 
is exposed to a bright light, a test light appears abnormally 
dim; afier it is exposed to red light, a neutral gray appears 
green; afier exposure of a moving pattern, a stationary field 
seems to move in the opposite direction (see below), and so 
on. 

A second group of perceptual anomalies results from the 
interaction of simultaneously stimulated regions of a sensory 
field. Here, again, there is no basis for assuming that all such 
interactions must give rise to perceptual anomalies. On the 
contrary, the majority of these (lateral inhibition included) 
seem to operate on normal, everyday inputs in such a way 
as to maintain more or less veridical perception. Anomalies 
result only when the statistical properties of the field are suf- 
ficiently abnormal; once again, the circumstances giving 
rise to these anomalies become informative to the neurosci- 
entist hungry for clues to the mechanics of sensory process- 
ing (MacKay, 1961a). 

For example, perceptual signs of lateral inhibition can be 
detected (such as Mach bands; see Ratliff, 1965), but only 
with particular simplified stimuli. Moreover, such phenom- 
ena are often complicated by features that defy simple ex- 
planation in the same terms. In Figure 1, for example, the 
contrast in subjective brightness between left and right 
halves of the horizontal band is much enhanced after a 
boundary has been introduced between them (see legend). 
An analogous enhancement of color contrast between 
neighboring areas gives rise to the well-known Land effect 
(Land, 1959a, 1959b), whereby a surprisingly wide range of 
subjective hues can be generated by different admixtures of, 
say, red and white light. Here again, however, certain 
boundary conditions must be met for the full effect to be 
observed (Rushton, 1961). 

On the auditory side, similar evidence of contrast en- 
hancement is well known; specific sensitivity to frequency 
gradients and the like has been discovered by Suga (1964) 
and Evans and Whitfield (1964), and a range of correspond- 
ing perceptual anomalies are being found. 

The argument of the present paper is that, for the most 
rapid progress in this area, the study of neural sensory 
mechanisms and of perceptual anomalies must go hand in 
hand ; that the challenge of perceptual phenomena, although 
tantalizing, is not unconstructive. Each anomaly observed 
can suggest a worthwhile experiment in sensory neuro- 
physiology, or at least can help to narrow the almost in- 
finite range of possible experiments competing for priority. 
Each neural information-processing mechanism discovered 
can, in turn, suggest some corresponding experiment in 
perceptual psychophysics, the outcome of which may lead 
to more refined physiological hypotheses and experiments; 
and so on, in hypotheticodeductive fashion. 

What has been said applies afort iori  to correlations be- 



FIGURE 1 Anomalies of simultaneous contrast. Although 
lateral inhibition can explain in general terms the enhanced 
subjective brightness of areas surrounded by regions of lower 
objective luminance, it leaves certain complications unex- 
plained. For example, if this figure is bisected by a black 

tween anomalies of perception and lesions or ablations of 
parts of the nervous system. The pioneering work of Head 
(1920) and Holmes (1918) and of Teuber and his collabora- 
tors (1960) with cases of cerebral gunshot wounds, for ex- 
ample, has been of immense importance in establishing a 
rough correlation between the location of cerebral lesions 
and specific defects in perception. Perceptual studies by 
Sperry (1966) and Gazzaniga et al. (1965) in "split brain" 
patients (in whom the corpus callosum and anterior com- 
missure had been cut for clinical reasons) have added further 
dimensions to the problem of identifying the cerebral cor- 
relate of conscious perception. Conversely, Brindley and 
Lewin (1968) have recently been successful in inducing 
spatially localized phosphenes by means of an array of stim- 
ulating electrodes placed on the occipital cortex of a blind 
subject. Their work has demonstrated a correlation between 
the topography of cortical activity and that of the corre- 
sponding visual space-a correlation that had begun to be 
doubted on the basis of recent discoveries of cortical 
"feature detectors" (Hubel and Wiesel, 1959; Lettvin et al., 
1959). 

For the remainder of this paper, however, I confine my- 
self to what can be learned from the study of perception 
under normal physiological conditions and to the problems 
of relating this fruitfully to sensory neurophysiology. Some 
of the lessons of perceptual adaptation to deprivation, 
distortion, or redistribution of the sensory input, and of 

thread parallel to its vertical edge, contrast between the two 
halves of the horizontal grey bar is enhanced; and the region 
of enhanced contrast can be "drawn" to left or right by 
moving the thread away from the midline. 

surgical intervention, are dealt with by Held in another 
chapter. 

A functional approach to perception 

If the content of perception cannot safely be assumed to be 
simply analogous to the neural activity pattern, what al- 
ternatives are open to us? At what level can we expect to 
find any illuminating isomorphism between the two? For a 
constructive answer we must move farther back to con- 
sider the functional consequences of perceiving. An organism 
can pursue goals in a structured field of action only if its 
"conditional repertoire" of possible sequences of action is 
set up to take proper account of the current structure of the 
field. In a world of changing structure, and in the face of the 
fading and corruption of internally stored information, 
fresh information from sense organs is continually needed 
to update the form of the "conditional repertoire" or "state 
of conditional readiness" for all possible internal or ex- 
ternal action. The success of an action (as evaluated by cur- 
rent internal goal criteria) depends on its being adapted to 
the current state of the world. The updating of the con- 
ditional repertoire to match the changing structure of the 
field of action, in response to sensory signals, suggests itself 
in these terms as the functional correlate of perception 
(MacKay, 1952, 1956, 1967). 

This functional approach leaves unspecified (thus far) the 



extent to which the internal neural representation of the 
world may or may not be analogous to the world as 
perceived. What it highlights is the distinction between (1) 
the configuration of incoming sensory signals and (2) the 
updating operations (elicited in response to selected features 
of those sensory signals) that constitute an internal repre- 
sentation of the currently perceived features of the world. 
Once the physical correlate of perception is thought of as 
an internal matching response, two important consequences 
follow for the integration of perceptual and physiological 
data. 

First, we clearly have not one but two distinct functions 
to be performed by sensory signals, which coalesce only in 
extreme cases. The first is to supply "feed forward" to help 
elicit the right updating responses; the second is to provide 
feedback in terms of which ongoing activity, including the 
internal responses, can be evaluated and trimmed for ac- 
curacy. 

Second, the subjective content of perception should re- 
flect more directly the generative process giving rise to the 
matching responses than the sensory signals evoking them. 
In particular, if the matching response is some transform 
(TM) of the generative activity (G), and if the processed 
sensory signals are some other transform (Ts) of their source 
distribution (S), then a match between them entails some 
comparison of Ts(S) with TM(G), or, in general terms, a 
process of "evaluation" (Figure 2). In the simplest case of 
direct comparison, it is evident that any processing opera- 
tion (Ts) could in principle be "balanced out" by the intro- 
duction of a similar operation (TM) in the feedback path, 
such that no sign of Ts would be reflected in G (and hence 
in perceptual experience). An operation in the feedback 
path here could have the same effect as the inverse operation 
applied to the input signal. 

When the matching criteria are more complex, the effect 
of TM is less simply specifiable, but the general principle 

Feedback 

FIGURE 2 Essentials of a "matching response" mechanism. Inter- 
nal generative activity (G) is forced to follow changes in the activ- 
ity of a stimulus source (S) by feedback from an evaluator, here 
represented by the comparator (C). The comparator receives and 
compares transforms Ts(S) and TM(G) of the activities S and G, 
respectively. The response of G would normally also be aided by 
feed forward from suitable filtrates of S, but this path has been 
omitted for simplicity. 

holds that an operator in a feedback path has an over-all 
effect roughly inverse to its effect in the input path. In 
particular (to revert to Fechner's and Stevens's laws), if the 
stimulus (S) has a physical intensity (I), and if both Ts and 
TM were logarithmic, then, for a simple proportional 
match, we would have kl log I = ks log G, or G = Ip, 
where = kl/kz. Thus the strength of matching generative 
activity (G) would, in this case (i.e., even with logarithmic 
transducers), be related to stimulus intensity I by a power 
law (MacKay, 1963). 

Another particular implication is that it is not necessary to 
assume that the production of a smooth and stable percept 
from discontinuous sensory samples requires some smooth- 
ing integrator on the input side. The evaluative process 
could "steer" a continuous matching response as readily on 
the basis of discontinuous as of continuous samples. (Con- 
sider, for example, the way in which one can maintain a 
stable percept of the visual world as one walks past and 
looks through a row of trees.) Finally, it implies that per- 
ception of the field of action could, in principle, occur 
without the subject's having any clear awareness of the 
sensory modality responsible (see Multiple Levels of Percep- 
tion, below). 

"Feature detectors" 

As mentioned above, a sensory input abnormally rich or 
poor in features to which a processing subsystem is sen- 
sitive might induce the latter to betray its existence by 
shifting the "neutral point" on its operating characteristics. 
The resulting perceptual illusion can help to show which 
pairs of qualities are functionally complementary for the 
subsystem concerned. We  have already noticed the ex- 
amples of brightness, color, and motion in this connection. 
A somewhat more surprising example turns out to be con- 
tour direction. If a field of near-parallel lines is superimposed 
on a neutral test field of randomly changing dot patterns 
("visual noise"), the test field is perceived as organized into 
shadowy, wavy lines (the "complementary image") 
roughly at right angles to the stimulus lines (MacKay, 
1957a, 1957b). This peculiar adaptation is specific to the 
region of retinal field that is stimulated and can be seen also 
as a fleeting aftereffect (see Figure 3). From the information- 
engineering standpoint, it seemed natural to interpret this as 
suggesting the existence of a population of neural subsys- 
tems that were differentially sensitive to contour direction, 
and that treated directions at right angles as complementary, 
in much the same sense as are red and green (MacKay, 
1957a, 1961a). Contrast enhancement between simul- 
taneously stimulated members of this population could also 
account for certain geometrical illusions, especially those 
involving the overestimation of angles (MacKay, 1957a). 

As noted by Creutzfeldt (this volume), single units (so- 



called "edge detectors") sensitive to the direction of optical 
contours on the retina were discovered soon afterward 
(Hubel and Wiesel, 1959; Lettvin et al., 1959) ; these seemed 
naturally fitted to fill the role suggested by the perceptual 
findings. Whether the two are directly connected, however, 
remains to be demonstrated. N o  conclusive evidence has 
yet been reported of contrast enhancement between con- 
tour detectors with neighboring receptive fields, although 
units sensitive to more complex features of the optical 

stimulus pattern have been found in embarrassing abun- 
dance (see Bishop, this volume). 

A further complication has turned up from the perceptual 
side. It has long been known that the colored fringes seen 
along the edges of contours tend to disappear when prism 
spectacles are worn (Kohler, 195 1, 1962). McCollough 
(1965), when investigating this effect, discovered that after 
prolonged exposure to red lines in one direction alternating 
with green lines orthogonal to them, a test field of parallel 

FIGURE 3 Some patterns that evoke the perception of com- 
plementary images, either as fleeting aftereffects (lasting one 
second or less) or when moving "visual noise" is superim- 
posed on the figure. A suitable source of visual noise is the 
''snowstorm'' seen on the screen of a television receiver tuned 
to an empty channel. If a flat sheet of glass is held at 45 de- 

grees to the surface of this page, in such a position that the 
image of the television screen is optically superimposed on 
the figure, the speckled field will be seen apparently to 
stream in directions roughly at right angles to the lines of 
each figure. 



black-and-white lines was perceived as colored according to 
the direction of the lines, the hue being complementary to 
that which was previously associated with each direction. 
She interpreted this as perceptual evidence of color adapta- 
tion in visual contour detectors- conclusion recently 
questioned by Harris and Gibson (1968) but suggestive of 
some interesting physiological experiments. Recently I have 
made some observations (unpublished) that may point in 
the same direction. If a field of red parallel lines is super- 
posed on a field of green parallel lines oriented in a different 
direction, a state of perceptual rivalry is set up, even with 
monocular viewing, each field alternately suppressing the 
other in a manner not observed with similar black-and- 
white patterns, or to the same extent with superposed 
irregular patterns in red and green. The simplest inter- 
pretation might be that orthogonal directions of comple- 
mentary colored lines are represented by mutually exclusive 
states of the same neural system (perhaps resulting from 
mutual inhibition of two antagonistic subsystems) ; but, in 
view of what is said above about perception as a matching 
response, it is evident that the "rivalry" could arise either 
on the input or the response side, and no firm inference can 
be drawn without further data. 

A more abstract category of feature analysis is suggested 
by the adaptation seen on prolonged exposure to a non- 
uniformly textured field such as is shown in Figure 4 (Mac- 
Kay, 1961b). Perceived texture becomes more and more 
uniform, the coarser features disappearing to leave a fine- 
grained (sometimes periodic) mottled pattern. This suggests 
the existence of a family of feature filters sensitive to texture 
density or "space frequency," with a shorter time constant 
of adaptation at lower frequencies. The work of Campbell 
and Robson (1968) on the visual space-frequency response 
to parallel-line fields provides further data on "texture 
processingw of this sort, which is obviously of biological 
importance in estimating the velocity of approach to 
textured surfaces (Gibson, 1950). 

"Motion detectors" 

Reference has already been made to the long-known nega- 
tive aftereffect of exposure to a steadily moving field (the 
"waterfall effect"). The sensation characteristic of this after- 
effect can be described as one of "motion without displace- 
ment"- combination of properties impossible in an 
analogue. In information-engineering terms, this suggests 
the existence of a subsystem of elements sensitive to the 
"brushing" of the retinal array by a moving image; the 
elements signal motion as distinct from change of position, 
and adapt to unidirectional motion with a shift of "zero- 
level," so giving rise to a negative motion signal when 
stimulus motion ceases (MacKay, 1961a). Physiological 
evidence of just such processes has been found by Barlow 

and Hill (1963) in the eye of the rabbit, encouraging ex- 
pectations that similar processes will explain the waterfall 
effect in human subjects. 

Once again there are intriguing subsidiary phenomena on 
the perceptual side to suggest further physiological ques- 
tions. For example, we have found that the subjective 
velocity of a population of large and small spots moving 
across the retina with the same objective velocity depends on 
the size of the spots; the subjective velocity is less for larger 
spots. The waterfall aftereffect can be reduced or sup- 
pressed by stroboscopic illumination of the stationary test 
field (Anstis et al., 1963), although the effect returns when 
the stroboscope is shut off. We have also found-that strobo- 
scopic illumination superposed on a well-lit moving stim- 
ulus pattern reduces the perceived velocity (as distinct, of 
course, from the displacement observed in a given time !) 
for the duration of the flash train, with a dramatic "re- 
covery" as soon as the train is discontinued. Both of these 
phenomena suggest that a reversible reduction of the re- 
sponse of velocity-sensitive units by stroboscopic illumina- 
tion might be worth looking for--although once again the 
interaction might as readily take place on the matching- 
response side as in the sensory input processors. 

An indication that perception of motion depends on two 
distinct mechanisms with different sensitivities comes from 
the illusion of instability seen when a stroboscope illumi- 
nates a field containing small, self-luminous objects (Mac- 
Kay, 1958, 1961a). For very small displacements of the ret- 
inal image, the self-luminous objects can be seen to move, 
but the flash-lit background does not. Although the dis- 
placement of their respective images over the retina is the 
same, the "brushing" of the retina by the self-luminous 
image gives rise to signals not generated by the discontinu- 
ous displacement of the flash-lit image. 

Further quantitative evidence in the same direction is 
reported by Korner and Dichgans (1967), who found the 
perceived velocity of a moving stimulus to be nearly 
doubled when the retina was held stationary (causing it to 
be "brushed" by the image) rather than allowed to fixate 
and follow the moving pattern. In the latter case, the 
perception of motion depends, of course, not on retinal 
image displacement (for there is none) but directly on the 
generation of the matching oculomotor response. In cor- 
roboration, it is well known that when the extraocular 
muscles are paralyzed, any effort to move the eyes is ac- 
companied by an illusion of motion of the visual field, the 
image of which naturally remains stationary on the retina, 
which the subject thinks he is moving. 

T h e  stability o f the  perceived world 

This leads us to the vexed question of the stability of the per- 
ceived world during voluntary movements, particularly ex- 



FIGURE 4 Adaptation to inhomogeneity of texture. The appear- as if the pattern in the region of fixation were replicated over the 
ance of this static visual noise field changes considerably after half a whole field. Moving the fixation point "reactivates" the original 
minute's steady fixation on any particular point. The texture per- percept. 
ceived becomes much more uniform, and in some cases periodic, 



ploratory movements of the eye. Only a brief discussion is 
possible here. The chief question of interest to the neuro- 
scientist is whether the maintenance of stability requires the 
visual system to subtract or suppress from the input signals 
the changes resulting from voluntary movement before 
these signals reach "higher centers." If the content of per- 
ception were supposed to be analogous to the output of the 
sensory system, then indeed some such "cancellation" 
process would be required, as proposed by von Holst 
(1957) and illustrated herein in Figure 5. An Eferenzkopie,  
or "corollary discharge" (Teuber, 1960), from the oculo- 
motor innervation is here supposed to perform the required 
subtraction before the signals "reach perception." 

It seems undeniable that some form of interaction is re- 
quired between the generator of exploratory activity and 
the sensory input, if the sensory world is not to be mis- 
perceived as moving when exploration occurs. From our 
present standpoint, however, there is no good reason to 
assume that removing the signs of exploratory activity from 
the sensory input is needed. Indeed, the counter example of 
tactile exploration, as when we use the arm muscles to 
move the palm over a stationary surface, shows that we can 
perceive our sensory world as at rest not in spite ofbut even 
because of the sensory changes (the displacement of the 
tactile image, and so forth) resulting from our explorations. 

What is needed, in terms of information engineering, is 
that the criteria ofevaluation of the sensory input should de- 
pend on the internally planned and generated movement. 
In other words, the question for the internal information 
system is whether the current sensory input contains any 
information demanding change in the internal representa- 
tion of the world. Is there any mismatch between the in- 
ternal state of conditional readiness and the current signals 
from the sensory system? The normal sensory changes con- 
sequent on exploratory movement, so far from constituting 
such a mismatch, are part of the evidence that the explora- 

FIGURE 5 The "cancellation" model proposed by von Holst 
(1957) to account for the stability of the perceived world during 
voluntary eye movement. Motion signals from the retina were 
presumed to be canceled by the subtraction of equal and opposite 
signals generated in the oculomotor system. 

Conscious level 
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tory program (organized on the basis of the current internal 
representation) is succeeding according to plan. They con- 
firm, rather than disturb, the current representation, 
whether or not they themselves are perceived. 

If, then, as neuroscientists we are encouraged to look in 
sensory areas of the brain for signals from oculomotor and 
other generators of bodily movement, we may do well not 
to jump too quickly to the conclusion that any signals we 
find must have the function of eliminating sensory signs of 
such movement. The foregoing brief discussion, which ab- 
breviates arguments presented in more detail elsewhere 
(MacKay, 1957c, 1962, 1970) suggests that there are al- 
ternative functions worth considering for such "corollary 
dischargesw and that cancellation of motion signals may 
even be the last thing the system needs for perceptual 
stability. 

Perception ofform 

Volunlory impulse 

Perhaps the most challenging of all perceptual problems to 
the neuroscientist is the perception of form. As the familiar 
Frazer "spiral" shows (Figure 6), this is clearly not a matter 
of "template matchingw on the basis of the topography of 
the neural image, for only a circular template would match 
the "twisted cords" of the figure, and these are not seen as 
circles. Instead, it would seem that the integration of evi- 
dence from local areas proceeds on a logical, rather than a 
topological, basis-more as the integration of sample 
descriptions to form a specification than as pieces of a jig- 
saw puzzle to form a picture. 

It is natural to think nowadays in terms of a hierarchy of 
analyzing operations, of which the signaling of brightness 
contrast and edge or line orientation are low-level mem- 
bers. The "hypercomplex cells" of Hubel and Wiesel (see 
Bishop, this volume) may be involved in higher-level 
operations of this family. Jeffreys (1969), in our laboratory 
at Keele, has found evidence that visual-pattern features of a 
higher order than the over-all contour length or density can 
have a powerful effect on evoked cortical response as 
monitored by the occipital evoked potential. As Figure 7 
shows, the early component of evoked response to a par- 
allel-line field can be much enhanced by breaking up the 
lines, and still more by introducing contrast between the 
directions of different segments. A uniform grid pattern can 
be made to induce a still bigger evoked response if some of 
the lines are removed to leave squares that are not sur- 
rounded by other squares, and so on. These findings are 
consistent with the idea that contrast enhancement may 
operate between neighboring feature-sensitive elements up 
to fairly abstract levels of pattern analysis. 

The level of the sensory system at which such "descrip- 
tive analysisH takes place can also be investigated per- 
ceptually. For example, we can recognize the form of a tree 
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FIGURE 6 The Frazer "spiral." The twisted cords all lie on concentric circles. 

at the edge ofa forest with the help of binocular vision even 
when the tree is indistinguishable from its background to 
either eye alone. This capacity shows that much of our pat- 
tern-analyzing machinery must be at a level at which 
signals from both eyes have been integrated to extract 
depth information-the basis of well-known stereoscopic 
methods of unmasking camouflaged buildings by aerial 
reconnaissance. (More elaborate ways of demonstrating 
these and other facts of binocular vision have been de- 
veloped by Julesz [1960], using computer-generated pat- 
terns.) 

Again, there is evidence of a close link between the per- 
ception of pattern and of motion in the perceptual dis- 
tortions that result when a moirt figure is set in motion in 

such a way that symmetrically placed moirt contours move 
in different directions (MacKay, 1964b). Figure 8A shows 
one example of a pattern that results from the super- 
position of Figure 8B on the "ray pattern" of Figure 3; 
displacement of the two superposed figures causes a marked 
perceptual asymmetry that is seen to "collapse" over a 
period of a second or so after relative motion ceases, sug- 
gesting that integrated velocity signals play a part in the 
perceptual location of contours. 

A question currently debated is whether the internal rep- 
resentation of a percept is simply a compresence of descrip- 
tive signals from "feature filters," each attributing one fea- 
ture to the object perceived, or whether we should look for 
something quite different. Subjective experience is not a 
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FIGURR 7 Sensitivity of evoked potentials to high-order 
contrast in optical patterns. The amplitude of the human 
occipital evoked potential can in many cases be increased by 
removing portions of a stimulus pattern. The evidence sug- 

il0.V 
gests that it is sensitive to the degree of contrast between 
neighboring are3 not only in respect of luminance, but also 
of higher-order features, such as the presence and direction 

-$k.- - 

of line elements. Comparison of the responses with patterns 
1 and 2 or 4 and 5 makes it clear that the total length of 
contour is not the main determinant of response amplitude. 

L 
Note the contrast in form and even in polarity between the 
scalp responses to stimulation of upper and lower half-fields 

0 0.3 S ~ C .  (right and left columns). This is presumed to be due to the 
dfierent anatomical orientation of the corresponding corti- 
cal areas in the neighborhood of the calcarine fissure. 

good guide here, but it can be questioned whether the unity 
of objects as we perceive them could have an adequate cor- 
relate in terms of a bundle of discrete descriptive signals. 

Moreover, we must keep in mind that feature filters could 
subserve many other functions that are not directly con- 
nected with the subjective recognition of pattern. These in- 
clude the provision of suitable feedback signals for the servo- 
systems that maintain the focus and the fixation and con- 
vergence of the eyes, and the extraction of information 
about the motion of the body through the visual environ- 
ment from such global features of the retinal image as the 
gradient lof texture density, the divergence of local image 
velocity, and the like (Gibson, 1950). In any case, the func- 
tional approach we have been taking suggests that to look 
for the correlate of perceiving in the activity of the feature 
filters, as such, would be to stop short, and that perceiving 
is achieved only in and through the matching response of 

internal adjustment to reckon with the source of the sensory 
signals, either proximal or distal. In this view, the unity of 
the perceived object has its counterpart in the unity of the 
matching organizer of conditional readiness, set up, perhaps, 
in response to a bundle of discrete demands from sensory 
feature filters, but itself naturally seamless and unitary un- 
less the sensory information content requires its fragmenta- 
tion. The parceling of sensory samples into discrete internal 
channels does not of itself constitute any such requirement. 

Here once again we must contemplate two distinguish- 
able processes, in either of which illusions and other anom- 
alies of perception might have their origin: (1) the process- 
ing of sensory information into "feed-forward" channels 
with suitable connections to evoke an appropriate internal 
matching-response configuration; and (2) the generation 
and evaluation of that matching response itself. In the al- 
ternating perception of ambiguous figures (Figure 9), for 



FIGURE 8 Dynamic distortion of perceived form. (A) A parency is moved gently to and fro, asymmetries appear in 
moir6 figure resulting from the superposition of a transpar- the moir6 figure. These disappear each time the pattern is 
ency of (B) on the "rayH pattern of Figure 3. If the trans- allowed to come to rest. 

example, it seems economical to suppose that the oscillation 
we see is not in the sensory feed-forward system, but in the 
matching response generator, two of whose states are equal- 
ly compatible with the constraints of the input, so succeed 
each other as do the two possible states of a multivibrator. 
In the Frazer illusion (Figure 6) the balance of economy of 
hypothesis is harder to judge. In the case of illusions of 
brightness contrast, the evidence points to the sensory proc- 
essing side as mainly responsible, although some complica- 
tions may be attributable to the response generator (see 
legend of Figure 1). 

But whether these particular judgments are right is not 
important. I mention them only to make clearer the two 
classes of possibility that must always be kept in mind as we 
search for physiological correlates of perceptual phenomena. 

Multiple levels ofperception 

So far, we have tended to speak as if one internal matching 
response were necessary and sufficient for any given stimulus 
configuration, but there are many cases in which this is 
clearly not so. The contents of this page may be perceived 
equally accurately as ink on paper, as a succession of letters, 
or as a succession of English sentences. In each case, the in- 
ternal matching response is characteristically distinguished 
by the class of conditional readinesses associated with it. In 
our terms, "seeing. . . as" implies "being ready to reckon 
with. . . as." When we are perceiving the contents of a page 

as an argument with which we disagree, it comes as some- 
thing of a shock to be asked about the color or granularity 
of the ink or the type font ofthe letters. We may even need . - 
to look again; our current matching response has not been 
at a level that made us ready to reckon with these particular 
aspects of what lay before us. Our internal representation, 
although complete in itself, was in other terms-not incon- 
sistent with, but complementary to, the terms required to 
do justice to the aspects now under discussion. 

In terms of neural organization, this points to a hierarchic 
structure in the generator of perceptual matching responses. 
A response that matches a given visual or auditory input, for 
example, may be initiated at different levels in this hier- 
archy, and the criteria of "match" or "mismatch" may be 
set in correspondingly different terms. In principle, there is 
no reason why matching responses should not take place 
simultaneously at different levels, but the evidence of sub- 
jective experience is that this is normally possible only at the 
expense of over-all speed or accuracy. The more closely we 
try to follow changes at one level, the more the changes be- 
come exclusive of perception of details at other levels. The 
correlate in information-engineering terms would seem to 
be that the central evaluator of mismatch has a limited chan- 
nel capacity, which must be shared between different levels, 
if more than one is to be "attended to" at one time. The 
quality of perception is determined by the kind of internal 
activity called into being to match the sensory demands, 
rather than by the configuration of sensory signals per se. 



FIGURE 9 Ambiguous figures. A. Faces or candlestick? B. The 
Necker cube. 

This theme is dramatically illustrated by cases of ambi- 
guity of perceived modality-in which the subject is uncer- 
tain or mistaken as to which of his senses provides him with 
a particular percept. Totally blind people, for example, can 
often detect obstacles by what they call "facial vision." This 
feels to them as if it depended on the skin of their faces; but 
experiment shows that they are relying on acoustical echoes 
of ambient noise, in the absence of which they become "fa- 
cially blind" (Cotzin and Dallenbach, 1950; Wilson, 1966). 
Only by making special efforts can they perceive the acous- 
tical phenomena as such. Bach-y-Rita (1969) reports a 
similar ambiguity of perceived modality in subjects pre- 
sented with optical information through a tactile display on 
the skin of the back, derived from the output of a forward- 
facing television camera. After a few hours of active use, the 
subject spontaneously senses the objects televised as in front 
of him and llkens this experience to visual perception. 

A particular case of some interest is the perception of 
speech. In an early paper on automata (MacKay, 1951), I 
suggested that analysis of complex patterns might be carried 
out advantageously by a process of "internal replication"- 
the structure of commands to the internal generator then 
serving as a compact specification of the pattern replicated. 
This would be particularly useful if the replicating proce- 
dure was unaffected by transformations (such as translation 
or magnification of an optical figure) that left the pattern 
invariant. 

In the field of speech perception, this idea (termed "anal- 
ysis by synthesis9') has been espoused by a number of work- 
ers (e.g., Halle and Stevens, 1962). It has also been criticized 
by others (e.g., Lane 1965) on experimental grounds, such 
as that subjects unable to speak a given language can identify 
sounds in that languagejust as well as those who do speak it. 
In terms of our present discussion, the question to ask is at 
what level (if any) of the generative hierarchy an "internal 
replication" of speech would be advantageous. I have ar- 
gued elsewhere (MacKay, 1967) that, although identification 

of speech sounds as acoustical events might be negligibly 
facilitated by analysis by synthesis, the perception of the 
communication intended by their originator, i.e., of what he is 
trying to do by emitting them, might indeed be best 
achieved by the imitative running of the corresponding 
high-level organizers in the listener's own system. These 
could be activated under feedback and feed forward, in such 
a way as to keep up a dynamic match with the generation of 
the speaker's utterance. In subjective terms, I perceive what 
a speaker is up to when I find myself "internally shadow- 
ing" not the words as such, but the goaldirected strategy 
that (in me) would be expressed by the words he is using. 
To  revert to the formalism discussed above (A Functional 
Approach to Perception), the matching transformation (Tan) is 
now from goal strategy (G) to word sequence [TN(G)]. If 
the sensory signal is a corresponding transform [Ts(S)] of 
the speaker's goal strategy (S), the matching goal strategy 
(G) in the listener becomes an internal model of that of the 
speaker (S). He perceives the speaker as a purposeful user of 
speech, rather than as merely an acoustical source. 

In short, the notion of a matching response is much more 
general than that of simple imitation ; but when it would 
make sense for the perceiver to use part of his own genera- 
tive machinery as a model or analogue (rather than just a 
correlate) of the source of sensory signals, internal imitation 
or analysis by synthesis would be worth loolung for in the 
neural machinery. This point is particularly relevant to 
interpersonal perception and communication, including 
failure of communication (MacKay, 1964a). 

Conclusion 

This paper has not been designed as a systematic review of 
the literature of perceptual psychophysiology. Excellent 
surveys of this kind are available (Teuber, 1960; Vastola, 
1968). The question we have been considering is, rather, a 
methodological one. On  what principles, and with what 
kinds of questions in mind, should we as neuroscientists 
hope to use perceptual phenomena to guide or discipline 
our theorizing and experimentation? How may we expect 
to relate the content of subjective experience with the con- 
tents and activity of the brain? 

We  have rejected attempts to read the subjective de- 
scription of a percept as a description of a neural image, 
noting some of the pitfalls that have beset brain science 
when such attempts have been made. Instead, we have sug- 
gested that the two be regarded merely as correlates, which 
only in special cases might turn out to be analogous. 

If the activity of the brain includes the correlate of the 
activity of perceiving, we must expect to find correspond- 
ing features in the two patterns of activity, once we know 
how to look for them; but normal perception gives few 
clues to any possible correspondence. Hence the importance 



of perceptual singularities and anomalies. When a stimulus 
becomes just detectable, or shows a just-noticeable percep- 
tual change, it makes sense to ask which feature of what 
brain process changes significantly. With a perceptual illu- 
sion, we can ask what sensory processing elements show 
corresponding signs of bias and the like. When two concur- 
rent stimuli interfere perceptually, we can look for concom- 
itant lateral interactions between their presumed neural 
counterparts. With a brain lesion, we can at least seek hints 
to normal function &om the nature of perceptual deficits, 
although this method, too, has many pitfalls (Teuber et al., 
1960). 

From an information-engineering analysis of the function 
of a sensory system, we have seen the importance of keeping 
distinct the two correlated brain activities presumably in- 
volved in perceiving: (I) the elaboration of the sensory 
demand, and (2) the resulting organization of the condi- 
tional readiness to reckon with the state of affairs perceived. 
Our suggestion has been that the brain activity correlated 
with perceiving (as a conscious experience) be thought of as 
the updating activity required on the part of the internal 
evaluator of the match or mismatch between demand and 
conditional readiness. Biases, changes of operating char- 
acteristics, anomalous interactions, and the like on either 
side of this matching process may be expected to give rise to 
distortions of perception. O n  this basis, the neural correlate 
of conscious experience could be identified with the con- 
stantly shifiing frontier of evaluation and adjustment of the 
balance between demand and response. The latter would 
include the running readjustment of goal priorities that we 
call self-determination (MacKay, 1966). 

Space limitations do not permit a discussion of exper- 
imental evidence bearing on the neural location of this shift- 
ing frontier, which has been reviewed in the symposium 
Brain and Conscious Experience (Eccles, 1966). Some recent 
work by Libet (1965) and Libet et al. (1967) is of particular 
interest in showing how elaborate and extensive the pattern 
of evoked activity may be in sensory cortex without giving 
rise to conscious sensation. Clear occipital evoked potentials 
may also be recorded in response to modulated light under 
conditions in which a subject is unable to detect any flicker 
(Van der Tweel and Verduyn Lunel, 1965; Regan, 1968). 
Corresponding experiments in dogs with implanted elec- 
trodes have shown a strong correlation between the be- 
havioral threshold for perception of flicker and the ampli- 
tude of second harmonic signals at the lateral geniculate, 
rather than at the cortical level (Lopes da Silva, 1970). 

In short, it is clear that much cortical activity can occur in 
response to sensory stimulation without eliciting conscious 
experience, and it may even be doubted whether the tradi- 
tional view of the cerebral cortex as the "essential physiolog- 
ical substrate of consciousness" has much to justify it. 

W e  may be tempted to take the other extreme, on the 

ground that, if all parts of the sensorimotor causal chain are 
active in ways correlated with what is perceived, we might 
as well regard the whole chain as the "essential substrate." 
This, however, is too simple; for it is already possible to 
break into the chain at various points, activating one part 
while the rest remains undisturbed, and in this way narrow- 
ing down the necessary and sufficient physiological condi- 
tions for conscious experience. Sooner or later, no doubt, 
we shall find ourselves at a point where we are "peeling the 
onion," and further analysis would become self-defeating. 
But that time is not yet; further important discoveries may 
be expected to result from the contemporary conjunction of 
psychological and physiological methods in the study of 
perception. 
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31 TWO Modes of Processing 

Spatially Distributed Visual Stimulation 

RICHARD HELD 

IN THE LAST DECADE, investigators in the field of perception 
have been enormously and, I believe, justifiably impressed 
with the discoveries made with microelectrodes applied to 
sensory (especially visual) nervous systems. The recorded 
responses of single units to complex and highly specific 
stimuli are of great interest to perceptionists, as attested by 
an ever-increasing number of references made in their writ- 
ings. Why have these discoveries been so impressive? The 
answer is implicit in the meaning of the word "perception" 
-the apprehension of objects and events in the world. 
Classically, perception has been contrasted with sensation, 
which was often assumed to be a direct registration of prop- 
erties provided by peripheral receptors that transduce 
stimuli affecting them (Boring, 1942). Many problems have 
been posed by this opposition between sensation and percep- 
tion. How are the objects of perception derived from the 
discontinuous set of sensory elements provided by the recep- 
tor mosaic? The visual world consists of global entities- 
segregated objects with continuous contours. How are their 
neural correlates organized out of the set of elements pro- 
vided by the receptor mosaic? The objects of visual per- 
ception retain their identity despite various perspectival dis- 
tortions and displacements of their images over the sensory 
mosaic produced by changing conditions of view. What 
accounts for their invariance of shape under these trans- 
formations? Clearly, further processing above the level of 
the receptors has been indicated, but physiological evidence 
for such processing has not been available. This ignorance 
has been breached only with the discoveries during the last 
few years of many types of receptive fields, feature detec- 
tors, and selective filters in sensory nervous systems. These 
new discoveries are regarded by commentators as the be- 
ginning of an understanding of how the brain performs the 
processing underlying perception. Indeed, Hubel and 
Wiesel, who are responsible for major advances in the area, 
have referred to the response specificity shown by cells in 
the visual cortex as revealing the ". . . building blocks of 
perception . . ." (1965). 

R I c H A  R D H E L D Massachusetts Institute of Technology, Cam- 
bridge, Massachusetts 

In order to make the opposition between classical and 
modern approaches more concrete and to raise the issue 
under discussion, let us consider two models of the visual 
nervous system (Figures 1 and 2). Both are concerned with 
the neural processing of spatially distributed stimulation on 
the retinae. In the seventeenth century, Descartes proposed 
his schema with the intent of solving a problem posed by 
the laws of image formation, then recently discovered by 
Kepler (Descartes, 1664). The troublesome inversions and 
doubling of the retinal images produced by the lens system 
of the eye were eliminated by an inverse transformation 
imputed to the nervous system. The point-to-point projec- 
tion of the retinal images onto the ventricle surfaces and 
thence to the pineal body preserved information about the 
loci of these points of origin on the retinae. Preservation of 
their ordering maintained the shape ofthe object. Descartes 
wisely left the problems of perception to the action of the 
soul. His model of point-to-point projection retained its 
importance at least through the nineteenth century, and 
shades of it still remain, as is witnessed by a recently pub- 
lished statement of the late Kenneth Ogle (1969). "We must 
attribute the discrimination of differences in visual direction, 
first, to the discrete character of the organization of the 
retinal receptors, an organization that consists of a mosaic 
of separated and effectively insulated light-sensitive ele- 
ments and, second, to the continued topographical identity 
of those elements in the organization of nerve fibers con- 
necting them to the terminal areas in the occipital cortex of 
the brain." 

Another type of model (Figure 2), derived from con- 
sideration of the responses of single cells in visual cortex, 
was recently proposed by Hubel and Wiesel (1962). This 
schema envisages repeated convergence of the outputs of 
lower-order cells upon higher-order cells in the visual ner- 
vous system to yield the complex receptive fields that these 
authors have observed. For each cell of its type, there are 
myriads of similar ones with slightly differing receptive- 
field properties. From this array, the extraction of more 
complex shapes by further combination seems plausible. As 
the size of the receptive field increases, however, specificity 
of locus of origin on the retina is reduced. The spatial reso- 
lution provided by such cells cannot be better than the size o'f 



FIGURE 1 Descartes) diagram of the formation of images on the retinae 
of the eyes and the paths of transmission in the visual nervous system. 

their receptive fields, which typically measure several de- 
grees of visual angle. Better resolution can, of course, be 
obtained from the aggregate of these cells by further com- 
binations also envisaged in principle by Hubel and Wiesel 
(1965). But such recombinations for the purpose of recover- 
ing information available at lower levels in the system, prior 
to initial convergence, seem uneconomical at best. 

In the Cartesian model, how figural properties are ex- 
tracted from the aggregate of centrally projected points, 
which preserve locus information, is a mystery. In the 
modern model, central cells respond to interesting global 
features of stimulation at the cost of a loss of locus-specific 
information. The difference of circuitry in these models sug- 
gests that processing for figural, as opposed to locus, in- 
formation may be performed by different modes of analysis, 
and that economy might be served by separation of the 
mechanisms performing them. 

The problem of locus becomes interesting when we are 
concerned with metrical properties of perceived space; 
direction, distance, and other magnitudes. It is most inter- 
esting in connection with the control of movement. Sen- 
sorially guided movements are always directed with respect 
to target loci in space. Their control must be guided by in- 
formation about locus that is at least as accurate and precise 
as that of the terminus of the movement. Consequently, one 
should expect that locus-specific information in the visual 
nervous system would be closely associated with the system 
for control of orienting and localizing movements. 

I shall review several experiments done in my laboratory 
and several from other laboratories; some strictly behav- 
ioral and some combining behavioral studies with either 

FIGURE 2 Hubel and Wiesel model of convergence of the outputs 
of lower-order on higher-order neurons shown on the right side of 
diagrams. By this means, more complex and larger receptive fields 
(dashed lines) are built from simpler ones (solid lines), as shown on 
the left side of the diagrams. The upper diagram shows how cells 
in the lateral geniculate may connect with cells in striate cortex; 
the lower diagram shows how cells in visual cortex may connect 
with other cells in the same region to form combined receptive 
fields. 



neurosurgery or electrophysiological recording. The review 
has a dual purpose: first, to convince the reader that it is use- 
ful to make the distinction between two modes of analysis 
of spatially distributed stimulation; second, to present 
samples of several types of research, done by neuropsychol- 
ogists, which can be brought to bear on a particular sys- 
tematic issue. 

Experiments on behavior 

A PERCEPTUAL ILLUSION In the 1860s, Helmholtz ob- 
served that when a checkerboard is placed quite close to the 
eye, with the gaze centered on the board (Figure 3), the 
contours will appear straight only if they are bowed toward 
the point of fixation (1962). He believed that the correct 
curvature was hyperbolic. Dr. Mary Parlee and I became 
interested in this Illusion, for reasons that will become ap- 
parent, and made the following measurements (Parlee, 
1969). Whle  fixating a point (gazing at it steadily), ob- 
servers viewed a section of a hyperbola flashed on a screen 
for 100 milliseconds. The width of the line was 15 minutes 
of angle, and its length subtended 32 degrees of visual angle. 
Other dimensions are shown in Figure 4A. The hyperbolic 
section was varied in curvature from concave to the right, 
through straight, to concave left, and back in successive 
presentations. The observer was instructed to choose that 
curvature which appeared "straight." The curve was pre- 
sented either 10 degrees to the right of fixation, or 10 

FIGURE 3 Helmholtz's checkerboard illusion. Lies  appear straight 
when viewed at distance A drawn to the same scale as the figure. 

FIGURE 4 A-C Flashed stimuli in which the angle, a, was varied 
in a psychophysical procedure designed to assess the observer's 
judgment of their straightness. 

A. HYPERBOLA 

degrees to the left, or centered through the fixation point. 
The same procedure was used to present two straight-line 
segments rotated about their joint so as to vary the angle a 
(Figure 4B). In addition, observers were asked to align three 
dots by the same technique (Figure 4C). The results showed 
that the settings to apparent straightness for both hyperbolas 
and line segments, presented 10 degrees removed from 
furation, yielded a values that average fractions of a degree. 
Angle a for the dots, however, approached 10 degrees. The 
results suggested that the dot stimuli were processed in a 
manner that differed from the line stimuli-a manner that 
introduced a 10-degree bias into setting to the subjective 
criterion of straightness. 

We  suspected that the dots were, of necessity, processed 
by a locus-specific mode of analysis, because they were a 
very sparse stimulus for contour analysis. Following the . * - 
logic above, we decided to tap the system for guided con- 
trol of movement by having our observer actually point at 
the central position and the two extreme positions of the 
stimuli without seeing his hand. As shown in Figure 5, the 
observer was given a pen with which he could repeatedly 
mark the apparent locations of the middle and end positions 
of the target stimuli, which were viewed fully reflected in a 
mirror. The results may seem surprising to those who think 
of vision as a unitary process: they implied that a bias of a 
equal to many degrees will appear irrespective of whether 
the subject points at either lines or dots set in objective align- 
ment. When the three dots were, in fact, set so as to appear 
to form a straight line, markings of them formed an angle a 
not significantly different from zero. The same bias was 
found when the dots were presented one at a time to be 
marked, thereby indicating the independence of these re- 
sponses from global properties of the stimulus. On the other 
hand, markings of the line-segment stimuli, set at apparent 
straightness, &d not form a straight lime. 

This experiment, and others like it, can be interpreted as 
revealing the operation of two modes of analysis, in accord 
with my previous discussion. We  conclude that the locus- 

8. LINE SEGMENTS C. DOTS 



FIGURE 5 With gaze (dashed line) centered on the fmtion point, 
the observer marked with a pen three positions (middle and two 
ends) of the flashed stimulus viewed in a fully reflecting mirror. 
The apparent locations of the three positions coincided with the 
marking surface under the observer's hand. 

specific mode of analysis is invoked either by impoverish- 
ing the stimulus figure-by eliminating extended contour in 
the case of the dots-or by the requirement of the motor 
task to point at stimulus loci irrespective of the contouring 
of the field. These results are reminiscent of findings from 
another type of experimentation, namely, study of the 
adaptive consequences of visual rearrangement. 

PERTURBING THE SYSTEM BY REARRANGEMENT Donald 
MacKay has given examples (this volume) of perceptual 
effects attributed to fatiguing of feature filters. If we want to 
perturb the visuomotor system, we can do so by means of 
an optical device that rotates, translates, or distorts the 
retinal image. The initial errors of orientation and localiza- 
tion, as well as the changed appearances of objects, are pre- 
dictable. If the subject who suffers the rearranged vision is, 
however, allowed to perform routine activities in his nor- 
mal environment while wearing the optical device, all the 
visuomotor errors diminish toward zero with length of 
time of exposure, while the nonlinear visual distortions that 
adapt merely become lessened to some asymptote represent- 
ing a fraction of the induced distortion. The relative degree 
of adaptation in overt localizing responses as compared with 
figural judgments makes a revealing comparison. Of the 
large number of rearrangement experiments reported in the 
literature (Howard and Templeton, 1966), a few are relevant 
to the present question. 

The wedge prism has been the most often used optical- 
rearranging device, at least since the time of Helmholtz 
(1962). I shall discuss two of the effects of the prism on 

vision. First, it produces a gross displacement of the apparent 
direction of the object in the apexward direction that may 
be called the linear component. Second, there is a nonlinear 
component of refraction (variation in the displacement with 
angle of incidence of rays) that causes straight lines, per- 
pendicular to the base-apex axis of the prism, to appear 
curved (Ogle, 1952). If one measures the orientation of head 
and body to a small visible target before and after wearing 
prisms fitted in goggle frames, full and exact compensation 
can take place, provided the rearranged subject wears the 
goggles in his normal environment for a sufficient time 
(Held and Bossom, 1961). The subject eventually localizes 
the target correctly despite the optical displacement pro- 
duced by the prism. We can regard this change as a re- 
calibration of the linkage between locus-specific analyzers 
and the generator of orienting responses. 

If we consider only the linear component of prism dis- 
placement, no distortion of forms is seen by the subject. As 
mentioned above, however, there is also the nonlinear com- 
ponent, which makes straight lines appear curved. We  can 
test for adaptation to the curvature distortion by using a 
psychophysical procedure. The subject views a grating 
through a prism of variable power that he controls and, by 
this means, nulls out the apparent curvature. When this is 
done, one finds a rather limited amount of adaptation that 
asymptotes at a small fraction of the prism-induced curva- 
ture (Kohler, 1964). 

It is revealing to compare the full compensation shown 
possible for linear components of rearrangement with the 
fractional compensation shown for nonlinear rearrange- 
ment, even after prolonged exposure. Only the latter type 
effects a change in the apparent shapes of objects. Returning 
to the consideration of two modes of processing, these re- 
sults may be interpreted in terms of a constraint that the 
system for figure identification exerts on the orienting sys- 
tem (Held, 1968). Compensation for the nonlinear distor- 
tion would be realized as a set of changes in the apparent 
direction of positions in the field of vision, the intersection 
of which in a frontal plane in space would define a changed 
shape. The system for figure identification, if operating in- 
dependently and not subject to the same kind of adaptation, 
would have, however, an unchanged criterion for the 
psychophysical judgment of shape. The latter could con- 
strain the amount of compensation revealed. 

The operation of these two systems has been dramatically 
shown by Kohler (1964), who used a prism that covered 
half of the field of view. The discontinuity introduced into 
the field of vision is adapted to, in the sense that orienting 
movements to targets seen both above and below the dis- 
continuity are reported to become accurate. The appearance 
of the discontinuity is never corrected, however, leading 
to the paradox that the two separated parts of a vertical line, 
seen above and below the discontinuity in the field, although 



reported to lie in the same direction, nevertheless appear 
discontinuous (Figure 6). 

Two further observations on a special kind of adaptation 
to rearrangement are relevant. If only the hand is viewed 
through the prism, as was originally done by Helmholtz, 
then the direction of reach shifts during exposure to com- 
pensate for the optical displacement. Moreover, the shifts 
have been found to be specific to the exposed hand and do 
not transfer to the opposite hand, which was not previously 
viewed through the displacing prism. The recalibration of 
the linkage between locus-specific analyzers and oriented 
responses may be made specific to one or the other limb. 
This specificity contrasts sharply with the lack of specificity 
in responses contingent on the figure-analyzing system. It 
suggests that the locus-specific analysis occurs close to the 
origin of motor commands. Clearly, if a-perceiver learns 
either to identify a particular shape, or otherwise respond to 
it, we expect that he should be able to do so by any of a 
variety of response indicators. Indeed, one of the defining 
properties of perceptual activity is its generalization over 
types of response. Finally, we have performed these experi- 
ments with the dark-adapted as well as the light-adapted 
eye and have found comparable effects (Graybiel and Held, 
in press). Scotopic vision is adequate for adaptation, which 
indicates that the high-acuity apparatus which serves for 
detailed pattern vision is not necessary for recalibration of 
the orienting response. 

DEPRIVATION EXPERIMENTS Observations of the modi- 
fubility of visual-motor coordination in both human and 
animal subjects led us to question the role of this modifia- 
bility in the development of the neonate (Held and Bossom, 
1961). A traditional approach to questions of early develop- 
ment is the procedure of deprivation. If one suspects that 
some form of exposure to the environment is crucial for 
development of function, then simply eliminate that ex- 
perience until the time in the life cycle when a normal 
animal would show the behavior of interest. If the animal is 
deficient in the predicted manner, the absent experience is 

Normal visual Transformed 
field by half prism 

FIGURE 6 Appearance of objects without and with half-prism 
spectacles in place over the eyes. 

implicated, although the mechanism involved may remain 
in question. 

A series of experiments, performed in several laboratories, 
has demonstrated that early deprivation of patterned stimu- 
lation to both eyes produces deficits in visual-motor co- 
ordination. Contrary to older accounts (Riesen, 1958), a 
recent report has suggested that form discrimination does 
not suffer greatly from this type of deprivation (Meyers and 
McCleary, 1964). Dr. Alan Hein and I found very similar 
visual-motor deficits when we used the milder deprivation 
procedure of allowing pattern vision to kittens during de- 
velopment but preventing visual feedback from self-pro- 
duced movements. One such procedure involved a com- 
parison of active with passive movement (Held and Hein, 
1963). The active animals achieved guided movements; 
their passively transported litter mates did not. More im- 
portant for the present question, we also demonstrated that 
the two eyes may be dissociated in their capacity to control 
movement if one eye is closed only during active move- 
ment, the other only during passive movement (Figure 7). 
No such dissociation between eyes performing figure dis- 
criminations was found in testing procedures that preclude 
the use of visually guided responses (Meyers and Mcdeary, 
1964). 

Along similar lines, Alan Hein and I recently reared 
kittens which during their early life, wore ruffs around 
their necks when in light. These obscured the view of their 
limbs and bodies but reduced mobility only minimally 
(Hein and Held, 1967). In order to test their visually guided 
limb movements, we used a variant of the classic visual- 
placing response. The animals were brought down toward 
a set of horizontal prongs, which triggered extension of the 
forelimbs. In a normal animal, this limb extension is guided 
so that the paws almost always strike the prongs and rarely 
fall between them. Our deprived animals, however, which 
had never viewed their forelimbs, could not guide them 
accurately, according to the frequency with which their 
paws extended into the interstices between the prongs. 
Similar results have been obtained with infant monkeys 
reared without sight of their limbs (Held and Bauer, 1967). 

Relevant to the question of the two modes of analysis was 
the outcome of a procedure designed to rear kittens in such 
a way that one eye viewed the limbs but the other eye did 
not (Figure 8). The eye that did not view the limbs failed to 
guide their movements on the prong test, but the contra- 
lateral eye did so. Consequently, it has been shown possible 
to dissociate the two eyes with respect to control of the 
limbs (Hein et al., in press). To repeat, this finding is im- 
portant in light of the evidence that the two eyes of a nor- 
mal animal cannot be dissociated with regard to figure 
identification. I should also point out that Alan Hein has 
shown that it is possible to expose selectively one limb of a 
kitten and thereby to produce an animal that can accurately 



Active Passive 

FIGURE 7 When in an illuminated environment, each kitten re- 
ceived an equivalent amount of visual stimulation during active 
movement when one eye was occluded (shading) and during pas- 
sive transport when the other eye was occluded. 

guide one limb from only one eye, the other limb from 
both eyes (Hein, in press). 

To sum up the results of the three types of experimenta- 
tion so far discussed, dissociation of contour-specific from 
locus-specific modes of analysis apparently can be inferred 
from the results of behavioral studies of illusions and of 
adaptation to rearrangement. The constraints exerted by 
figural properties on directed responses indicate an inter- 
action between these modes which is inadequately under- 
stood at this time. When the locus-specific system is tapped 
by early deprivation, it appears that, unlike the contour- 
specific system, both receptor organs (the two eyes) and 
effectors (the two forelimbs) may be dissociated. 

Behavioral efects ofintervention 
in the nervous system 

SPLIT-BRAIN EXPERIMENTS The effects of surgical inter- 
vention on certain behaviors bear on our problem. In recent 

Opaque ruff 
3 hours daily 

Transparent ruff 
3 hours daiiy 

FIGURE 8 During each day, when fiee to move about in an illumi- 
nated environment, each kitten wore an opaque ruff for three hours 
while one eye was occluded and a transparent &for another 
three hours while the other eye was occluded. 

years, a long series of experiments has been performed on 
monkeys and cats with surgical transections along the mid- 
line of the brain. Most of this research has been done under 
the impetus provided by Roger Sperry and his collaborators 
(Sperr~, 1961). The experiments have shown that, in ani- 
mals with optic chiasm and forebrain commissures split, 
discriminations of visual form, established by the training of 
only one eye, are not performed when tested with the 
contralateral eye. Comparison between figures presented to 
opposite eyes, and hence to opposite hemispheres, is difficult 
if not impossible. It appears, then, that these forebrain com- 
missures are, in general, required for the transfer of figural 
information from one side of the brain to the other. Con- 
trary to this finding, Bossom and Hamilton (1963) and 
Hamilton (1967) found no deficit in the use of any eye-hand 
pair in these animals, which implies that locus-specific in- 
formation is available to both sides of the brain in the 
absence of forebrain commissures. Moreover, studies of 
prism adaptation, in which only one eye of the split-brain 
animal was exposed, show complete transfer to the other 
eye, as in normal animals. The authors of these experiments 
have suggested that the organization of the visual-motor 
system, as contrasted with that for figure discrimination, 
entails midbrain and even brain-stem mechanisms, which 
allow subcerebral cross-communication between hemi- 
spheres. 

The results with split-brain animals suggest that the locus- 
specific information is available at subcortical levels and, 
hence, can cross to the opposite hemisphere through sub- 
cortical commissures. Figure-specific information, on the 
contrary, appears to be available only in the cerebrum, as 
judged by its ready transfer only through the cerebral com- 
missures. This inference is at least partially borne out by the 
results of lesions limited either to the forebrain or midbrain 
structures concerned in vision. 

THE DE-STRIATE MONKEY Contrary to previous ac- 
counts, Humphrey and Weiskrantz (1967) and Humphrey 
(in press) report that monkeys suffering removal of striate 
cortex are capable of performing visually guided behaviors. 
Such animals have now been shown to orient eyes and head 
to an object that is isolated on an otherwise homogeneous 
background, and then to reach for it with reasonable ac- 
curacy in direction but not in depth. They cannot do so for 
objects presented in an otherwise configured field of vision. 
They cannot discriminate form in the manner in which the 
normal monkey is so proficient. They appear to be incap- 
able of identifying visible objects by any of the gross 
criteria of recognition. De-striation appears, then, to have 
crippled the apparatus for figure-specific analysis. Visual 
centers in either extra-striate cortex or in subcortical regions 
must, then, mediate the visual control of movement in these 
animals. 



THE DE-STRIATE AND THE COLLICULECTOMIZED HAM- 
STER The role of a midbrain visual center in visual-motor 
control has been demonstrated clearly in at least one species 
of mammal. In an ingenious study of the behavior of the 
Syrian golden hamster, Gerald Schneider compared the 
effects of ablating either visual cortex or the superior col- 
liculus of his animal of choice. The results showed a striking 
double-dissociation of function (Schneider, 1969). The ani- 
mals deprived of visual cortex showed a loss of ability to 
discriminate between simple forms, although they were 
quite capable of orienting their heads toward visually 
presented objects (usually sunflower seeds). On the other 
hand, the colliculectomized animals were quite incapable of 
orienting to visible objects or of going from starting posi- 
tion to goal under visual pidance. Yet they showed them- 
selves capable of making a form discrimination when al- 
lowed to guide themselves to the stimulus figure (entrance 
to !goal box) by tactile means. In this species, at least, there is 
a highly selective effect of the ablation of one or the other 
structure. 

MONOCULAR PATTERN DEPRIVATION A nonsurgical 
technique for producing central dysfunction in the visual 
system was discovered by Wiesel and Hubel (1963). They 
have shown that prolonged monocular occlusion in kittens, 
if begun at a very young age, causes a marked loss in re- 
sponsivity of cells in the visual cortex that would normally 
be driven by stimulation of the formerly closed eye. In a 
follow-up study, Ganz and Fitch (1968) also came to the 
conclusion that there are profound losses after monocular 
deprivation, both in perceptual-motor coordination and in 
the discrimination of visual form by the affected eye. After 
exposure to a normal environment, however, much of the 
missing visual-motor coordination develops, although 
pattern vision remains deficient, and this recovery takes 
place despite the absence of cortical units with what Ganz 
et al. (1968) called highly selective receptive fields. W e  
might refer to these cats as partially de-striated with respect 
to the deprived eye. Yet, they are quite capable of visual 
control of at least gross orienting movements, given the 
exposure to the environment required for perfecting these 
capabilities. To summarize our interpretation of these ex- 
periments, we should like to believe that the animal reared 
with monocular occlusion is one in which the occluded eye 
not merely fails to drive cortical units responsible for figural 
analysis, but also fails to p i d e  orienting behavior. Orient- 
ing, however, is at least partially recoverable. The two eyes 
have been temporarily dissociated with regard to control of 
visually guided behavior but permanently dissociated with 
regard to figural analysis. 

The results of Ganz and his colleagues are a clear example 
of the double-edged-sword aspect of the deprivation 
technique. Any significant deviation from the normal con- 

ditions under which an animal is reared can have two or 
more consequences for the growth of the nervous system 
and the behaviors it controls. 

Conclzrsions 

Some of the grounds for distinguishing between two modes 
of analysis, and a number of examples of research on vision 
that justify the distinction, have been reviewed. Further 
discussions along these lines can be found in a symposium 
entitled "Locating and Identifying: Two Modes of Visual 
Processing" by Held (1968), Ingle (1967), Schneider (1967), 
and Trevarthen (1968). Many other observations make 
sense when viewed from the perspective of the two modes 
of analysis, and relevant new observations are being made 
under its pidance. 
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32 The Biogenic Amines in the 

Central Nervous System: Their Possible Roles in 

Arousal, Emotion, and Learning 

S E Y M O U R  S. KETY,  M.D. 

E M o n o ~ s  MAY BE seen as adaptive states of a generalized na- propriate behavior. Some basic emotions are arousal, 
ture involving the brain as well as the autonomic and endo- pleasure, fear, and rage, and their counterpart behaviors, to 
crine systems in response to a significant change in the en- attend, approach, avoid, or attack. A body of evidence sug- 
vironment, and serving to bring about or to facilitate ap- gests that some of the biogenic amines play crucial roles at 

various points in bringing about these states. 

Catecholamine action in the periphery 
s E Y M o u R S. K E T Y, M. D. Department of Psychiatry, Haward 
Medical School; Psychiatric Research Laboratories, Massachusetts The evidence is clear for the involvement of two catechol- 
General Hospital, Boston, Massachusetts amines, epinephrine and norepinephrine, in a number of 



affective states (Kety, 1966). The peripheral adrenergic 
synapse is one of the few synapses at which a neurotransmit- 
ter has been identified and its role established beyond serious 
doubt (vonEuler, 1956). The hypotheses that attribute trans- 
mitter functions to biogenic mines in the central nervous 
system have, in fact, been suggested by analogy with the 
peripheral adrenergic synapse. Its presynaptic ending has in 
it all the enzymes that are necessary for the synthesis of 
norepinephrine (Goodall and Kirshner, 1958; Stjarne and 
Lishajko, 1967). It has recently been demonstrated by Geffen 
and Rush (1968) that, in the splenic nerve, all but a negligible 
amount of the norepinephrine released by stimulation is 
synthesized at the nerve endings. Much earlier it was shown 
that norepinephrine is released by stimulation of the sympa- 
thetic nerves to an organ. The postsynaptic effects of such 
nerve stimulation can be duplicated by the application of 
norepinephrine to that region and can be blocked by the 
same drugs that block the effects of sympathetic stimulation. 
There is also reason to believe that norepinephrine is in- 
activated enzymatically within the nerve ending by mono- 
amine oxidase, and postsynaptically by catechol O-methyl 
transferase (Axelrod, 1959). The bulk of the amine, how- 
ever, is removed &om the synaptic cleft by a process of re- 
uptake into the presynaptic terminal (Iversen, 1967). 

In recent years, some additional information has appeared 
about the peripheral adrenergic synapse, and is, I think, 
relevant to our hrther discussion. A number of investiga- 
tions (Alousi and Weiner, 1966; Roth et al., 1966; Sedvall et 
al., 1968) have shown that the synthesis of norepinephrine 
in sympathetic nerve endings is firmly coupled to its re- 
lease. Table I represents some data fi-om Sedvall and his co- 
authors, who studied the formation of '4C-norepinephrine 
from 14C-tyrosine in the rat submaxillary gland. They ex- 
amined the gland under three conditions: during the nor- 
mal resting state, while decentralized, i.e., removed from 
central impulses, and during stimulation. Because the amine 
is largely confined to the adrenergic endings, the nor- 
epinephrine content of the gland represents the nor- 
epinephrine in the endings. The total norepinephrine did 
not show very significant changes, but the amount of 14C- 
norepinephrine that was synthesized under each of these 
conditions showed a marked variation. From these data it 
was possible to calculate the minimum rate of synthesis of 
norepinephrine in the nerve endings of the gland. This 
shows a good correlation with the amount of nervous 
activity, falling to less than one-half in the decentralized 
state, and rising more than two-fold in the stimulated state 
(Table I). 

Much evidence indicates that tyrosine hydroxylase is the 
rate-limiting enzyme in the synthesis of norepinephrine 
(Nagatsu et al., 1964; Levitt et al., 1965), and that this amine 
blocks tyrosine hydroxylase by a process of end-product 
inhibition (Udenfriend et al., 1965; Weiner and Rabadjija, 

Sympathetic nerve-impulse activity andformation of 
14C-norepinephrine, froni 14C-tyrosine in the rat 

submaxillary gland 

Condition of 14C-norepi- Norepi- Minimal 
gland nephriie nephrine synthesis 

cpm/gland mpg/gland mpg/ 
gland/hr 

Decentralized 33 f 3 400 It 15 26.2 

Normal 95 f 8 403 & 8 67.2 

Stimulated 209 + 18 375 f 36 151.0 

(From Sedvall et al., 1968) 

1968a). The increased synthesis brought about by stimula- 
tion is thought (Weiner and Rabadjija, 1968a) to result at 
first from a reduction in norepinephrine at the ending and 
therefore, presumably, a release of end-product inhibition. 
But, with more chronic stimulation, evidence has been 
adduced suggesting an induction of tyrosine h~droxylase, 
as puromycin prevents much of the increased synthesis ac- 
companying chronic stimulation (Weiner and Rabadjija, 
1968b). 

There is little doubt that norepinephrine, like acetyl- 
choline, is stored in specialized vesicles found in abundance 
in the presynaptic axon terminals (Bondareff and Gordon, 
1966; Hokfelt, 1968). The prevailing assumption has been 
that the transmitter is synthesized in these vesicles, and re- 
leased &om them by a process of exocytosis (Iversen, this 
volume). 

Although it is compatible with much of the existing data, 
that model does not readily or parsimoniously explain some 
observations. The vesicles appear not to decrease in number 
with fairly severe stimulation, and there is some difficulty in 
accounting for the formation and disposal of vesicles in 
sufficient number at the synapse to account for the quantities 
of transmitter released during moderately high activity. 
More important, perhaps, release of norepinephrine se- 
questered in vesicles would not affect the norepinephrine 
concentration in the vicinity of tyrosine hydroxylase and 
thus signal increased synthesis. The possibility of refillable 
vesicles has been suggested in order to take these dis- 
crepancies into account, which it does to a considerable ex- 
tent. Fairly recently, results have been reported by Kopin 
et al. (1968) that are dficult to explain by models in which 
both storage and release are accomplished by the same struc- 
tures. 

In one of their experiments (Figure 1) the spleen was per- 
fused with 14C-tyrosine at a constant rate while the splenic 
nerve was stimulated continuously. The specific activity of 
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FIGURE 1 Specific activity of NE recovered from perfusate or re- 
maining in the tissue at various times during perfusion of spleen 
with 14C-tyrosine under constant stimulation of the splenic nerve. 
(From Kopin et al., 1968) 

the norepinephrine released was measured and compared 
with that remaining in the spleen, presumably in the 
adrenergic nerve endings. The specific activity of the re- 
leased norepinephrine rose rapidly to a level several times 
that whch was retained. Thus, the existence of at least two 
norepinephrine pools was confirmed, but, more important, 
this experiment suggests that the bulk of the amine released 
by stimulation was newly synthesized. These pools could, 
of course, represent different populations of axons, some 
with rapid and others with slow turnover, except that those 
workers who have examined large populations of such 
neurons by histofluorescent techniques have not observed 
markedly different rates of depletion or replenishment in 
adjacent neurons. It is more likely, but not established, that 
these pools with different rates of turnover are subcellular 
rather than supracellular. More recently, the preferential 
release of newly synthesized dopamine has been reported 
from axon terminals in the isolated striatum (Besson et al., 
1969). 

One can adduce, as Kopin has in fact done, the existence 
of two types of vesicles, one primarily for storage and the 
other for release, with different turnover rates. A more 
parsimonious model, in which the vesicles serve simply to 
store the amine, seems capable of accounting for these and 
many of the other observations. In that model (Figure 2), 
the newly synthesized amine would be outside the vesicles, 
perhaps cytoplasmic, and in equilibrium with at least two 

physical storage and release at the presynaptic membrane 
would be some active transport process coupled to sodium 
and calcium (Bogdanski and Brodie, 1969). Monoamine 
oxidase in the mitochondria and feedback inhibition would 
tend to keep the cytoplasmic level &om rising indefinitely, 
but a fall in the level would immediately call forth an in- 
creased activity of the cytoplasmic tyrosine hydroxylase by 
release of feedback inhibition. 

One can imagine the norepinephrine shutthg back and 
forth between presynaptic and postsynaptic membranes, 
driven by depolarization first of one and then the other, 
with an active re-uptake process to conserve the unde- 
graded amine, and synthesis replacing net loss. Although 
some of the assumptions of this concept seem worth testing, 
it is unlikely that it will account for all synaptic release of 
norepinephrine, because approximately one-third of the 
amine released during stimulation appears to be derived 
&.om a storage pool (Kopin et al., 1968). The demonstra- 
tion of small amounts of chromogranin, a specific vesicular 
protein, in the efflux of certain adrenergic endings after 
stimulation, implies some release directly &om vesicles 
(de Potter et al., 1969), but the quantities that have been 
recovered would account for only a few percent of the 
transmitter released. 

Biogenic amines in the central nervous system 

Although there is much to be learned regarding the mech- 
anisms of release and action of neurotransmitters at pe- 
ripheral synapses, a transmitter function appears well es- 
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stores. Some may be concentrated in the presynaptic mem- FIGURE 2 A model of the adrenergic synapse, in which vesicles 

from which it be into the 'ynaptic are responsible only for storage, and release occurs from the cyto- 
cleft during depolarization. This membrane is rich in plasmic pool via some mechanism of accumu~ation in and efiux 
gangliosides9 which have a high a'nit~ for amines. from the presynaptic membrane. Abbreviations: TYHase, tyrosine 
Through dynamic equilibrium, some may be taken up by hydroxylase; DDa, dopa decarbo~~lase; DOHa, dopamine 0 
the vesicles when the cytoplasmic levels are high, and re- hydroxylase; COMT, catechol-0-methyl-transferase; MAO, 
leased when the levels are low. An alternative to simple monoamine oxidase. 



tablished for norepinephrine, as is its peripheral involve- 
ment, along with epinephrine, in emotional expression. In 
the brain, however, no biogenic amine has been shown con- 
clusively to be a transmitter, or even to be specifically as- 
sociated with a particular behavioral or affective state. The 
evidence is indirect and inferential, but, nevertheless, 
sufficiently extensive and consistent to permit the formula- 
tion of hypotheses that central as well as peripheral actions 
of biogenic amines mediate arousal and emotion. 

By means of the characteristic fluorescence of their con- 
densation products after reaction with formalin vapor 
(Eranko, 1956), serotonin and catecholamines have been 
demonstrated throughout the brain and spinal cord, con- 
centrated in the presynaptic varicosities along the terminal 
axons of particular neurons (Hillarp et al., 1966). The 
neuronal cell-bodies themselves appear to be clustered in 
the brainstem, the serotonin-containing neurons in the 
midline rapht nuclei and those containing catecholamines 
more laterally disposed with a high density in the locus 
ceruleus. Axons &om those amine-containing neurons pass 
downward into the spinal cord and upward by way of the 
medial forebrain bundle to innervate most of the brain 
(Fuxe, 1965). There are especially high densities of their 
terminals in the various nuclei of the hypothalamus, but the 
entire cerebral cortex and even the cerebellar cortex contain 
many very fine fibers with the characteristic serotonin or 
catecholamine fluorescence, which is intensified after 
treatment with monoamine oxidase inhibitors and di- 
minishes following reserpine (Dahlstrom and Fuxe, 1965) 
or lesions of the medial forebrain bundle. Although 
dopamine and norepinephrine cannot be distinguished by 
histofluorescence, complementary chemical studies indi- 
cate that most of the catecholamine in the telencephalon is 
norepinephrine, except for the important dopamine-con- 
taining nigro-striatal tract (Andkn et al., 1966). Sufficient 
attention has been given to norepinephrine in the brain and 
its possible relationship to mood to permit using that amine 
as an example of the group without suggesting that it has a 
predominant or exclusive role. 

The early studies relied on the total content of nor- 
epinephrine in the brain or its concentration in particular 
regions. Thus, Barchas and Freedman (1963) showed a de- 
crease in this amine along with an increase in serotonin in 
brains of rats forced to swim to exhaustion. Maynert and 
Levi (1964) found a 40 per cent decrease in norepinephrine 
in the brainstem after the administration of 30 minutes of 
foot shocks. Reis and Gunne (1965) induced rage in cats by 
stimulating the amygdala, and demonstrated a highly 
significant decrease in the norepinephrine levels of the 
telencephalon. More recent studies (Reis and Fuxe, 1969) 
have confirmed the relationship between induced rage and 
norepinephrine levels in the brain and have adduced further 
evidence for the crucial involvement of this amine in that 

form of behavior by augmenting and inhibiting the mani- 
festations of rage by drugs that respectively potentiate and 
block the pharmacological actions of norepinephrine at 
receptors in the periphery. 

Closer to the dynamic relationships involved in synthesis 
and release is the examination of the turnover of nor- 
epinephrine in the brain. If synthesis is coupled to release in 
the central nervous system, as it appears to be in the pe- 
riphery, simple levels of the endogenous amine would re- 
flect only disparities between the two processes and not the 
magnitude of either. On  the other hand, the disappearance 
of labeled amine from a pool into which it had been intro- 
duced would be affected by alterations in its rate of release, 
even though these were completely compensated by cor- 
responding changes in synthesis. Although norepinephrine 
does not cross the b1ood:brain barrier (Weil-Malherbe et 
al., 1961), the tritium-labeled amine is rapidly distributed to 
various parts of the brain after intraventricular (Glowinski 
and Axelrod, 1966) or intracisternal (Schanberg et al., 1967) 
injection and concentrated at presynaptic endings, largely of 
norepinephrine-containing neurons (Descarries and Droz, 
1969). The disappearance of the labeled amine from the 
brain does not follow a mono-exponential curve, suggest- 
ing the presence of two or more compartments with differ- 
ent rates of turnover. Its initial slope, however, should ap- 
proximate the average turnover rate, and the decrements 
over standard periods of time have been used for qualitative 
comparison of turnover rates between experimental and 
control groups of animals (Thierry et al., 1968). An alterna- 
tive method of examining turnover rate is afforded by fol- 
lowing the curve of disappearance of the endogenous amine 
after blocking its synthesis by means of a-methyl tyrosine 
(Costa and Neff, 1966). Although this technique does not 
require the use of exogenous material and obviates ques- 
tions regarding the specificity of the material the turnover 
of which is being examined, it does require the assumption 
that turnover rate is independent of endogenous levels and 
would not be expected to reflect changes in rate of turn- 
over brought about by changes in synthesis, because the 
latter process is blocked. 

In addition to yielding valuable information on the 
effects of drugs on norepinephrine metabolism (Glowinski 
and Axelrod, 1966; Schanberg ei al., 1967), the rate of 
turnover has also been examined in some behavioral states, 
in which it has been found to be more sensitive and inform- 
ative than study of endogenous levels alone. In foot shock 
of milder form than that used previously, it was possible 
for Thierry et al. (1968) to demonstrate a significant in- 
crease in turnover throughout the brain and spinal cord 
with no systematic change in endogenous levels of the 
amine. This suggested an augmented synthesis coupled with 
release, which has been demonstrated more directly in the 
periphery (Alousi and Weiner, 1966; Sedvall et al., 1968). 



Repeated exposure to such stress over a period of three days 
was associated with a significant elevation of endogenous 
levels of the amine, further supporting the hypothesis that 
synthesis was stimulated, and compatible with an induction 
of the rate-limiting enzyme. 

The turnover of norepinephrine was found (Kety et al., 
1967) to be substantially increased after one week of a 
regimen of twice-daily electroconvulsive shocks and 24 
hours after the last shock, at a time when the behavior of 
the animals was quite normal (Figure 3). Ths, coupled with 
a significant elevation in endogenous norepinephrine, im- 
plied a persistent increase in synthesis of the amine. An in- 
crease in tyrosine hydroxylase levels in the brain was 
demonstrated in animals 24 hours after the same regimen of 
electroconvulsive shocks (Musacchio et al., 1969). The 
drugs effective in relieving clinical depression (ampheta- 
mine, monoamine oxidase inhibitors, imipramine) all affect 
norepinephrine turnover or metabolism in the brain in ways 
that would be expected to increase the activity of that amine 
at central synapses, whereas drugs causing depression have 
an opposite effect (Kety, 1967). The finding that electro- 
convulsive shock, which is probably the most effective 
treatment for depression, could also increase the avail- 
ability of norepinephrine at synapses in the brain (in this in- 
stance by increasing its synthesis) is also compatible with 
the possibility that a deficiency of that amine may exist in 
the brain in states ofdepression. 

Hypothalamus B r a i n  stem f Merencepholon . , 

Telenoephalon + Diencepholon :...:.' Cerebral Cortex 

N E H-N E T Y R O S I N E  
TURNOVER HY DROXYLASE 

FIGURE 3 Changes in endogenous NE, turnover of 3H-NE and 
tyrosine hydroxylase activity in regions of the rat brain 24 hours 
after the last of a series of electroconvulsive shocks administered 
twice daily for one week. (From Kety et al., 1967, and Musacchio 
et al., 1969.) 

Pharmacological tools in conjunction with a form of a p  
petitive behavior have been used to adduce evidence that 
norepinephrine may be involved in the "reward" system in 
the brain. Stein (1964) has examined the effects of various 
drugs on the self-stimulating behavior in rats described by 
Olds and Milner (1954) and has found that imipramine or 
amphetamine will significantly increase such activity, but 
reserpine will suppress it. The effects of amphetamine are 
greatly diminished following reserpine (Stein, 1964) or 
a-methyl tyrosine (Crow, 1969). The most parsimonious 
explanation of all these observations is that this form of 
appetitive behavior requires the intervention of one of the 
catecholamines. The conditioned avoidance response is 
another form of behavior that can be blocked by drugs 
(Rech et al., 1966) which deplete catecholamine stores in the 
brain or by lesions in the posterolateral hypothalamic mid- 
brain junction or medial forebrain bundle (Sheard et al., 
1967), resulting in a loss of serotonin and norepinephrine 
from much of the telencephalon. The effects of cate- 
cholamine-depleting drugs are rather specific, because they 
can be demonstrated while escape behavior is unaffected. 
Depletion of serotonin alone is apparently insuacient to 
affect conditioned avoidance (Tenen, 1967). 

Correlations of turnover rates of biogenic amines with 
behavioral states or the ability of drugs that affect amines in 
the brain to alter behavior offer evidence that is compatible 
with hypotheses that one or another amine is involved in a 
particular form of behavior. Such evidence hardly con- 
stitutes proof, however, because alternative explanations of 
the various findings must usually be entertained. Better 
evidence would be the demonstration of the release of a 
particular putative transmitter in the brain in constant as- 
sociation with a specific type of behavior, as has been 
achieved for acetylcholine, norepinephrine, and gamma- 
aminobut~ric acid at particular peripheral synapses. Brain 
slices (Baldessarini and Kopin, 1967) have been shown to re- 
lease norepinephrine or other amines (Katz et al., 1968) 
when stimulated with electric current or potassium ion, or 
when exposed to low concentrations of certain drugs. 
Lithium ion administered in vivo or added in vitro appears 
to block the stimulated release of norepinephrine or sero- 
tonin &om brain slices, suggesting that lithium ion, rather 
specifically effective in treating mania, may act by inhibit- 
ing the release of biogenic amines. 

Although a release of norepinephrine from the brain in 
vivo has been reported in association with appetitive stimu- 
lation (Stein and Wise, 1967), the specificity of the release 
has not been established; in other experiments, neuronal 
activation has been found to release not only norepinephrine 
but also urea and inulin (Chase and Kopin, 1968). On the 
other hand, d-amphetamine has been found to release nor- 
epinephrine and its methylated metabolite, but not inulin, 
from the brain (Carr and Moore, 1969). 



The ability of acetylcholine or norepinephrine applied 
locally on "receptor" regions of a postsynaptic structure to 
elicit a response that closely mimics the effect of neural 
stimulation, &nctionally, electrically, and pharmacologi- 
cally, constitutes what is probably the best evidence that 
these substances are neurotransmitters at certain peripheral 
synapses. For that reason, the effects of putative transmitters 
applied locally in the brain have been of considerable in- 
terest. When norepinephrine is injected into the ventricles, 
or intravenously in animals with a poorly developed 
b1ood:brain barrier, the effect produced is not arousal, but, 
in virtually every instance, some form of somnolence (Man- 
dell and Spooner, 1968). The microinjection of this amine 
in the region of individual cells while their electrical activity 
is being recorded (Salmoiraghi and Bloom, 1964) usually 
produces an inhibition of spontaneous activity. These ob- 
servations do not necessarily argue against an important in- 
volvement of norepinephrine in arousal, because neither the 
dose nor the site of application is controlled in the first type 
of experiment; an inhibition of random and spontaneous 
activity throughout the brain may consititute a char- 
acteristic feature of arousal with a facilitation of only small, 
sharply focused, and specifically activated regions, which 
may have gone undetected in the recording of unit activity. 

On the other hand, the elicitation of particular forms of 
behavior after more specific administration of the amine 
would suggest its involvement in similar types of natural 
activity. A number of such observations have been reported. 
Wise and Stein (1969) suppressed self-stimulation (through 
electrodes in the medial forebrain bundle of rats) by the 
administration of diethyldithiocarbamate or disulfiram, 
which block dopamine p-hydroxylase and deplete the 
brain of norepinephrine, but not of dopamine. In such 
animals, the appetitive behavior could be restored by intra- 
ventricular injection of 1-norepinephrine (5 micrograms) 
but not by the dextro-isomer, or by dopamine or serotonin. 

Slangen and Miller (1969) have carried out a series of well- 
designed experiments that strongly suggest the involvement 
of norepinephrine in a type of feeding behavior. By im- 
planting fine cannulae into the perifornical region at the 
posterior portion of the anterior hypothalamus, they were 
able to test the effects of various substances on a region at 
which electrical stimulation is known to induce eating in 
a previously satiated rat. Small doses of 1-norepinephrine (20 
micromillimoles) were found promptly to elicit the same 
type of behavior, although serotonin had no effect. Dopa- 
mine induced no immediate change in behavior but a de- 
layed and weak eating response, compatible with its con- 
version to norepinephrine. This region responded to other 
pharmacological agents as do norepinephrine alpha re- 
ceptors in the periphery. Phentolamine, which blocks alpha 
receptors, antagonized the norepinephrine response, and 
a beta-receptor stimulant (isoproterenol) or antagonist 

(propranolol) had no effects per se or on the norepinephrine 
response. The norepinephrine-induced behavior was po- 
tentiated eightfold by previous treatment of the animal with 
desipramine. An effect was also obtained &om tetrabenazine, 
which releases norepinephrine and other amines from 
storage depots, provided monoamine oxidase had pre- 
viously been blocked by nialimide. It is dacult to avoid the 
interpretation that this behavior is mediated by the release 
of norepinephrine acting on specific adrenergic receptors in 
this region. 

Even the intraventricular administration of nor- 
epinephrine need not always lead to generalized sedation. 
Segal and Mandell (1970) have observed activation and im- 
proved performance on a continuous avoidance task in 
animals receiving a constant infusion of low concentrations 
of norepinephrine; the activated behavior gave way to 
sedation with higher concentration. 

In summary, the evidence appears to be good, but hardly 
conclusive, that norepinephrine and other amines play im- 
portant roles in the mediation of various emotional and be- 
havioral states. Norepinephrine especially appears to be im- 
plicated in arousal, aggression, and certain appetitive be- 
haviors, although some observations (Seiden and Peterson, 
1968; Creveling et al., 1968) are more compatible with an 
important role for dopamine. The best evidence for the in- 
volvement of serotonin appears to be in the production of 
sleep (Jouvet, 1969). No simplistic hypothesis, however, is 
compatible with all of the observations, and it appears futile 
to attempt to account for a particular emotional state in 
terms of the activity of one or more biogenic amines. It 
seems more likely that these amines may function separately 
or in concert at crucial nodes of the complex neuronal net- 
works that underlie emotional states. Although this inter- 
play may represent some of the common features and primi- 
tive qualities of various affects, the special characteristics of 
each of these states are probably derived &om those ex- 
tensions of the networks that represent apperceptive and 
cognitive factors based on the experience of the individual. 
A possibility which deserves some exposition and explora- 
tion is that an important adaptive role of the biogenic 
amines is to favor the elaboration of such networks in the 
learning process and the association of cognitive with ap- 
propriate affective elements. 

Possible role ofbiogenic amines 
in memory and learning 

The peripheral autonomic and humoral components of 
affective states have well-recognized functions in the antici- 
pation, facilitation, and maintenance of a variety of adapt- 
ive responses. Neither the central components of these 
states nor their functions have been so well defined, but it is 
possible that they subserve even more important adapta- 



tions-reinforcing significant inputs, suppressing irrelevant 
ones, evoking or facilitating responses, which, in the ex- 
perience of the species or the individual, have the greatest 
survival value, and thus influencing the neuronal processes - 
involved in memory to permit the development, reinf~rce- 
ment, and maintenance of the most appropriate responses. 

Most of the earlier hypotheses concerning the neural 
mechanisms involved in memory emphasized repeated 
activation of a synapse as a necessary antecedent to some 
sustained alteration in its function, but failed to consider 
what may be the crucial importance of contingency with 
affective states in inducing such persistent changes. In 1963, 
Young emphasized the importance of the outcome of an 
act for memory in the octopus and designated the anatomi- 
cal pathways and physiological processes whereby such 
interaction could occur. Szilard (1964) proposed a con- 
tingency model of learning in which at1 interaction between - .  - 
specific complementary proteins between synaptic mem- 
branes was the basis of alterations in synaptic efficacy. The 
interaction of amines with proteins, facilitated by cyclic 
AMP, to form antigenic complexes specific for each engram 
was suggested by Hechter and Halkerston (1964). 

In his hypothesis, Roberts (1966) linked arousal and 
memory with the hypothalamic-pituitary neuroendocrine 
system. A concept that stressed the adaptive association be- 
tween affect and memory emerged from the 1966 Intensive 
Study Program (Livingston, 1967). The dependence of 
learning on attention and on reward or punishment appears 
well established at the behavioral level, and there is ob- 
vious adaptive advantage in a mechanism that consolidates 
not all experience equally but only those experiences that 
are significant for survival (Kety, 1965). 

It is not difficult to see how, as a result of selective pres- 
sure, some rudimentary adaptive responses to certain preva- 
lent exogenous stimuli could become genetically endowed 
-crude, aversive behavior to noxious stimuli (loud noise, 
pain, extremes of heat and cold) or appetitive behavior (ap- 
proach, sucking, swallowing) to stimuli associated with 
suckling (warmth, nipple in proximity of the mouth, milk 
in the pharynx). Each response would include a primitive 
motor pattern, appropriate autonomic, endocrine, and 
metabolic changes, and a state of arousal common to them all. 

Now it is useful to make some assumptions, which, al- 
though plausible, are far from established on the basis of 
exist& -evidence: (1) that the aroused state induced by 
novel stimuli, or by stimuli genetically recognized as 
significant, is pervasive and affects synapses throughout the 
central nervous system, suppressing most, but permitting or 
even accentuating activity in those that are transmitting the 
novel or significant stimuli; (2) that this state, through one 
or more of its components, favors the development of per- 
sistent facilitatory changes in all synapses that are currently 
in a state of excitation or have recently been active; (3) that 

there is a fairly random network of synapses with com- 
plexity sufficient enough for pathways to exist and be rein- 
forced between many other neurons and the relatively few 
that are involved in mediating the primitive and genetically 
endowed adaptive responses. 

A nervous system so constructed would have the re- 
markable capability not only of responding on the basis of 
a genetically determined input and response code, but of 
developing a much more elaborate and adaptive neuronal 
network or state between input and response, now on the 
basis of its idiosyncratic experiences. 

Thus, the animal so equipped might wander into a new 
territory and experience some form of pain, responding 
with reflexive avoidance movements and an appropriate 
affective state. In addition, however, the animal's state of 
arousal, which would have risen to a higher level during its 
exploration of unfamiliar surroundings, would have tended 
to accentuate all the novel sensory inputs from a number of 
modalities associated with the new experiences. The power- 
ful affective state and intense arousal induced by the pain, in 
addition to its classical autonomic and endocrine con- 
comitants in the periphery, may also act centrally to induce 
some persistent chemical change in all recently active 
synapses, especially in those associated with the novel 
sensory experiences of the unfamiliar territory, the activity 
of which the state of arousal had accentuated. With many 
repetitions of that sequence and by a process of algebraic 
summation, such as that employed in the computer of 
average transients, those inputs and activated pathways-in 
short, that pattern and state of neuronal excitation which 
preceded and was repeatedly associated with the pain- 
would be translated into a chemical change of greater 
magnitude, and therefore longer duration, than that of 
random activity. In that way, subsequent presentation of 
some of the sensory stimuli peculiar to that particular ter- 
ritory could eventually evoke the same affective state, the 
heightened arousal, the peripheral autonomic and metabolic 
responses, and the aversive behavior without the interven- 
tion of the painful stimulus. Thus, a conditioned avoidance 
and emotional response would have been established, and 
what was originally an inborn response only to pain would 
have been cognitively elaborated on the basis of idio- 
syncratic experience, to permit the anticipating, preparing 
for, or avoiding the noxious stimulus in a remarkable new 
type ofadaptation. 

It is possible to suggest certain anatomical pathways and 
neurochemical mechanisms that may satisfy some of the 
requirements of this hypothetical process or that seem to 
merit further investigation from such a point of view. If 
protein synthesis is crucially involved in the consolidation 
of the memory trace, as much recent work appears strongly 
to suggest, then the hypothesis outlined above would imply 
that some chemical components of arousal should be able 



to facilitate synaptic protein synthesis, probably at synapses, 
contingent on neuronal activity wherever it occurs through- 
out the brain. 

At the 1966 Intensive Study Program, I presented a 
highly speculative model of a neuronal process whereby 
this could be achieved (Figure 4). This assumed a population 
of neurons containing and releasing norepinephrine or 
another amine in affective states, in this instance arousal and 
pain, with widely distributed axons, not only to the neurons 
which mediate the peripheral autonomic and endocrine 
concomitants, but also feeding back onto central synapses 
generally, and thus including those the activity of which 
was coincident with or closely antecedent to the pain. It was 
speculated that the amine released might affect protein 
synthesis so as to facilitate consolidation at synapses re- 
cently activated and still reverberating or otherwise sustain- 
ing some differentiating change. Kandel and Spencer (1968) 
have recently reviewed the evidence for various persistent 
neuronal changes after activation. 

Since that time, a number of observations have been made 
which lend some credence to that hypothesis and suggest 
one or more sites at which such amine-stimulated consolida- 
tion could occur. The hypothetical consolidating feedback, 
by playing upon synapses indiscriminately and affecting 
those recently active, would reinforce patterns not because 
they were adaptive, but simply because they were con- 
sistently associated with a particular affective state. It is well 
known that nonadaptive or irrelevant responses, e.g., 
specified changes in the cortical evoked potential in man 
(Rosenfeld et al., 1969) can be induced merely by rewarding 
them consistently. One seeks, therefore, a widely distrib- 
uted neural system that may be activated in affective states 
and capable of releasing a trophic substance indiscriminately 
in the region of a great number of synapses. Scheibel and 
Scheibel(1967) have described multibranched axons of cells 
in the brainstem that make synapses with thousands of 
neurons up and down the neuraxis. They have also de- 
scribed in greater detail the architectonics of the "unspecific 
afferents)' to the cerebral cortex with evidence that these 
long climbing axons of cells, some of which are in the 
brainstem reticular system, weave about the apical den- 
drites of pyramidal cells with an extremely loose axoden- 
dritic association, in contrast to the vast number of well- 
defined synapses established by the terminals of the "specific 
afferents" (Figure 5). In 1968, Fuxe, Hamberger, and 
Hijkfelt described the terminations in the cortex of nor- 
epinephrine-containing axons of brainstem neurons, point- 
ing out the similarities in their distribution to that of the 
unspecific afferents of Scheibel and Scheibel. 

If some of the unspecific afferents are indeed "adrenergic" 
or "aminergic" terminals invading the millions of sensory- 
sensory and sensory-motor synapses of the cortex, they 
would provide a remarkably effective mechanism whereby 

amines released in arousal could affect a crucial population 
of synapses throughout the brain. The hippocampal and 
cerebellar cortex are also characterized by "climbing 
fibers," some of which are norepinephrine-containing 
(Andtn et al., 1967; Blackstad et al., 1967), and one group 
has adduced evidence for a transmitter role for that amine 
between the terminals of certain climbing fibers and 
Purkinje cells (Siggins et al., 1969). There is even some 
evidence that axons from the same adrenergic neurons in 
the brainstem may be distributed to cerebral, hippocampal, 
and cerebellar cortex, as well as to hypothalamus and other 
areas. Marr (1969) has proposed a novel theory of the 
cerebellar cortex that implies a "learning9' of patterns of 
motor activity by that structure, based on a conjunction of 
excitation in mossy and climbing fibers. It is possible that, 
through similar and simultaneous processes in these three 
cortexes, the state of arousal by means of adrenergic input 
to each may serve concurrently to reinforce and to con- 
solidate the significant sensory patterns, the affective as- 
sociations and the motor programs necessary in the learning 
of a new adaptive response. It is of interest that Phillips and 
Olds (1969) have described single units in the midbrain that 
fire not in response to a stimulus, but to its significance in 
terms of the previous experience of the animal. 

Just as the peripheral expressions of arousal and affect are 
mediated by both neurogenic and endocrine processes, it is 
possible that the central components employ humoral, as 
well as neural, modes. There is a great tendency for these 
apical dendrites and their afferents in a remarkably similar 
fashion in the cerebrum, hippocampus, and cerebellum to 
seek the cortical surface; indeed, the cortical convolutions 
that increase that surface by several times must have some 
adaptive fbnction. Developmental history and the geo- 
metrical requirements of the circuitry have been invoked to 
explain this phenomenon, but it is also possible that the 
position of these structures in close proximity to the 
cerebrospinal fluid serves another adaptive function. The 
constant flow of this medium &om the ventricles over the 
whole cortical surface on its way to arachnoid villi offers a 
means of superfusing the cortex with substances derived 
&om the blood stream at the choroid plexus or intra- 
cerebrally secreted by various stations along its path. It is 
noteworthy that 3H-norepinephrine injected into one 
ventricle or into the cisterna magna rapidly penetrates the 
superficial layers of the brain; the arnines do not easily pass 
the b1ood:brain barrier and would not readily be removed 
by the capillaries, so such a mechanism would further assure 
the widespread distribution of any that may be released 
&om endings near the cortical surface. Acetylcholine (Col- 
lier and Mitchell, 1967) and ~rosta~landins (Ramwell and 
Shaw, 1966) have been shown to be released at the cortex by 
neuronal activity, and it is likely that other substances are re- 
leased and may be broadcast by this process. 
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FIGURE 4 A model for learning, in which a biogenic amine re- at synapses recently activated and, by a process of summation, to 
leased generally throughout the brain during an affective state reinforce those pathways that regularly preceded or accompanied 
(arousal, punishment, reward) is assumed to facilitate consolidation the affective state. 
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Secretions of the hypothalamus, trophic hormones of the 
pituitary, and the steroid hormones of the adrenal cortex, 
some of which are regularly secreted in states of arousal and 
stress, may thus have additional access to this rich population 
of synapses. Many of these substances have, in one system or 
another, displayed a capacity to stimulate the synthesis of 
RNA or a protein. The steroid hormones and ACTH 
clearly affect conditioning (Levine, 1968), and, in addition 
to their well-established abilities to induce enzymes in other 
tissues, one of them has recently been found to restore tryp- 
tophan hydroxylase activity in the midbrain of the adrena- 
lectomized rat (Azmitia and McEwen, 1969). It is tempting 
to speculate upon the possible trophic actions of such stress- 
related hormones on cortical synapses. 

A substantial number of recent observations are compat- 
ible with this model, and in some cases the hypothesis helps 
to explain some inconsistencies. RNA and protein synthesis 
have both been found to be stimulated at sites of increased 
neuronal activity (Glassman, 1969; Berry, 1969), but incon- 
sistently so, perhaps because the crucial contingent factor of 
arousal has not been held constant (Altman and Das, 1966). 
Conversely, Roberts and Flexner (1969) have pointed out 
that the increased protein synthesis demonstrated by some 
experiments during learning is considerably greater than 
would be required by the newly established neuronal pat- 
terns, unless a generalized facilitation of synthesis of new 
protein took place and then decayed except for that in the 
repeatedly reinforced patterns. 

The hypothesis would predict that drugs which release or 
enhance norepinephrine in the brain or exert its neuronal 
effects would favor consolidation and facilitate memory. 
Amphetamine and caffeine appear capable of producing 
such effects (Bignami et al., 1965; Oliverio, 1968), and re- 
cently a more specific ability of amphetamine or foot-shock 
to counteract the suppression of consolidation brought 
about by cycloheximide has been reported (Barondes and 
Cohen, 1968). 

Conversely, lesions or drugs that deplete or block nor- 
epinephrine in the brain should retard consolidation and 
prevent acquisition. Although there are many reports on 
the ability of such drugs (reserpine, a-methyl tyrosine) to 
block the established conditioned-avoidance response, there 
is little information on their efiects during acquisition. Re- 
cently, however, W. B. Essman (personal communication) 
has found a significant impairment in acquisition, after 
a-methyl tyrosine, which was most severe when the brain 
levels of norepinephrine were lowest. Lesions of the medial 
forebrain bundle, which would be expected to deplete the 
telencephalon of norepinephrine and serotonin, appeared in 
one study (Sheard et al., 1967) to depress acquisition. Con- 
versely, stimulation of this region has been used as a means 
of positive reinforcement in conditioning curarized animals 
(Trowill, 1967). In a recent clinical study, Lester et al. (1969) 
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FIGURE 5 Diagrammatic representation (from the work of 
Scheibel and Scheibel, 1967) of the associations between specific 
and nonspecific afferents on the apical dendrites of pyramidal cells. 

reported apathy and an apparent inability to consolidate re- 
cent memory in patients during treatment with a low 
phenylalanine-tyrosine diet. They have also observed (per- 
sonal communication) that these effects were alleviated by 
the administration of 1-dopa. 

The suggestion that the release of norepinephrine may 
favor consolidation of learning by stimulating protein syn- 
thesis is made more tenable by recently acquired informa- 
tion on the possible action of cyclic adenosine monophos- 
phate (AMP) in the brain. This substance, present in surpris- 
ingly high concentration in the central nervous system (as 
is adenyl cyclase, the enzyme that brings about its synthesis) 
is crucially involved in enzyme induction and protein syn- 
thesis in a wide variety of bacterial and mammalian cells, 
and appears to increase the activity of a protein kinase in 
brain (Miyamoto et al., 1969). Evidence is accumulating 
that cyclic AMP may mediate the effects of norepinephrine 
on central neurons (Siggins et al., 1969), as it is believed to 
do for actions of catecholamines and other hormones on 
liver, muscle, and other peripheral tissues. It is interesting 
that the stimulation of protein kinase by cyclic AMP can be 
potentiated markedly by magnesium ions (Miyamoto et al., 

B I O G E N I C  A M I N E S  I N  T H E  C N S  333 



1969) or  potassium ions (Shimizu et al., 1970) and inhibited 
by calcium, which suggests means whereby an effect of 
adrenergic stimulation could be differentially exerted on re- 
cently active, as opposed to  inactive, synapses. 

Earlier hypotheses, which assigned an important role t o  
central norepinephrine and other biogenic amines in medi- 
ating emotional states, have stimulated considerable re- 
search. Possibly these speculations regarding their possible 
function in the biochemical processes that underlie memory 
and learning may be of  some heuristic value. 
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33 The Triune Brain, 

Emotion, and Scientific Bias 

P A U L  D. M A C L E A N  

IT IS TRADITIONAL to regard the exact sciences as completely 
objective. The cultivation of this attitude is illustrated by a 
statement of Einstein quoted by C. P. Snow (1967): "Per- 
ception of this world by thought, leaving out everything 
subjective became . . . my supreme aim." Bertrand Russell 

P A  u L D. M A  c L E A N Section on Limbic Integration and Behav- 
ior, Laboratory of Neurophysiology, National Institute of Mental 
Health, Bethesda, Maryland 

(1921) maintained that introspective data are scientifically 
inappropriate for investigation because they do not obey 
physical laws. Early in this century, the behaviorist school, 
with Watson as its leading exponent, sought to revive the 
spirit of the Helmholtz tradition and to establish psychology 
as an exact science on an equal footing with physics and the 
other natural sciences (6. Shakow and Rapaport, 1964). In 
the study of animals and man, the approach was to be com- 
pletely objective; consciousness, subjectivity, and intro- 
spection were to be treated as though nonexistent (Watson, 



1924). The irony of all such attitudes is that every behavior 
selected for study, every observation and interpretation, re- 
quires subjective processing by an introspective observer. 
Logically, there is no way of circumventing this or the 
more disturbing conclusion that the cold, hard facts of 
science, like the firm pavement underfoot, are all deriva- 
tives of a soft brain. No measurement or computation 
obtained by the hardware of the exact sciences enters our 
comprehension without undergoing subjective transforma- 
tion by the software of the brain. The implication of 
Spencer's statement (1896) that objective psychology owes 
its origin to subjective psychology could apply to the whole 
realm of science. 

For such reasons it is scientifically important to consider 
how a fifth dimension, the subjective brain, affects man's 
relative view of the world. In discussing this question, I do 
not intend to deal with the familiar Cartesian topic of 
perceptual illusions, striking examples of which are demon- 
strated in Donald MacKay's chapter in this volume. 
Rather, I focus attention on mechanisms underlying emo- 
tional cerebration, to show how primitive systems of the 
brain have the capacity to generate affective feelings of 
what is real, true, and important and thereby to influence 
scientific attitudes. 

In my own research on the brain I have been concerned 
with the question of what accounts for the difference be- 
tween rational and emotional cerebration. In simplest 
terms, cerebration refers to mental actions of the brain. In 
logic and mathematics the steps of mentation can be such 
as to lead to indisputable conclusions, but in emotional 
cerebration there is no prediction of what the outcome will 
be. Emotional cerebration appears to have the paradoxical 
capacity to find equal support for opposite sides of any 
question. It is particularly curious that in scientific discourse, 
as in politics, the emotions seem capable of standing on any 
platform. Different groups of reputable scientists, for ex- 
ample, often find themselves in altercation because of dia- 
metrically opposed views of what is true. Although seldom 
commented on, it is equally bewildering that the world 
order of science is able to live comfortably for years, and 
sometimes centuries, with beliefs that a new generation 
discovers to be false. How is it possible that we are able to 
build higher and higher on the foundations of such beliefs 
without fear of their sudden collapse? In addition, there is 
the paradox that the emotional investment of some sci- 
entists is such that they remain convinced of the truth of a 
theory long after it has been proved to be false. As E. G. 
Boring (1964) emphasized, in paraphrasing a comment of 
Max Planck: "Important theories, marked for death by the 
discovery of contradictory evidence, seldom die before 
their authors." 

DEFINITIONS Before delving into brain mechanisms, I 

find it necessary to elaborate on the meaning of three key 
words-"emotion," "affect," and "fact." We commonly 
speak of the subjective and expressive aspects of emotion. 
As the subjective aspect is purely private, it must be dis- 
tinguished by some such word as "affect." Only we as 
individuals can experience affects. The public communica- 
tion of affects requires expression through some form of 
verbal or other behavior. Rosenblueth et al. (1943) defined 
behavior as any change of an entity with respect to its en- 
vironment. The behavioral expression of affect is ap- 
propriately denoted by Descartes' meaning of the word 
"emotion." 

Scientifically, it is important to recognize that whether 
we are dealing with affect or emotion, each is manifest to us 
as observers only as information. What this signifies is 
expressed concisely by paraphrasing Berkeley and Hume in 
Wiener's words: "Information is information, not matter 
or energy" (Wiener, 1948). Subjectively, we gain the im- 
pression that there never can be communication of infor- 
mation without the intermediary of things recognized as 
behaving entities, no matter how small or how detected. 
Behaving entities, in other words, are unconditional cor- 
relates of communication. In a forthcoming book (Mac- 
Lean, 1966b), I have developed the reasoning by which we 
may recognize as facts only those things that can be agreed 
upon publicly as entities behaving in a certain way. The 
term "validity" does not apply to the facts themselves, 
which are neither true nor false per se, but rather, to what 
is agreed upon as true by subjective individuals after a public 
assessment of the facts. What is agreed upon as true or false 
by one group may be quite contrary to the conclusions of 
another group. 

The attribute that most clearly distinguishes psychological 
from other functions of the brain is the by-product of 
subjectivity (MacLean, 1960). All conventionally recognized 
forms of psychological information-awareness, sensations, 
perceptions, compulsions, affects, thoughts-are character- 
ized by a co-existing state of subjectivity. 

Affects differ &om other forms of psychic information 
insofar as they are subjectively qualified in a physical sense 
as being either agreeable or disagreeable (Figure 1). There 
are no neutral affects because, emotionally speaking, it is 
impossible to feel unemotionally (MacLean, 1966b, 1969b). 

The affects can be hrther subdivided (Figure 1) into 
three main types which for purposes of discussion I refer to 
as basic, specific, and general. The basic affects are informa- 
tive of basic bodily needs that we subjectively recognize as 
hunger, thirst, and the various urges to breathe, defecate, 
urinate, have sexual outlet, and so forth. The specific affects 
are those occurring with activation of specific sensory sys- 
tems, as illustrated by the sense of disgust in smelling a foul 
odor or the feeling of pain after a noxious stimulus (Mac- 
Lean, 1966b, 1969b). 
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FIGURE 1 A scheme for viewing the world of affects. 

The traditionally regarded emotions such as love, anger 
and so forth belong to what I call general affects. I call them 
"general" because they are feelings that may pertain to 
situations, individuals, or groups. Unlike the other forms of 
affect, they may persist or recur after the inciting cir- 
cumstances. All the general affects may be considered in the 
light of self-preservation or the preservation of the species 
(MacLean, 1960). Affects giving information of threats to 
the self or species fall into the category of disagreeable af- 
fects. In the opposite category are affects informative of the 
removal of threats and the gratification ofneeds. 

If one excludes verbal behavior, one can identify in 
animals and man six types of behavior that are inferred to 
be guided by the general affects. These six behaviors are 
recognized as (1) searching, (2) aggressive, (3) protective, 
(4) dejected, (5) gratulant, and (6) caressive. Verbally, they 
may be respectively characterized by such words as (1) de- 
sire, (2) anger, (3) fear, (4) sorrow, (5) joy, and (6) affection. 
Symbolic language makes it possible to identify many 
variations of these affects, but, in working with animals, 

the outside world is, so to speak, but a reflection of the 
constant strife within ourselves. In the investigation of 
brain correlates of emotion, it is helpful to consider the 
evolution of the hierarchical organization of the brain. Per- 
haps the most revealing thing about the study of man's 
brain is that he has inherited the structure and pattern of 
organization of three basic types, which, for simplifying 
discussion, I refer to as reptilian, paleomammalian, and 
neomammalian (MacLean, 1962, 1964, 1966b, 1967, 1968a, 
1968b, 1969b, 1969~). Although these fundamental brain 
types show great dfierences in structure and chemistry, all 
three must intermesh and function together as a triune 
brain. 

The hierarchy of the three brains is schematized in Figure 
2. The oldest heritage of man's brain is basically reptilian. 
Represented in black, it forms the matrix of the upper brain- - - 
stem and comprises much of the reticular system, midbrain, 
and basal ganglia. The reptilian brain is characterized by 
greatly enlarged basal ganglia that resemble the corpus 
striatum of mammals (Papez, 1929), but, in contrast to 
mammals, there is only a rudimentary cortex. 

The paleomammalian brain is distinguished by a marked 
outgrowth of primitive cortex, which, as is explained later, 
is synonymous with the limbic cortex. Finally, there mush- 

- 
one must base inferences about emotional states largely on 

FIGURE 2 Diagramatic representation of hierarchical organiza- 
these six general types of behavior (MacLean, 1966b, tion of three basic brain types, which in evolution of the mam- 
1969b). malian brain become part of man's inheritance. For purposes of 

discussion, they are labeled in ascending order as reptilian, paleo- 
EvoLuT1ONARy We hear much protest these mammalian, and neomammalian. The paleomammalian counter- 
against the Establishment. But people generally fail to part of man's brain corresponds to the limbic system which is be- 
realize that the model for the offending Establishment is lieved to play a special role in emotionalfunctions. (From MacLean, 
built into man's nervous system. The on-going struggle in 1967.) 



rooms late in evolution a more highly differentiated form 
of cortex called neocortex, which is "the hallmark of the 
brains of higher mammals and which culminates in man to 
become the brain of reading, writing, and arithmetic" 
(MacLean, 1968b). 

In popular terms, the three basic brains might be re- 
garded as biological computers, each with its own special 
form of subjectivity and intelligence, its own sense of time 
and space, and its own memory, motor, and other functions 
(MacLean, 1966b, 1968a, 1968b, 1969b). The comparative 
observations of ethologists would lead one to infer that the 
reptilian brain programs stereotyped behaviors according 
to instructions based on ancestral learning and ancestral 
memories. In our new field laboratory at ~oolesville, 
Maryland, we plan to test the hypothesis that the counter- 
part of the reptilian brain in mammals plays a crucial role in 
such !genetically constituted forms of behavior as establish- 
ing territory, finding shelter, hunting, homing, mating, 
breeding, imprinting, forming social hierarchies, selecting 
leaders, and the like. 

The reptilian brain appears to be a slave to precedent. 
This has obvious survival value because, for example, if 
animals once have found a safe watering hole they avoid the 
risk of drinking elsewhere. It would be interesting to 
know to what extent the reptilian counterpart of man's 
brain contributes to his superstitions and obeisance to 
precedent in ceremonial rituals, religious convictions, legal 
actions, and political persuasions. 

Obeisance to precedent is conducive to obsessive com- 
pulsive behavior, an archaic form of which is illustrated by 
the sea turtle's returning to the same place year after year 
to lay its eggs. Recently it has been observed that a number 
of mammals, such as seals and sheep, have a tendency to 
return to home grounds (see Harper, in press, for review). 
Elsewhere I have touched on this topic in relation to man 
and have also cited other possible relics of reptilian patterns 
of behavior in human activities, including a predisposition 
to imitation in social situations (MacLean, 1969b, 1969~). 

In summary, and metaphorically speaking, it was as 
though the reptilian brain were neurosis-bound by an 
ancestral superego (MacLean, 1964). At the same time, it 
appears to have inadequate neural machinery for learning to 
cope with new situations. 

The evolutionary development of a respectable cortex in 
lower mammals would seem to represent nature's attempt 
to provide the reptilian brain with a "thinking cap" and 
to emancipate it from stereotyped behavior (MacLean, 
1968a, 1968b). The primitive cortex might be imagined as 
comparable to a crude television screen, giving the animal a 
better picture of its internal and external environment for 
adapting to new situations (cf. MacLean, 1958). Memories 
of current experiences begin to override ancestral memories 
in guiding behavior. Most of the primitive cortex in all 

mammals is found in a large convolution that Broca, in 
1878, called the great limbic lobe because it surrounds the 
brainstem. Limbic means "forming a border around." 
From the standpoint of behavioral implications, it should be 
emphasized that this lobe, as illustrated in Figure 3, is found 
as a common denominator in the brains of all mammals. 
The evolutionary stability of the limbic cortex contrasts 
with the mushrooming neocortex, shown in white, which 
culminates in man and gives him a large screen on which a 
picture can be portrayed by a written and spoken language. 

Because of its apparent relationship to olfactory struc- 
tures, the limbic lobe was formerly believed to subserve 
purely olfactory functions, and in many textbooks was in- 
cluded as part of the rhinencephalon (see MacLean, 1955, 
p. 355; 1968a, p. vi). The classic paper of Papez in 1937 
struck a mortal blow to this line of thinking. Since then, 
clinical and experimental work has shown that, in addition 
to olfactory functions, the limbic cortex is involved in 
emotional behavior and associated endocrine and viscero- 
somatic activities. In 1952, I suggested the term "limbic 
systemu as a suitable designation for the counterpart of the 
paleomammalian brain. This system includes the limbic 
cortex and structures of the brainstem with which it has 
primary connections (MacLean, 1952). 

The limbic system and emotional functions 

From a large accumulation of clinical and experimental 
findings, I have selected for emphasis what I consider to be 
the best evidence that the limbic system derives information 
in terms of emotional feelings that p i d e  behavior required 
for self-preservation and the preservation of the species. 
Finally, in bringing this subject close to home, I suggest how 
this ancient part of the brain may influence scientific belief 
and fashions in research. In particular, I call attention to 
limbic mechanisms underlying affective feelings of in- 
dividuality and reality which are so fundamental to a sense 
of what is true and important. This entails a brief summary 
of our microelectrode findings on interoceptive and exter- 
oceptive inputs to the limbic cortex. 

BACKGROUND CONSIDERATIONS AS background for 
these considerations, it will be helpful to refer to a simplified 
anatomical diagram of the limbic system and to indicate 
briefly functions of three of its main subdivisions. In Figure 
4 the ring of limbic cortex is shown in stipple. It should be 
emphasized that the limbic cortex has similar features in all 
mammals and is structurally primitive compared with the 
new cortex, suggesting that it continues to hnction at an 
animalistic level in man as in animals. Also, as opposed to 
the new cortex, it has strong connections with the hy- 
pothalamus and other structures of the brainstem that play a 
basic role in integrating emotional expression. The Figure 
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FIGURE 3 Lateral and medial views of brains of rabbit, cat, lobe contains most of the cortex corresponding to that of 
and monkey drawn roughly to scale. This Figure illustrates the paleomammalian brain. The greater part of the neo- 
that the limbic lobe (dark shading in medial view) is found cortex, which mushrooms late in evolution, occupies the 
as a common denominator of the cerebrum throughout the lateral surface. (After MacLean, 1954b.) 
mammalian series. Surrounding the brainstem, the limbic 

focuses on three pathways that link the hypothalamus to 
three main subdivisions of the limbic system. You will note 
that the two upper pathways branching from the medial 
forebrain bundle meet with descending fibers &om the 
olfictory apparatus and feed into the upper and lower parts 
of the ring through the amygdala and septum at the points 
marked no. 1 and no. 2. Clinical and experimental findings 
indicate that the lower part of the ring fed by the amygdala 
is primarily concerned with emotional feelings and behavior 
that insure self-preservation (MacLean, 1958). Its circuits 
are, so to speak, kept busy with the selfish demands of 
feeding, fighting, and self-protection (MacLean, 1968b, p. 
29). 

There is evidence, on the other hand, that the structures 
associated with the septum in the upper part of the ring are 
involved in expressive and feeling states that are conducive 
to sociability and the procreation and preservation of the 
species (see MacLean, 1962, for review). 

Presumably because of the intimate role of the olfactory 
sense in both feeding and mating, oral and genital functions 
are brought into close relationship in the amygdala and 
septal regions. As opposed to this situation, you will 

observe that the third pathway by-passes the olfactory ap- 
paratus; it leads to the anteromedial thalamus and then into 
cortex in the upper part of the ring. In the phylogeny of the 
primate brain, it is notable that the septal region remains 
relatively undeveloped, whereas the structures connected by 
the third pathway increase in size and become most promi- 
nent in man. Our brain and behavioral studies suggest that 
this condition reflects a shifting of emphasis from olfactory 
to visual influences in sociosexual behavior (MacLean, 1962, 
1966b, 1968b). 

There are two more background considerations. First, 
histochemical studies have shown that both adrenergic 
(Fuxe, 1965) and "cholinergic" (Lewis and Shute, 1967) 
fiber systems supply the limbic cortex and that serotonin is 
found in high concentration in some structures in the lower 
part of the ring (Paasonen et al., 1957). These findings have 
obvious relevance to the psychological action of drugs that 
affect the metabolism of biogenic amines and acetylcholine. 
Some of these agents, such as reserpine, induce distinctive 
EEG changes in the hippocampal formation (MacLean et 
al., 1955/1956). 

Second, let me emphasize that a seizure discharge, if in- 



duced in the hippocampus, has the tendency to spread 
throughout and be confined to the limbic system. No 
experiment shows so convincingly that the limbic system 
is a functionally, as well as an anatomically, integrated sys- 
tem. At the same time it provides a striking demonstration 
of the dichotomy of function-or what I have called a 
"schizophysiology" (MacLean, 1954a, 1958)-of limbic and 
neocortical systems. 

CLINICAL EVIDENCE The most convincing evidence that 
the limbic system is involved in emotional functions is 
derived from the study of patients with psychomotor 
epilepsy. In such cases, the epileptogenic focus is commonly 
in or near the limbic cortex in the lower part of the ring and 
may be the result of scarring after head injury, infection, or 

circulatory insufficiency. Malamud (1966, p. 194) has ar- 
rived at the conclusion that sclerosis of the hippocampus is 
the "common denominator" in these conditions. Penfield 
and Jasper (1954) have shown that electrical stimulation in 
the involved region may elicit the same kind of symptoms 
as those occurring in a spontaneous seizure. During the 
initial epileptic discharge, patients typically experience one 
or more of a wide variety of vivid affects. The basic and 
specific affects include feelings of hunger, thirst, nausea, 
suffocation, choking, cold, warmth, and the need to def- 
ecate or urinate. Among the general affects are feelings of 
terror, fear, sadness, depression, foreboding, familiarity or 
strangeness, reality or unreality, wanting to be alone, 
paranoid feelings, and anger. Sometimes a patient will ex- 
perience an alternation of opposite feelings, suggesting that 

# 
ClNGUtATE GYRUS 

IPPOCAMPAL GYRUS 

FIGURE 4 The limbic system comprises the limbic cortex tem. See text for functional significance. Abbreviations: A.T., 
and structures of the brainstem with which it has primary anterior thalamic nuclei; HYP, hypothalamus; M.F.B., 
connections. This diagram shows the ring of limbic cortex medial forebrain bundle; OLF, olfactory. (From MacLean, 
in light and dark stipple and focuses on three pathways (1, 1958,1967) 
2, and 3) that link three main subdivisions of the limbic sys- 



there may be a reciprocal innervation for feeling states com- 
parable to the reciprocal innervation of muscles (MacLean, 
1955, p. 363). 

In proceeding to consider neural mechanisms that under- 
lie an affective feeling of conviction of the reality of our- 
selves and our environment, I want to call attention par- 
ticularly to the type of aura experienced by Dostoyevsky 
and which he described in The Idiot as "a sensation of 
existence in the most intense degree" (1962). This height- 
ened sense of reality is illustrated by the words of a patient 
(R.A.) known to me who had an epileptogenic focus in the 
left medial temporal region. Describing his aura, he said, 
"Each time this happens, thoughts occur very clear and 
bright to me . . . as if this is what the world is all about . . . 
[this is] the absolute truth." Here is evidence that a primitive 
system of our brain that represents an inheritance from 
lower mammals is able to generate, all out of context, a 
feeling of what is real, true, and important. More com- 
monly, patients experience a di$ vu, which carries with it a 
sense of conviction that one has already seen and experi- 
enced what is happening. In other words, the feeling has the 
important affective quality responsible for a sense of famili- 
arity and personal identification with what is experienced 
visually. This, of course, is basic to the memory of visual 
experiences. 

In other cases, the seizure may generate a feeling of 
depersonalization, conveying the impression that one is 
looking at oneself from a distance. Or there may be altera- 
tions of perception involving any of the sensory systems: 
objects may seem unusually large or small, near or far; 
sounds may seem loud or faint; one's tongue, lips, or 
extremities may seem swollen to large prcportions. Time 
may appear to speed up or slow down. Significantly, these 
symptoms occur in the endogenous and toxic psychoses and 
are familiar to many users of psychedelic drugs. 

QUESTION OF INDIVIDUALITY The question next arises: 
What is it that psychologically distinguishes each one of us 
as individuals? An appeal to introspection reveals that the 
condition most crucial for our feeling of individuality is our 
dual source of information &om the external public world 
and our own private internal world. Signals to the brain 
from the world within are entirely private, being self-con- 
tained, whereas those of the outside world can be publicly 
experienced and lend themselves to comparison among in- 
dividuals. A sense of individuality, therefore, would seem to 
depend on a privacy owing to the inaccessibility of internal 
signals to anyone but the individual himself (MacLean, 
1966b, 1969a). 

Kubie (1953) claimed that memory depends on a sim- 
ilar duality of experience. One might say that the union of 
internal and external experience is as important for memory 
as the combination of antigen and antibody in developing 

an enduring immunity. There is evidence from studies of 
limbic epilepsy that, with epileptic interference of somato- 
visceral integrative functions of the limbic system, experi- 
ences cannot be remembered (cf: MacLean, 1954a). At the 
same time, it should be emphasized that during the post-ictal 
disruption of limbic function some individuals are capable 
of complex motor and intellectual performance that pre- 
sumably depends on a functioning neocortex. This is illus- 
trated by a classical case (Case Z) described by Hughlings 
Jackson (1889) andJackson and Colman (1898). The patient, 
a young doctor, suffered from epilepsy as the result of a 
small lesion in the region of the uncus. During one of his 
seizures he examined a patient, made a correct diagnosis, 
and wrote an appropriate prescription, but had no recol- 
lection of it afterward. In a sense, such individuals function 
temporarily as if they were disembodied spirits. 

NEURAL MECHANISMS For many years I have had a 
special interest in the question of forebrain mechanisms that 
may account for the fusion of internal and external experi- 
ence and the feeling of individuality. For the reasons al- 
ready mentioned, one might suspect that the limbic cortex 
is fundamental to our sense of individuality and the reality 
of things. 

In the "visceral brain" paper of 1949, I showed a diagram 
suggesting that all the sensory systems (both interoceptive 
and exteroceptive) feed into the limbic cortex of the hip- 
pocampal formation. The implication was that emotional 
feelings represent a "mentational" blend of internal and 
external experience. At that time it was known that the 
olfactory apparatus was indirectly connected with the hip- 
pocampal formation, but there was no experimental evi- 
dence of a representation of the other senses. Since then, 
physiological findings (Green and Arduini, 1954), supported 
by anatomical studies (Daitz and Powell, 1954), have shown 
that the septum provides a connecting link between the 
hypothalamus and the hippocampal formation. Here would 
be a source of interoceptions. 

I myself have devoted particular attention to the question 
of visual, auditory, and somatic inputs. For their demonstra- 
tion we have tested large populations of units in experiments 
on awake, sitting, squirrel monkeys prepared with a chroni- 
cally fixed stereotaxic device that provides a closed system 
for cerebral exploration with either metal or glass micro- 
electrodes. Investigating first the visual question, we found 
that units in areas of the posterior parahippocampal cortex 
(Figure 5) are activated by photic stimulation (MacLean, 
1966a; MacLean et al., 1968). As illustrated in Figure 6, a 
large percentage of responding units in the posterior hip- 
pocampal gyrus gave sustained on-responses during 
illumination of the eye, suggesting that such neurons may 
signal changes in background illumination and thus pos- 
sibly play some role in wakefulness, alerting, light-depen- 



FIGURE 5 Medial view of squirrel monkey's brain, show- temporal detour of that part of the optic radiations known 
ing approximate location of the photically responsive areas as Flechsig's knee, or Meyer's loop. See Figure 7 for actual 
in the medial temporo-occipital cortex. The responsive anatomy. The loop does not extend forward into the 
limbic areas are the posterior hippocampal gyrus (H), para- entorhinal area in the anterior hippocampal gyrus. Arrow 
hippocampal portion of the lingual gyrus (L), and ret- points to caudalextremity oftherhinal fissure, which marks 
rosplenial cortex (R). The responsive part of the fusiform the posterior limit of the entorhinal area. (From MacLean, 
gyrus is labeled F. The hippocampus lies folded underneath 1969a.) 
the hippocampal gyrus. Curved black lines schematize the 

dent neuroendocrine changes or in all three. In each case, 
the locus of the recording electrode was in or near the 
granular layer. Such tonic on-units were not encountered 
in other limbic areas or in the classical visual cortex. 

How do visual impulses reach the parahippocampal 
cortex? We  have found that after a lesion in the ventro- 
lateral part of the lateral geniculate body (the main nucleus 
for transmitting visual impulses) a continuous band of de- 
generation extends into the core of the posterior part of the 

hippocampal gyrus (Figure 7) and that some fibers enter the 
cortex here and in the neighboring areas (MacLean, 1966a; 
MacLean and Creswell, 1970). The ventral part of this 
degenerating band corresponds to the temporal loop in 
man. It has always been a mystery why some of the optic 
radiations make this long temporal detour, but, on the 
basis of the anatomical and microelectrode findings, it 
would now appear that they travel this roundabout way in 
order to distribute fibers to the posterior limbic cortex. The 
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FIGURE 6 Series of sustained on-responses to ocular il- background illumination, were not found in the other areas 
lumination recorded from units in the posterior hippo- labeled in Figure 5 or in the classic visual areas. Duration of 
campal gyrus (labeled H in Figure 5 )  of three squirrel mon- photic stimulation is shown in accompanying records by 
keys. Such tonic on-units, which possibly signal changes in response of a photo cell. (From MacLean et al., 1968.) 

inferior pulvinar, regarded as a visual association nucleus, 
also contributes fibers by projections lying just lateral to the 
optic radiations (MacLean and Creswell, 1970). 

The parahippocampal cortex transmits impulses to the 
hippocampus, which in turn projects to the hypothalamus 
and other structures of the brainstem involved in emotional, 
endocrine, and somatovisceral functions. I have suggested 
that herein lie possible mechanisms by which "the brain 
transforms the cold light with which we see into the warm 
light which we feel" (MacLean, 1966b, 1969b). 

Recently, we explored the insular cortex overlying the 
claustrum for evidence of inputs from the somatic and 

auditory systems (Reeves et al., 1968). This cortex is limbic 
by definition, because it comprises part of the phylogeneti- 
cally old cortex bordering the brainstem. As indicated in 
Figure 8, it projects to the hippocampal formation (cf. 
Pribram and MacLean, 1953). Auditory and somatic stimu- 
lation evokes responses of a significant number of units in 
the claustral insula. We  found two main types of auditory 
units, one of which responded with latencies as short as 10 
milliseconds. (Parenthetically, there was one unit in the 
overlying frontal opercular cortex that responded only to 
the vocalization of another monkey.) Somatic units were 
activated by pressure alone or by pressure and light touch. 
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FIGURE 7 A lesion in the ventrolateral part of the lateral Section on right shows corresponding structures on un- 
geniculate body (large arrow) results in degeneration that operated side where only normal fibers are stained. Ab- 
funnels into the temporal loop and its continuation into the breviations: C, nucleus caudatus; CGL, corpus geniculatum 
core of the posterior hippocampal gyrus (small arrow). laterale; GH, gyrus hippocampi; H, hippocampus. (From 
Some degenerating fibers can be traced into the posterior MacLean and Creswell, 1970). 
hippocampal gyrus and adjacent areas labeled in Figure 5. 

The receptive fields were usually large and bilateral. No 
units responded to more than one modality. 

As the insular cortex overlying the claustrum projects to 
the hippocampal formation, these findings indicate at least 
one corticofugal pathway by which impulses of auditory 
and somatic origin may reach the hypothalamus and in- 
fluence emotional and vegetative functions. 

CONCLUDING COMMENTS One might infer that the neo- 
cortex performs many of its nice discriminations unhindered 
by signals and noise generated in the internal world. It is 
probable on anatomical grounds, however, that the limbic 
cortex is constantly bombarded by impulses from the in- 
ternal environment. In neuronal terms, how might this 
distinction between the limbic and neocortex shed light 
on feelings of individuality and reality? 

As a concluding illustration, I describe briefly micro- 
electrode experiments in awake, sitting, squirrel monkeys, 

in which we recorded from both outside and inside hip- 
pocampal cells while applying shocks to the midline 
septum and to the olfactory bulb (Yokota et al., 1967; 
1970). The salient anatomy pertaining to this study is 
diagramed in Figure 9. The pathways from the septum and 
bulb may be considered representative of internal and ex- 
ternal inputs to the hippocampus. Through the septum, the 
hippocampus receives impulses from the hypothalamus, 
which plays an important role in aversive, appetitive, 
visceral, and humoral reactions of an unconditional nature. 
Our anatomical findings (Gergen and MacLean, 1964), 
supported by observations of others (Raisman, 1966; Lewis 
and Shute, 1967), indicate that the septum projects pre- 
dominantly to stratum oriens, which contains the basal 
dendrites of hippocampal pyramids as well as a number of 
interneurons. On  the contrary, there is evidence that ol- 
factory impulses follow the perforant pathway that ter- 
minates on the distal portions of the apical dendrites (Black- 

T H E  T R I U N E  BRAIN 345 



FIGURE 8 The insular cortex overlying the claustrum is limbic by 
definition, because it forms a part of the phyl~geneticall~ old cor- 
tex bordering the brainstem. This part of the insular cortex, as do 
the hippocampal and cingulate gyri, projects to the hippocampus. 
Microelectrode studies indicate that it transmits impulses of audi- 
tory and somatic origin. 

stad, 1958; Cragg, 1960). As illustrated in Figure 10, it 
was found that septal stimulation is highly effective in 
eliciting excitatory postsynaptic potentials (EPSPs) and 
neuronal discharge, whereas olfactory volleys generate only 
EPSPs without neuronal discharge. The anatomical con- 
siderations suggest that septal is more effective than ol- 
factory stimulation because it results in depolarization nearer 
the soma of the cells. 

These experiments indicate that, in at least one major sub- 
division of the limbic cortex, the opportunity exists for the 
interplay of signals from the internal and external environ- 
ment, with the internal signals having an overriding in- 
fluence on neuronal discharge. In addition to the posed 
question of individuality, the findings have interesting im- 
plications in regard to condition it^^, which is a first step to 
learning and memory. In terms of classical conditioning, in- 
teroceptive impulses transmitted by the septum would be 
analogous to unconditional stimuli as they are capable by 
themselves of causing cellular discharge, whereas olfactory 
and other exteroceptive impulses conducted by the per- 
forant pathway would be comparable to conditional stimuli 
(Gergen and MacLean, 1964). 

The hippocampal formation occupies a central position 
within the limbic system. Hence, the evidence that signals 
from the internal world have a pre-emptory role in the 
function of hippocampal neurons provides some basis for 
the suggestion that the mentation of the limbic brain is 

referentially anchored in the self. This will recall the em- 
phasis that was given earlier to the clinical evidence that the 
limbic brain has the capacity to generate vivid, affective 
feelings ofwhat is real, true, and important. Under ordinary 
circumstances, how might such feelings become attached to 
scientific propositions and other products of thought? 
Little knowledge exists about anatomical and functional re- 
lationships of limbic and neocortical systems. One might 
conjecture that reciprocal mechanisms exist in the upper 
brainstem by which affect could facilitate, distort, or par- 
alyze thought and by which thought could generate or 
control a state of emotion (MacLean, 1958). 

In addition to lending an affective sense of conviction of 
what is real, true, and important, how else might limbic 
function bias scientific attitudes? I have wondered, for 
example, how much the self-oriented nature of affect may 
have been responsible for man's initially learning to count 
on his fingers and then kept him for so many centuries from 
seeing the "sunya"--the all-important nothing, or zero- 
represented by the spaces between his fingers. The self- 
oriented nature of affect is also relevant to man's proclivity 
to choose familiar, workaday models for scientific explana- 
tions. One recalls, for example, the bygone Cartesian 
models of nervous action; the hydraulic models of psychic 
energy of Freud and the early analysts; and the nineteenth 
century concept of heat as a flowing substance. As we 
browse in the attic of history and find ourselves smiling at 
such discarded models, it is a little disquieting to be re- 
minded that we, too, in our vaunted scientific position, 
have a similar tendency to project ourselves into our 
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HYPOTHALAMUS 

FIGURE 9 Sketch of essential anatomical details outlined in text, 
providing a possible explanation of microelectrode findings of a 
differential action of representative interoceptive and exteroceptive 
inputs on hippocampal neurons. (From MacLean, 1969a.) 



.................... 
10 rnsec 

10 msec . . . . . . . . . . . . . . . . . . .  ................... 
lOrnsec 

FIGURE 10 Intracellular recordings from hippocampal several sweeps are superimposed. Lower tracings in B and 
neurons in awake, sitting, squirrel monkeys. A illustrates C are recordings just outside cell. Resting membrane 
that septa1 stimulation is highly effective in eliciting excit- potentials in every case were stable and measured between 
atory postsynaptic potentials (EPSPs) and neuronal dis- -40 and -50 mV. (Excerpts of figures from Yokota et al., 
charge. In B and C, olfactory volleys generate only EPSPs 1970.) 
without spikes. A shows three successive responses. In C 

scientific concepts. In molecular and genetic biology, for 
example, do  we not refer to messengers, operators, pro- 
moters, master genes, slave genes, and the like, somewhat as 
though the behaving entities of our discourse were like page 
boys, postmen, or other members of a Lilliputian society? It 
is important to keep asking how such anthropomorphic 
modeling may interfere with detached thinking and thereby 
limit our intellectual horizons. It is also pertinent to con- 
sider how reptilian imitation and limbic feelings of what is 
real and important may contribute to diversionary fads and 
fashions in science. 

Elsewhere, I have discussed the possibility that the psychic 
functions of the limbic system are such as to predispose us to 
apprehend ourselves and the world as an aesthetic con- 
tinuum. O n  the contrary, the neocortex, with its nice dif- 
ferentiating ability, appears to have the propensity to sub- 
divide things into smaller and smaller entities. Is it possible 
that these opposing tendencies underlie our difficulties in 
resolving such time-worn questions as those concerning 
the-one-and-the-many, finite and infinite space, and the 
simultaneous existence of the wave and quantum? In what 
direction does reality lie? With the soft brain always stand- 
ing between us and what we observe, can we ever tell? The 
search for an answer presents a challenge far surpassing that 
of the recent exploit of landing men on the moon, because 

the cranial vault into which we must launch our probing 
rockets contains the most complicated constellation of be- 
having entities in the known universe. 

The subject of brain correlates of emotion has important 
relevance to questions of epistemology and the shaping of 
scientific attitudes. In the present analysis, the emotions are 
viewed from a new perspective and considered in the light 
of evolutionary changes of the brain. In evolution, the 
brain of man retains the pattern of organization of three 
basic types which, for purposes of discussion, are referred 
to as reptilian, paleomammalian, and neomammalian. The 
paleomammalian counterpart is represented by the limbic 
system, which is discussed primarily because of evidence of 
its central role in generating affective feelings, including 
those important for a sense of reality of oneself and the en- 
vironment and a conviction of what is true and important. 
Some microelectrode findings in awake, sitting monkeys 
are described in considering neural mechanisms that possibly 
underlie the affective feelings in question. Finally, the sub- 
ject is brought close to home by suggesting how limbic 
affective influences are involved in biasing scientific 
thought. 

T H E  T R I U N E  B R A I N  347 



R E F E R E N C E S  

BLACKSTAD, T. W., 1958. On the termination of some afferents to 
the hippocampus and fascia dentata. Acta Anat. 35 : 202-214. 

BORING, E. G., 1964. Cognitive dissonance: Its use in science. 
Science (Washington) 145: 68M85. 

BROCA, P., 1878. Anatomie comparte des circonvolutions ctrG 
brales. Le grand lobe limbique et la scissure limbique dans la 
s6rie des rnammif6res. Rev. Anthrop. 1 : 385-498. 

CRAGG, B. G., 1960. Responses of the hippocampus to stimulation 
of the olfactory bulb and of various afferent nerves in five mam- 
mals. Exp. Netrrol. 2: 547-571. 

DAITZ, H. M., and T. P. S. POWELL, 1954. Studies of the con- 
nexions of the fornix system. ]. Neurol. Neurosurg. Psychiat. 17: 
75-82. 

DOSTOYEVSKY, F., 1962. The Idiot (translated by C. Garnett). The 
Modern Library, New York, p. 214. 

FUXE, K., 1965. Evidence for the existence of monoamine neurons 
in the central nervous system. IV. The distribution of mono- 
arnine nerve terminals in the central nervous system. Acta 
Physiol. Scand. 64 (suppl. 247) : 37-84. 

GERGEN, J. A., and P. D. MACLEAN, 1964. The limbic system: 
Photic activation of limbic cortical areas in the squirrel monkey. 
Ann. N .  Y. Acad. Sci. 117: 69-87. 

GREEN, J. D., and A. A. ARDUINI, 1954. Hippocampal electrical 
activity in arousal. J. Nerrrophysiol. 17: 533-557. 

HARPER, L. V., 1970. Ontogenetic and phylogenetic functions of 
the parent-offspring relationship in mammals. In Advances in 
the Study of Behavior, Vol. 3 (D. S. Lehrman, R. A. Hinde, and 
E. Shaw, editors). Academic Press, New York (in press). 

JACKSON, J. H., 1889. On a particular variety of epilepsy ("Intel- 
lectual aura"), one case with symptoms of organic brain disease. 
Brain 11 : 179-207. 

JACKSON, J. H. and W.  S. COLMAN, 1898. Case of epilepsy with 
tasting movements and "dreamy stateM-Very small patch of 
softening in the left uncinate gyrus. Brain 21 : 580-590. 

KUBIE, L. S., 1953. Some implications for psychoanalysis of modern 
concepts of the organization of the brain. Psychoanal.Quart. 22: 
21-68. 

LEWIS, P. R., and C. C. D. SHUTE, 1967. The choliiergic limbic 
system: Projections to hippocampal formation, medial cortex, 
nuclei of the ascending choliiergic reticular system, and the 
subfornical organ and supra-optic crest. Brain 90: 521-540. 

MACLEAN, P. D., 1949. Psychosomatic disease and the "visceral 
brain." Recent developments bearing on the Papez theory of 
emotion. Psychosom. Med. 11 : 338-353. 

MACLEAN, P. D., 1952. Some psychiatric implications of physio- 
logical studies of frontotemporal portion of limbic system 
(visceral brain). Electroencephalogr. Clin. Ne~rroph~siol. 4: 407- 
418. 

MACLEAN, P. D., 1954a. The limbic system and its hippocampal 
formation. Studies in animals and their possible application to 
man. J. Neurosnrg. 11 : 29-44. 

MACLEAN, P. D., 1954b. Studies on the limbic system ("visceral 
brain") and their bearing on psychosomatic problems. In Recent 
Developments in Psychosomatic Medicine (E. mttkower and 
R. Cleghorn, editors). Pitman, London, pp. 101-125. 

MACLEAN, P. D., 1955. The limbic system ("visceral brain") in 

relation to central gray and reticulum of the brain stem. Ev- 
idence of interdependence in emotional processes. Psychosom. 
Med. 17: 355-366. 

MACLEAN, P. D., 1958. Contrasting functions of limbic and 
neocortical systems of the brain and their relevance to psy- 
chophysiological aspects of medicine. Amer.1. Med. 25: 61 1-626. 

MACLEAN, P. D., 1960. Psychosomatics. In Handbook of Physiol- 
ogy, Section I: Neurophysiology (J. Field, H. W.  Magoun, and 
V. E. Hall, editors). American Physiological Society, Wash- 
ington, D. C., vol. 3, pp. 1723-1744. 

MACLEAN, P. D., 1962. New findings relevant to the evolution of 
psychosexual functions of the brain. J .  Nerv. Ment. Dis. 135: 
289-301. 

MACLEAN, P. D., 1964. Man and his animal brains. Mod. Med. 32: 
95-106. 

MACLEAN, P. D., 1966a. The limbic and visual cortex in phylog- 
eny: Further insights from anatomic and microelectrode studies. 
In Evolution of the Forebrain (R. Hassler and H. Stephan, edi- 
tors). Plenum Press, New York, and Georg Thieme, Stuttgart, 
pp. 443-453. 

MACLEAN, P. D., 1966b. Brain and Vision in the Evolution of 
Emotional and Sexual Behavior. Thomas William Salmon 
Lectures, New York Academy of Medicine. 

MACLEAN, P. D., 1967. The brain in relation to empathy and 
medical education. J. Nerv. Ment. Dis. 144: 374-382. 

MACLEAN, P. D., 1968a. Ammon's Horn: A continuing dilemma. 
Foreword in S. Ram6n y Cajal, The Structure of Ammon's Horn 
(translated from the Spanish by L. Kraft). Charles C Thomas, 
Springfield, Illinois. 

MACLEAN, P. D., 1968b. Alternative neural pathways to violence. 
In Alternatives to Violence (L. Ng, editor). Time-Lie Books, 
New York, pp. 24-34. 

MACLEAN, P. D., 1969a. The internal-external bonds of the 
memory process. J. Nerv. Ment. Dis. 149: 40-47. 

MACLEAN, P. D., 1969b. The paranoid streak in man. In Beyond 
Reductionism (A. Koestler and J. R. Smythies, editors). Hutch- 
inson and Co.,   on don, pp. 258-278. 

MACLEAN, P. D., 1969c. A Triune Concept of the Brain and Be- 
havior: Lecture I. Man's Reptilian and Limbic Inheritance; Lec- 
ture 11. Man's Limbic Brain and the Psychoses; Lecture 111. New 
Trends in Man's Evolution. Clarence Hincks Memorial Lectures, 
Queen's University, Kingston, Ontario, Toronto University 
Press (in press). 

MACLEAN, P. D. and G. CRESWELL, 1970. Anatomical connections 
of visual system with limbic cortex of monkey. J. Comp. 
Nerrrol. 138: 265-278. 

MACLEAN, P. D., S. FLANIGAN, J. P. FLYNN, C. KIM, and J. R. 
STEVENS, 1955-1956. Hippocampal function: Tentative cor- 
relations of conditioning, EEG, drug, and radioautographic 
studies. Yale J. Biol. Med. 28: 380-395. 

MACLEAN, P. D., T .  YOKOTA, and M. A. KINNARD, 1968. Pho- 
tically sustained on-responses of units in posterior hippocampal 
gyrus of awake monkey. J. Neurophysiol. 31 : 870-883. 

MALAMUD, N., 1966. The epileptogenic focus in temporal lobe 
epilepsy from a patholgoical standpoint. Arch. Netrrol. 14: 190- 
195. 

PAASONEN, M. K., P. D. MACLEAN, and N.J. GIARMAN, 1957. 5- 
Hydroxytryptamine (serotonin, enteramine) content of struc- 



tures ofthe limbic system. 1. Nerrrochern. 1 : 326-333. 
PAPEZ, J. W., 1929. Comparative Neurology. T. Y. Crowell, New 

York. 
PAPEZ, J. W., 1937. A proposed mechanism of emotion. Arch. 

Neurol. Psychiat. 38: 725-743. 
PENFIELD, W., and H. JASPER, 1954. Epilepsy and the Functional 

Anatomy of the Human Brain. Little, Brown and Co., Boston. 
PRIBRAM, K. H., and P. D. MACLEAN, 1953. Neuronographic 

analysis of medial and basal cerebral cortex. 11. Monkey. 1. 
Neurophysiol. 16: 324-340. 

RAISMAN, G., 1966. The connexions of the septum. Brain 89: 317- 
348. 

REEVES, A. G., K. SUDAKOV, and P. D. MACLEAN, 1968. Explora- 
tory unit analysis of exteroceptive inputs to the insular cortex in 
awake, sitting, squirrel monkeys. Fed. Proc. 27: 388 (abstract). 

ROSENBLUETH, A., N. WIENER, and J. BIGELOW, 1943. Behavior, 
purpose and teleology. Phil. Sci. 10: 18-24. 

RUSSELL, B., 1921. The Analysis of Mind. George Allen Unwin, 
London, and the Macmillan Co., New York. 

SHAKOW, D., and D. RAPAPORT, 1964. The influence of Freud on 
American psychology. Psychol. Issues 4 (Monogr. 13). 

SNOW, C. P., 1967. Variety of Men. Charles Scribner's Sons, New 
York, p. 90. 

SPENCER, H., 1896. Principles of Psychology. D. Appleton and Co., 
New York, 2 vols. in 3. 

WATSON, J. B., 1924. Behaviorism. The People's Institute Pub- 
lishing Co., Inc., New York. 

WIENER, N., 1948. Cybernetics; or, Control and Communication 
in the Animal and the Machine. John Wiley and Sons, New 
York, p. 155. 

YOKOTA, T., A. G. REEVES, and P. D. MACLEAN, 1967. Intracel- 
lular olfactory response of hippocampal neurons in awake, sit- 
ing squirrel monkeys. Science (Washington) 157: 1072-1074. 

YOKOTA, T., A. G. REEVES, and P. D. MACLEAN, 1970. Differential 
effects of septa1 and olfactory volleys on intracellular responses 
of hippocampal neurons in awake, sitting monkeys. J. Neuro- 
physiol. 33 : 96-107. 

34 Social Communication Among Animals 

D E T L E V  P L O O G  

Phylogenetic aspects 4' 
communication processes 

CLASSES OF SOCIAL BEHAVIOR There is good evidence to 
show that the evolution of the nervous system is closely 
paralleled by a corresponding evolution of behavior. The 
phylogenetic process has produced not only increasingly 
effective sense organs, faster action, more acute discrimina- 
tion, and many species-specific characteristics, but also a 
variety of more and more elaborate social systems, mediated 
by an increasing refinement of communication processes. I 
shall not go so far as to speculate about the most primitive 
forms of social behavior. Even for the vertebrates, it would 
be extremely difficult to be precise as to when, during 
evolution, social behavior began. 

There are four classes of behavior that may be called 
social. First, the interactions of the male and female for the 
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purpose of reproduction; second, the actions and interac- 
tions of a male or a female, or both, for the care and up- 
bringing of the young as well as interactions of the young 
with parents and siblings; third, all forms of cohesive inter- 
actions in herds, groups, troops, bands, and the like; fourth, 
all kinds of agonistic interactions among members of the 
same species, such as attacking, defending, threatening, 
avoiding, withdrawing, fleeing, and so forth. 

RITUALIZATION If we take an extreme reductionistic view 
of behavior patterning, we might postulate that, in the be- 
ginning, the simplest modes of social behavior were nothing 
but approach and avoidance among members of the same 
species. The outcome of such an encounter was always un- 
predictable and depended on each partner's actions and re- 
actions. These, in turn, depended not only on external 
stimuli but also on the internal state of the individual. This 
internal state is sometimes discussed in terms of concepts 
such as motivation or disposition or readiness for action. 
Because communication between partners was desirable, 
social signals evolved, as the theory goes, to permit a more 
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flexible way of encounter and a greater degree of informa- 
tion about the outcome. 

Whether we consider the vertebrates or other phyla, there 
seems to be a basic rule in the development of social signals, 
which was first described by Julian Huxley: if it is of ad- 
vantage to a sender for a recipient to perceive the disposi- 
tion or the state of the sender by a specific behavior, that 
pattern is likely to be modified until it becomes conspicuous. 
This transformation of a behavior into a signal is called 
ritualization. Animal ritualization constitutes an adaptive 
canalization of expressive behavior, produced by natural 
selection. It has a built-in genetic basis, although learning 
may also play a part (Huxley, 1923). These transformed be- 
havioral patterns are commonly derived from a basic reper- 
toire not originally employed for communication purposes. 

From old-timers of evolution-the so-called living fossils, 
such as the tiny reptile tuatara (Sphenodon punctatus), which 
is found on some of the small southern islands of New 
Zealand-we are able to learn something about the fixed 
pattern of social signals, which in this case possibly remained 
unchanged for about 150 million years. This reptile shows 
head-nodding as one of several social signals that can also 
be seen in recent species of lizards. Figure 1 shows a South 
American male lizard, Iguana iguana, at two phases of its 
chief display. The extended dewlap makes the signal es- 
pecially conspicuous. The signal consists of a sequence of 
head-noddings that are highly stereotyped in amplitude, 
frequency, and time course, which are shown in the line 
above the head. This has been revealed by motion-picture 
analysis of many events in various animals. 

Communication processes of this kind, although more 
flexible, are obviously still present in mammals, including 
nonhuman primates (Altmann, 1967; Ploog and Mel- 
nechuk, 1969; Sebeok, 1968). Figure 2 shows two slightly 
different kinds of back-rolling in the squirrel monkey. At 
the left, the back-rolling is the typical pattern that serves to 
clean the fur, especially when it is wet. It has no signal func- 
tion. At the right the back-rolling is more refined, a kind of 
"short-hand," and it appears largely in conjunction with 
penile erection. This serves as a social signal. The signal con- 
tent is appeasement. A dominant intruder employs it to 
stop or diminish the fleeing or avoidance behavior of the 
excited group. It facilitates mutual approaches of the in- 
truder and of members of the group (Castell and Ploog, 
1967 ; Castell et al., 1969). 

In addition to movements of parts of the body with or 
without participation of such autonomic responses as penile 
erection, dilation of pupils, pilo-erection, changes in color, 
and so on, the vertebrates very early employed vocaliza- 
tions as social signals. These include the mating croaks of 
frogs, the hissing of turtles, the vocalization of tuatara, the 
songs of birds, and, eventually, the vocal repertoire of mon- 
keys, which I discuss later in greater detail. 

FIGURE 1 The head-nodding display of Igrrana igrrawa, a South 
American lizard. Onset (top) and termination (bottom) of the con- 
spicuous social signal. Amplitude, frequency, and time course of 
the nodding shown in the line above the head. 



FIGURE 2 Back-rolling of the squirrel monkey, Saimiri  scirrretrs. 
Drawings from motion-picture sequences. Left: Back-rolling in 
its noncommunicative function, i.e., cleaning the wet fur. Right: 
Back-rolling, ritualized as a social signal of appeasement, in con- 
junction with penile erection. (From Castell et al., 1969.) 

Approach and avoidance, with their extremes of attack 
and flight, and partner interaction for mediating com- 
munication within a species and for providing a means of 
reproductive isolation between the species-these basic 
mechanisms of behavior have brain correlates that devel- 
oped from very primitive to highly complex neuronal 
machinery. The older parts were preserved, although modi- 
fied, while newer parts came into existence. Some aspects of 
the neuronal basis for social behavior are discussed by Paul 
MacLean in this volume. 

Commu~zication processes and braiiz ftlzctions 

GENITAL DISPLAY AS A SOCIAL SIGNAL I have mentioned 
the increasing refinement and differentiation of communica- 
tion processes and now give but one example. In order to 
learn more about the social behavior of the squirrel monkey, 
I observed a colony of these animals in MacLean's labora- 
tory and found, among other social signals, one that is now 
referred to as genital display (Ploog et al., 1963; Ploog and 
MacLean, 1963). This signal is used in various types of 
agonistic, dominance, and courtship behaviors. From socio- 
metric data, I have concluded that genital display is a social 
sign stimulus that contributes decisively to the formation of 
group structure (Ploog, 1963, 1967). Figure 3 shows two 
variations of genital display. Both consist of several com- 
ponents: lateral positioning of the leg with the hip and knee 

bent; marked supination of the foot and abduction of the 
big toe ; as well as erection of the penis. In females, enlarge- 
ment of the clitoris replaces erection (Maurus et al., 1965). 
The display is frequently accompanied by specific vocaliza- 
tions and occasionally by a few spurts of urine. It may last 
for a second or so to many minutes. A fraction of this dis- 
play, the penile erection, can be elicited by electrical stimu- 
lation of subdivisions of the limbic system (MacLean and 
Ploog, 1962). 

Here, again, we may refer to the process of ritualization. 
Genital organs, when functioning as part of copulatory be- 
havior, serve to maintain the species. These same organs, 
when used in genital display, become a ritual that provides 
the individual with a means of intraspecific communication 
that enables him to assert himself in a communal situation. 
W e  do not know precisely which brain structures are in- 
volved in mediating this signal, but we are sure that at least 
some of the areas that have yielded genital responses, on 
electrical stimulation, contribute to its generation. In this 
connection, we have been interested in the developmental 
aspects of brain functions and communication processes. 

ONTOGENETIC ASPECTS OF SOCIAL SIGNALING Various 
features of neonate behavior in nonhuman primates suggest 
the built-in nature of certain behavior patterns and their 
sequential order of occurrence. For instance, grasping the 
fur and rooting, searching for, and sucking the nipples take 
place as soon as the neonate has emerged from the birth 
canal (Bowden et al., 1967). W e  were surprised to find that 

FIGURE 3 Genital display, a social signal of the squirrel monkey, 
used in agonistic and courtship behavior by both sexes. Two of - 
several variations; top ; displaying at distance; bottom, counterdis- 
play at proximity. (From Ploog, 1967.) 



such a complex behavior as genital display can also be ob- 
served in the neonate. Motion-picture analysis of the be- 
havior of an infant a day and a half old revealed it displaying 
to a cage-mate. The signal seems to be a highly integrated 
pattern that includes visual orientation and recognition, 
directed partner relations, and coordination of motor and 
autonomic functions. It indicates that brain structures in- 
volved in this response are functionally mature at birth. 
The innate nature of genital display is also suggested by 
observations of a hand-raised, male squirrel monkey, which 
directed this signal against its substitute mother, a stuffed 
woolen sock (Hopf, 1970; Ploog, 1969). 

This conclusion is supported by experiments with other 
primates. For instance, Sackett (1966) observed changes of 
the stimulus value of facial expressions in rhesus monkeys 
during ontogenesis. He found that infants raised in strict 
isolation did not respond differentially to the picture of an 
adult male's threatening face until they were three and a 
half months old. At that age, however, the &ants suddenly 
began to develop avoidance behavior to this social signal. 

With increasing age there is a change in the function of 
genital display in the squirrel monkey. Up to a certain age, 
the signal, although used with increasing frequency, does 
not affect the adult partner's behavior. At the end of the first 
and the beginning of the second year, which is also the time 
of final weaning, the situation changes. I take the example of 
the dominant male of a group and a young animal. Until 
the infant is about nine months old, the "boss" of the group, 
the alpha male, threatens only mildly and infrequently, 
even if the young male displays toward him and makes use 
of this opportunity time and again. In fact, the boss and the 
mother are the ones that are most frequently addressed by 
genital display. When the young animal grows older, how- 
ever, relations with the alpha male change radically. The 
latter threatens severely and may attack the young male 
when it displays toward him. There is an amusing transi- 
tional phase, during which the young male wishes not to 
give up its behavior and turns away while displaying but 
nevertheless glances over its shoulder at the boss. At the 
beginning of the second year, the display behavior de- 
creases markedly, and the young male establishes a new re- 
lationship with the dominant male. Before this time, con- 
tact between them is rare. Afterward, contacts are more 
frequent and consist mainly of huddling and playing. The 
play includes a characteristic pattern that is, no doubt, 
schooling for fighting-a playful but well-controlled train- 
ing by the alpha animal (Ploog et al., 1967). 

The example of genital display as a social signal shows 
some features that may be important for all primates, in- 
cluding man. On the one hand, it is a built-in, species- 
specific behavior pattern. On the other hand, as the infant 
matures, both the infant and the group change their inter- 
action patterns with respect to a given signal. First, the in- 

fant uses the signal over and over again with little or no 
consequence for either sender or recipient. Despite this lack 
of reinforcement, it persists up to a predetermined age. The 
signal is then followed by severe consequences, and the 
young monkey learns, within a short period of time, the 
context in which it may or may not use the signal. This 
protracted maturation, which coincides with other biologi- 
cal data, such as second dentition and final weaning, seems 
to depend on the species, in one form or another, and is 
characteristic of the social development of primates. This 
process of socialization is genetically determined by ma- 
turational processes in which innate and learned components 
are interlocked. 

VOCALIZATIONS AS SOCIAL SIGNALS SO far, we have 
considered communication processes that are guided by 
visual perception. From the other senses that can mediate 
social communication, such as audition, olfaction, and 
touch, I choose audition, because it plays a fundamental role 
in human communication. The generation of sounds for 
auditory communication is, as I have already mentioned, 
an old capacity in vertebrates. Some classes, chiefly the 
birds, have developed a highly elaborate form of sound 
production which has never been achieved by mammals. 
Auditory communication however, plays an important 
role among the nonhuman primates. The Old World mon- 
keys and the great apes have only a few, but variable, calls. 
The New World monkeys have a greater repertoire of 
rather discrete sounds, which carry specific information. 

The adult squirrel monkey has a very elaborate repertoire 
of 26 to 30 calls, the physical characteristics of which are 
distinguishable by means of sound spectrography. Figure 
4 is a schematic presentation of the vocal repertoire. This is 
divided into five groups. The sixth group is comprised of 
calls formed by elements of the five groups. Although the 
groups were formed primarily on the basis of physical 
characteristics, there is much evidence that a common de- 
nominator exists in each group for the information content - - 
of the signals. 

We used four methods to investigate the meaning of the 
calls. First, the calls were, whenever possible, elicited re- 
peatedly by well-defined visual stimuli. Second, vocal and 
motor behavior patterns were elicited by play-backs of tape 
recordings of animals' calls. Third, an animal's motiva- 
tional state was varied, and the accompanying vocal be- 
havior was observed. Fourth, types of calls were correlated 
with the social role and status of the emitters and receivers 
of calls within the group (Winter et al., 1966). 

At this point, I give only an example of varying the moti- 
vational state (Figure 5). In Figure 5A and B, the degree 
of motivation was changed by food deprivation for 24 and 
30 hours, respectively. Figure 5A represents a distribution 
of frequencies of calls typical during feeding and charac- 
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FIGURE 4 Vocal repertoire of the squirrel monkey, schematic 
presentation according to spectrographic analysis. Letters refer to 
the original sound spectrograms. Abbreviations: aggress., aggres- 
sion; alarm p., alarm peep; 1. grunt, labor grunt. For division into 
six groups and for further explanation, see text. (From Winter 
et al., 1966.) 

terized by a predominance of twittering and trilling calls. 
Only about 10 per cent of the total vocalization consisted 
of cackling, which has an aggressive connotation. After 30 
hours (Figure 5B), the distribution was considerably al- 
tered. The amount of twittering and cackling changed as 
compared with that in A. In addition, keckering and shriek- 
ing were recorded. These are calls of high excitement and 
may trigger aggressive interactions of groups. When a 
strange male was introduced (Figure 5C), twittering and 
trilling calls ceased. The percentage of cackles decreased in 
favor of churrs and purrs. This took place together with an 
increase in directed aggressive actions, such as genital display 
or persecuting, biting, and fighting. 

VOCALIZATIONS ELICITED BY ELECTRICAL BRAIN STIM- 
ULATION The discreteness of the vocal signals makes this 
animal particularly suitable for electrical brain-stimulation 
studies. A pilot study revealed that the majority of the 
naturally occurring calls could be elicited reliably and re- 
peatedly in specific brain sites by the use of implanted elec- 
trodes (Jiirgens et al., 1967). The results of an elaborate 
study (Jiirgens and Ploog, 1970), which has just been fin- 
ished, are shown in a schematic view (Figure 6). 

Two major groups of vocalizations, the cackhng and 
growling calls, which correspond to the third and fourth 
groups in Figure 4, are elicitable within a continuous sys- 
tem of fibers. Cackling expresses general excitement, with 
an aggressive motivation. Growling calls are directed 
against specific animals in an aggressive context. The system 
for cackling leads from the caudal end of the periaqueductal 
gray through the periventricular gray of the diencephalon. 
At the level of the inferior thalamic peduncle the system 
branches off in three components : the first follows the infe- 
rior peduncle dorsally toward the anteromedial thalamic 
nucleus; the second follows the inferior peduncle ventro- 
laterally into the amygdala and farther through the external 
capsule and the uncinate fasciculus to the rostroventral tem- 
poral cortex; the third follows the anterior thalamic radia- 
tion along the ventromedial border of the internal capsule 
into the ventromedial orbital cortex and the precallosal 
cingulate gyrus. 

The system for growling calls partly overlaps the cackling 
system, but also has its own extensions, for instance, into the 
area ventralis tegmenti of Tsai and via the medial forebrain 
bundle into the lateral hypothalamus. At the level of the 
inferior thalamic peduncle, another important deviation 
from the cackling system leads into the preoptic region just 
anterior to the anterior commissure, turns to the stria 
terminalis, and follows these fibers into the amygdala. The 
distribution of the growling calls is essentially identical with 
the hissing and growling of cats, with the amygdala, stria 
terminalis, perifornical hypothalamus, periaqueductal gray, 
and tegmentum as mediating structures. 
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FIGURE 5 Change of vocalization pattern due to alteration of the 
motivational state. A, B. Two sexually mature squirrel monkeys in 
one cage. C. Introduction of an unfamiliar adult male into the 
cage after normal feeding of all animals concerned. 1, peeps and 
chirps; 2, play peeping; 3, twittering/trilling; 4, cackling; 5, 
yapping; 6, churr/purr; 7, kecker; 8, shrieking. (From Winter 
et al., 1966.) 

Other groups of calls, such as peeps, trills, and shrieks, are 
represented not in continuous systems but in circumscribed 
areas only. For example, the peep calls, which serve for con- 
tact and group cohesion, are elicitable in the subcallosal 
gyrus, the nucleus accumbens of the septa1 area, the medio- 
ventral head of the caudate, the rostra1 hippocampus, the 
midline thalamus, and the spinothalamic tract. Trill calls, 
often associated with feeding and location, were found 
along the precommissural fornix between Zuckerkandl's 
bundle and the genu of the corpus callosum. 

I do not intend, here, to deal with anatomical details and 

FIGURE 6 Vocalizations elicited by electrical stimulation of the 
squirrel monkey's brain. General view of the cerebral system (in 
black). A, yielding cackling calls; B, yielding growling calls. 
Abbreviations: aa, area anterior amygdalae; an, nucleus anterior; 
aq, substantia grisea centralis; cc, corpus callosum; coa, commis- 
sura anterior ; cob, colliculus superior ; csp, tractus corticospinalis ; 
f, fornix; gc, gyrus cinguli; gr, gyms rectus; ha, nucleus habenu- 
laris; hip, hippocampus; m, corpus mamillare; md, nucleus 
medialis dorsalis thalami; oi, nucleus olivaris Inferior; po, griseum 
pontis; re, formatio reticularis tegmenti; st, stria terminalis; Ilch, 
chiasma nervorum opticorum. (From Jiirgens and Ploog, 1970.) 

considerations, but it is necessary to demonstrate the spe- 
cificity of the vocal system and its correlation with certain 
brain structures and systems. O n  the other hand, it is note- 
worthy that the brain structures that mediate these calls, 
especially the amygdala, the hypothalamus, the stria ter- 
minalis, and the midbrain periventricular gray, are also as- 
sociated with attack and defense behavior. Furthermore, 
almost all structures that are shown to mediate vocaliza- 
tions are known to yield other behavioral or autonomic 
responses, including genital responses. The latter is of spe- 
cial interest in social signaling, because erection during 

354 COMPLEX PSYCHOLOGICAL F U N C T I O N S  



genital display is frequently accompanied by two types of 
vocalization--calls of directed aggression in an aggressive 
context and peep calls in a nonaggressive context. These 
alternative types of vocalization and the genital response 
can be elicited simultaneously by brain stimulation. 

TELESTIMULATION AS MEANS OF SIGNAL ANALYSIS SO 
far we have dealt with motor and vocal signals as such. We 
have shown that a great variety of these signals can be 
elicited from distinct brain structures. Therefore, one should 
be able to control and to manipulate the communication 
processes within a group to permit a precise analysis of the 
signal function and thereby of the determinants of group 
dynamics. 

Such control and manipulation can be accomplished by 
radio-stimulation of electrodes chronically implanted in the 
brains of free-moving animals (Delgado, 1963; Robinson 
and Warner, 1967; Maurus and Ploog, 1969). By this means, 
both the electrically elicited response or sequences of this 
response and the reaction or sequences of reactions of the 
group can be studied. This latter-part of the communication 
process, i.e., the reaction of the recipient to a social signal, 
is indicative of the signal function. Telestimulation in such a 
quasi-natural group situation reveals most interesting re- 
sults. 

First, one and the same electrical stimulus applied at the 
same brain site in the same animal at different times does not 
necessarily elicit the same response. Rather, the animal's re- 
sponse depends on the composition and disposition of the 
group, and on the rank, role, and sex of the stimulated and 
the interacting animal. For example, in our first study of 
this kind, dominance gestures of squirrel monkeys in a 
number of different situations were elicited more frequently 
in females than in the subordinate male, and very rarely in 
the dominant male. This finding cannot be attributed to 
possible variations in stimulated brain structures. 

Second, an electrically elicited behavior pattern with so- 
cial relevance can lead to different social interactions, which 
again depend on the actual situation, and on the rank, role, 
and sex of the participants. For instance, lower-ranking 
animals never (without any exception in 475 events) re- 
sponded to certain signals, such as dominance gestures, with 
any of the known social signals. 

Third, sequences of behavioral events may be composed 
of events that carry information and those that have no 
communicative significance. The observer may be unable 
to differentiate the information-carrying signals from all 
other activities. Furthermore, the animals may use means 
of communication that we do not yet recognize as social 
signals because they are imperceptible to the human ob- 
server, even when careful motion-picture analysis is em- 
ployed (Maurus and Ploog, in preparation). 

Automation of the behavioral control by use of refined 

techniques of signal recognition would open up a new era of 
quantitative analysis of communication processes. For the 
time being, without adequate techniques, one must rely on 
motion pictures and observation. 

Cornmzinication in the light of 
infor~zation theory 

THE STOCHASTIC ANALYSIS OF A TWO-PARTNER SITUA- 
TION Mathematical description of the stochastics and in- 
formation flow in a real-life social situation can be made 
provided the variables of the situation are considerably re- 
duced (Altmann, 1965, 1967). The bidirectional communi- 
cation theory of Marko and Neuburger (1967), an expan- 
sion of Shannon's basic theory, provides a means of analyz- 
ing a multi-information-generating system, in which each 
information-generating system is simultaneously a sender 
and a receiver and in which information may be flowing in 
two or more directions at any given time. It would not be 
appropriate to attempt to explain here the mathematics of 
the system, other than to note that it is based on the assump- 
tion of two stochastic processes whereby the generated sig- 
nals of each of the systems depend on the preceding signals 
of that system and also on the signals received from the 
second system. 

A general illustration of the two-system situation (Figure 
7) will serve to introduce the basic terminology. Each 
system generates a certain amount of free entropy, F1 or 
Fz (information arising entirely from its own internal states). 
This free entropy combines with the transinformation, Tlz 
or Tzl (mformation received from the other system), and 
the two quantities together form the system entropy, HI 
or Hz (the total information transmitted by each system). 
Of this entropy, not all is actually received by the other 

FIGURE 7 Diagram for a bidirectional communication situation. 
System I and system II: information-generating system, i.e., ani- 
mals. F1 and Fz: free entropy, i.e., spontaneously generated infor- 
mation of each system. TIz or Tzl: transiiormation, i.e., informa- 
tion received from the other system. H1 or Hz: total information 
transmitted by each system, i.e., the combination of the system 
entropy of TIZ or Tzl and Flz or Fzl. Dlz or Dzl: discrepancy, i.e., 
the lost amount of the total information. (From Marko, 1966.) 
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system. The fraction received is called the transinformation, 
mentioned above, and the amount lost is known as the 
discrepancy, Dl2 or D ~ I .  

The following example shows how such an analysis can 
be applied to a real social situation. Five adult male squirrel 
monkeys, who had lived together for several years, were 
separated overnight and caged singly in different rooms. 
In the experimental situation on the following day, two 
animals were brought together at random in one cage and 
observed for 15 minutes per session for a total of 217 ob- 
servation periods. The reunion was always accompanied by 
a greeting ceremony, which can be described by a set of 
five behavior patterns, plus a sixth category that arbitrarily 
includes all other behavioral events (Mayer, 1969). 

Figure 8 illustrates the results. In the upper third of the 
figure, the dominant monkey, Tell, at the beginning of the 
observation period, generated as much free entropy or 
spontaneous information (0.59) as did his subordinate part- 

FIGURE 8 Communication processes between partners-Tell and 
Fan, two squirrel monkeys-in an experimental situation. The 
figures are calculated from observed behavioral events during 217 
observation periods. The dimension for the calculus is bit per 
event. The positions of the figures correspond to the letters F, T, 
H, and D of Figure 7. For further explanation, see legend to 
Figure 7 and text. (From Mayer, 1969.) 
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ner, Fan. But he received a much larger amount of informa- 
tion from Fan (0.21) than Fan did from him (0.03). The 
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. . . , 

respective discrepancies and system entropies reflect this 
difference in transinformation. It is evident, therefore, that 
the dominant animal reacts to its partner by showing a much 
greater diversity of behavior than does the subordinate. 

The situation is different in the middle third of the Figure. 
Fighting and a severe bite resulted in a dramatic shift of 
dominance. Then Tell was subordinate. But the strategy of 
Fan's dominance was different. He generated almost twice 
as much free entropy as did Tell, i.e., 0.70 versus 0.38. But 
the transinformation of 0.22 from the nowdominant Fan 
to the now-subordinate Tell was almost equal to the pre- 
vious situation. Fan dominated Tell but, as judged by Tell's 
strategy, was doing too much; that is, Fan employed his 
repertoire of dominance behavior much more frequently 
than did Tell when he was dominant. 

After six weeks, the new dominance situation stabilized, 
and some interesting changes took place in the information 
flow. Fan had learned how to be dominant efficiently, i.e., 
without rattling off his aggressive repertoire. The upper 
third and the lower third of the Figure are almost mirror 
images. The partners generated nearly the same amount of 
free entropy. The dominant partner received a large trans- 
information from the subordinate partner (0.21), but the 
subordinate partner received very little transinformation 
from the dominant partner (0.02). This result, although sur- 
prising at first, fits precisely with the evaluation of the 
aforementioned telestimulation results, in which low-rank- 
ing animals do not respond to dominance gestures by high- 
ranking animals. 

0.77 

THE "HERO" AND THE "DICTATOR": TWO STRATEGIES 
OF CONTROL This example of Fan and Tell demonstrates 
two strategies of being dominant. In a socially stabilized 
situation, the dominant animal reacts to the behavior of the 
subordinate and takes minimal but effective measures to 
maintain dominance. To the observer of such a group, the 
subordinate animal does not appear to be ruled by the 
dominant. With a humorous connotation and with refer- 
ence to analogous findings in social psychology (Hofstatter, 
1957), such a dominant individual can be called the "hero." 
The strategy employed in a socially unstable situation seems 
to be quite different, and an animal dominant in such a situa- 
tion behaves as a "dictator"; it establishes dominance by 
intimidation. The spontaneous behavior of the subor- 
dinate animal is greatly reduced, and the ruler does not pay 
attention to it. 

This example illustrates two points: First, information 
theory is applicable to rather complex, although limited, 
behavioral situations. In this case, it was shown mathemati- 
cally that the behavioral sequences correspond to Markov 
chains of the fourth order (Mayer, 1969). Second, an im- 
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portant conclusion must be drawn from the fact that a single 
event, in this case a severe fight, can shift a whole system 
and thereby cause various behavioral patterns and social 
signals in the repertoire to carry different weights, which are 
often unknown and difficult to measure. The influence of a 
signal from the partner and the consequences of the part- 
ner's behavior are different before and after the fight. One 
might say, therefore, "a bite is worth a thousand glares." 

Nonverbal communication in man 

COMMENTS ON THE VOCAL SYSTEM AND THE HUMAN 
BRAIN The communication system in nonhuman primates 
has reached a very high degree of complexity. The sender 
of signals can employ posture, motion, and vocalization. 
He can address a whole group with certain vocal signals 
and a single individual either vocally, visually, or by com- 
bined signals, without eliciting response from the whole 
group. The recipient of these signals must discriminate 
visual, auditory, and combined signals in a serial order and 
respond appropriately. Furthermore, all the partners com- 
municate in an ever-changing context of events, in which 
the motivational state and the social rank or role of each in- 
dividual must be taken into account at any given moment. 

A primate requires many years to attain not only physical 
maturity but also the social maturity typical of adult social 
behavior. The struggle for food and other needs seems, un- 
der normal conditions at least, less frequent than the struggle 
for partner relations and social status. Social interactions 
seem to be a basic need of all primates, including man. Non- 
human primates handle their affairs, as we have seen, by 
means of vocal and other nonverbal communication. In 
man, a similar communication system, with representation 
in limbic and other subcortical structures, still plays a role 
and is seen clearly in all vocal, facial, postural, and other 
motor expressions of emotions, in songs without words, 
and in the cooing and babbling of small infants. In fact, this 
system is involved in every human conversation and in 
every direct partner interaction, but is dominated by human 
language, the most effective and unique communication 
system that Nature has produced. It constitutes the chief 
trait of human social behavior and is the basis for the cul- 
tural evolution of mankind. 

In this context, it is important to note that speech depends 
not only on cortical but also on subcortical structures, in- 
cluding certain thalamic nuclei, which are connected with 
the cortical speech areas, the head of the caudate nucleus, 
parts of the diencephalon, and the periaqueductal gray 
matter. Although there are not sufficient comparative data 
on man, apes, and monkeys, there is evidence for the homol- 
ogy of the subcortical vocal system between man and the 
rest of the primate community. 

Because of the importance of speech, interest in human 

communication was, for a long time, focused on language 
problems. During the last decade, and increasingly over the 
last few years, human nonverbal communication has be- 
come a new research area. Smiling as a visual, and crying 
as an auditory, social signal have been investigated (Koehler, 
1954; Ambrose, 1961; WolE 1963,1969; Ploog, 1964; and 
others), and the gaze as a means of human communication 
has attracted much attention (Argyle, 1967). 

THE GAZE AS A SOCIAL SIGNAL From the many different 
types of nonverbal communication, I choose only the exam- 
ple of the direction of gaze as a social signal (Gibson and 
Pick, 1963 ; Cranach, 1970). In this analysis of signal func- 
tions I have ofien made the assumption that the behavioral 
response to the signal discloses its function. At the same 
time, I have noted that, as in telestimulation, there is much 
signaling but no response. In animal experiments, it is al- 
ways dficult to find out what simulus is equivalent to a 
response and what detail of a known signal is really per- 
ceived (Kliiver, 1936, 1965); in a social setting, it often be- 
comes impossible to discover which details are necessary 
to produce the appropriate signals. 

In man, the situation is different. He can report what he 
perceives. The human gaze is considered an important so- 
cial signal, so one wishes to know more about the recipi- 
ent's perceptive properties. Cranach and his coworkers 
tried to approach this problem by a series of experiments of 
the following type (Figure 9). 

The sender looked in random order at target points on 
lines that crossed the receiver's eye region horizontally and 
vertically; some of these points were within and some were 
outside his face area. The receiver announced his opinion of 
whether the sender was looking into his face, and an im- 
partial observer was asked to do the same. In these experi- 
ments, gaze direction, gaze movement, head position, and 
head movement were investigated as cues for the perception 
of gaze direction. The over-all results are striking (Figure 
10). 

The receiver responds differently to the different stimulus 
configurations; unnoticed by the receiver, head position, 
gaze movement and head movement influence his percep- 
tion of gaze direction. In general, a significant number of 
times the recipient's judgment proved wrong ; the sender's 
gaze actually was directed to target points outside the face. 
It seems that each person has a slight disposition for a para- 
noid response. 

Whether this tendency has a built-in component is an 
open question. For an explanation of the genesis of the re- 
ceiver's reaction, we must consider that, in early childhood, 
eyes and ocula have the function of releasers (Kaila, 1932; 
Spitz and Wolf, 1946; Ahrens, 1954). This results in a very 
marked attention to the ocular component of orientation 
in further development. The disproportionately high sub- 
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FIGURE 9 The human gaze as a social signal. A. The face of the 
experimental subject who receives gazes from another subject who 
sends the signals. The dots are target points distributed on and 
around the face of the recipient. B. Sender and recipient at two 
different distances from each other. The sender wears earphones to 
receive commands for the target point he must look at. He 
employs three different head postures for glancing at the recipient, 
who gives his opinion of which target point the sender selected. An 
impartial observer, at two different distances and angles, is asked to 
do the same. (From Kriiger and Hiickstedt, 1969.) 

jective certainty in the judgment of gaze direction might 
originate from the innate basis for this reaction. Visual 
orientation serves important functions in interaction, so 
attention to it is positively reinforced in the sense of a 
conditioning process (Cranach). 

The results also show that the discrimination of observers 
was generally worse than that of receivers. Eye contact can- 
not be judged reliably by an observer, which makes it dif- 
ficult to use the gaze between partners as a measure for 
social interaction. Cranach stated that looking behavior is 
part of a total system of orienting reactions, but very little 
is known about its function in human social interaction. 
Further research should find methods for recognizing and 
assessing motor behavior as part of visual social signals in 
man. 

Determinants ofsocial communication processes: 
summary and evaluation 

I discussed four major areas of psychobiological significance 
in which investigation is necessary for analysis of the de- 
terminants of social communication processes. These are 
(1) characteristics of visual and auditory perception; (2) the 
motivational state; (3) the social status; and (4) the stage of 
maturation of a communicating animal. One can employ 
various methods and techniques of analysis for each of these 
areas. But the research strategy in this field, as in others, 
should provide as much as possible for measuring the inter- 
actions of the animals under a set of definable variables. This 
measurement is admittedly difficult, because the more re- 
stricted the behavioral situation, the more the communica- 
tive repertoire of the species under investigation will shrink 
and alter. 

In the field of visual perception, it has been demonstrated 
that many of the social signals are conspicuous, such as the 
nodding of the iguana or the genital display of the squirrel 
monkey. These signals lend themselves particularly well to 
the analysis of signal function or, we might say, to the analy- 
sis of the information content. On the one hand, the onset, 
the time course, and other possible stimulus properties of the 
signal are observable and thereby usually measurable; on 
the other hand, the consequences of the signal, in optimal 
cases, may also be directly observable as, for instance, turn- 
ing away after a treat or a counter-display after a genital 
display. 

But now a new difficulty arises. Although the signal may 
be definable, the outcome may be variable; that is to say, 
the animal has a certain number of responses from which to 
choose. How large this number is depends on the size of the 
behavioral repertoire of the animal. An iguana certainly has 
fewer response choices than does a primate. The fact that 
there are a number of possible responses to a given social 
stimulus is the empirical basis for the stochastic treatment of 
communication processes. 

The reverse situation obtains in visual social signals. That 
is, the signal is imperceptible to the human observer but the 
consequences of the animal's behavior are clearly observable 
and even stereotyped. This poses severe problems for the 
analysis of social communication and immediately raises 
the question of whether there may also be a third prototype 
of interaction in which neither the signal nor the immediate 
response is perceptible by the human observer. There are 
some hints that such may be the case in nonhuman primates, 
especially in well-adapted and stabilized colonies. 

The examples of auditory signals demonstrated that the 
response-to-signal properties are different from those of 
visual ones. They are perceptible for the observer as long as 
they are in the range of the human auditory capacity. They 
are easier to characterize by sound spectrography, and the 
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FIGURE 10 Relative frequency of the receiver's face reaction 
(FR, judgment to be looked into one's face) under different 
experimental conditions. (Distance, 1.50 meters; exposition 
time, three seconds.) 
- - - - - - - Head straight ; gaze direction varied 

Head straight; gaze direction and gaze move- 
ment varied 

. . . . . . . Head straight; gaze direction, gaze move- 
ment, and preceding head movement varied 

- . - . - . -  Gaze direction, gaze movement, head posi- 
tion, and head movement varied 

(face) Face region of the receiver 
(Data compiled from Cranach.) 

I 2 6 i target points 

response of the animal to an auditory signal seems to be 
more stereotyped than that to visual signals. This holds at 
least for the communication system of the squirrel monkey 
and various other primate species. The spectrum of the 
vocal repertoire that is used in certain communal situations 
expresses the motivational state of an animal, and it has been 
shown that the alteration of the motivational state modifies 
the distributional pattern of the calls as well as the disposi- 
tion for such action patterns as cohesive or agonistic be- 
havior. 

The vocal repertoire of the squirrel monkey is also par- 
ticularly suitable for the demonstration of the correlation of 
brain mechanisms and social communication. It was pos- 
sible to elicit almost all the approximately 30 distinguishable 
calls by electrical brain stimulation. These artificially elicited 
calls are in most cases indistinguishable from the natural 
ones. The description of the brain structures mediating 
these vocal signals gave rise to considerations of the vocal 
communication system in reptiles, mammals, and partic- 
ularly in subhuman primates on the one hand, and the vocal 
system and its relation to human language on the other. It is 
stated that the natural evolution of the subcortical vocal 
system leads to a species-specific determinant of social com- 
munication and that it is one of the prerequisites for the 
evolution of human language. 

Another aspect of social communication can be related to 
the evolution of human social behavior. This is the hier- 
archical social organization of many vertebrates, in particu- 
lar of the primate family. It was demonstrated on one hand 
that responses to social signals are based on innate behavioral 
components, but on the other that these responses to social 

signals are specified by learning according to the role of the 
communicating participant. A particular reaction evoked 
by a particular signal depends not only on the specific in- 
formation content but also on the social roles and ranks of 
the partners. 

Such a conclusion is brought out very clearly by the 
various studies of the maturation of social behavior in which 
the social roles of the newborns, the infants, the juveniles, 
and the adults are well defined and closely paralleled by their 
biological developmental state. Growth and maturation are 
long-term modifiers of the communication patterns and 
provide for stage-specific interactions with group mates. 

In closing, I revert to the beginning of the paper and the 
discussion of the natural history of social communication, 
which, I believe, can improve our understanding of the pres- 
ent-day behavior of man. It would be erroneous to suppose 
that what appear to be the most recent acquisitions of the 
primate family-logic, arithmetic, the language arts, and 
extension of the learning period-can completely suppress 
our earlier heritage and govern our lives exclusively. These 
newly acquired facilities are cognitive. Our social com- 
munication, however, although certainly containing cog- 
nitive elements, appears to be more closely related to our 
primitive heritage and not necessarily governed by logic 
and reasoning. To control the progress of the cultural 
evolution that has taken place so much more rapidly than 
our natural evolution, and to provide for the survival of 
mankind, it seems of utmost importance that we study the 
nonlogical rules and principles of social communication in 
much greater detail and with less bias, and that these rules 
and principles be utilized more effectively in the future. 
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5 Brain Correlates of Language 

E R I C  H. L E N N E B E R G  

Neuroanatorny alone cannot 
explain language capacities 

PROBLEMS OF COMPARATIVE ANATOMY It would be sat- 
isfying if we could explain the mechanism of human lan- 
guage by certain unique structures of the human brain. Un- 
fortunately, this is not possible. The difficulty is largely 
because of a general discrepancy between our knowledge of 
neuroanatomy and our knowledge of behavior. Neuro- 
anatomy does not tell us, for instance, why a cat and a dog 
have different types of vocal behavior with rather different 
ethological functions. A further dacul ty arises from the 
problem of identifying homologies between certain parts 
of primate brains; this, in turn, makes it difficult to decide 
just how unique certain aspects of our brain really are. Con- 
sider, for example, the left convexity of the cortexes of 
rhesus, chimpanzee, and man, with their peculiar folding 
patterns. The arrangement of gyri and convolutions is, of 
course, quite different in each species, but this may have no 
relevance whatever to the behavior patterns typical of each 
animal. After all, the folding is merely a consequence of 
mechanical factors that impinge on the embryonic develop- 
ment of these structures. 

Attempts have been made to search for homologies of 
histological fields (von Bonin and Bailey, 1961; Kreht, 
1936), and here we could argue, on the one hand, that each 
histological type of man's cortex has homologues, at least 
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in chimpanzee cortex (which would minimize the unique- 
ness of human features), or, on the other hand, we could 
stress that the specific configuration of each field is some- 
what different in man (which would underline unique- 
ness). So far, there are few objective facts that could help us 
make a decision in dilemmas of this kind. Geschwind (1965) 
has argued that man has a peculiar pattern of transcortical 
fiber connections (which is undoubtedly correct), and that 
this is the anatomic substrate of his ability to speak. But the 
difficulty here is that we do not yet know the physiological 
function of any particular transcortical connection; further, 
we shall see presently that the nature of language capacity 
is such that one may question the relevance of connections 
between certain areas in the cortex to the basic skill of ac- 
quiring language-knowledge. 

SIZE AND VOLUME The size of the human brain does not 
govern language capacity (see Table I). Human beings with 
dwarfed brains are often capable of perfect language. 
Schultz (1962) has reported on gorilla skulls from the capa- 
city of which we can infer brain sizes of more than 700 cc, 
no smaller than some human brains that have language ca- 
pacity. The question is frequently raised whether the num- 
ber of cellular units is of critical importance, rather than 
the brain weight. The issue is difficult. On the one hand, 
large amounts of cortical tissue in the critical areas of the 
human left hemisphere can be removed at an early age 
without hindering the emergence of language. On the 
other hand, the size of a lesion in the adult is an important 
factor for the prognostication of language deficits. Ap- 
parently size is the reason that lesions even in the area of 



TABLE I individuals, aphasia results from lesions on the right (see 
Language capacity arid its relatiorz to brain and body weight Table 11). There is also anteroposterior differentiation in the 

cortex of the left hemisphere, with the precentral medio- 
Body Brain 

Speech Weight Weight 
Age Faculty (Kg) (Kg) Ratio 

Man (m) 2 Beginning 13% 1.100 12.3 
Man(m) 13% Yes 45 1.350 34 
Man (m) 18 Yes 64 1.350 47 

Man(dwarf) 12 Yes 13% 0.400 34 
Chimp. (m) 3 No 13% 0.400 34 
Chimp. (0 Adult No 47 0.450 104 
Rhesus Adult No 3 0.090 40 

(From Lenneberg, 1967) 

Broca, in Heschl's gyrus, or in the angular gyrus may, 
under certain circumstances, spare language functions. 
Further, the importance of size may well vary with cortical 
location. A small lesion is perhaps better tolerated in certain 
parietal areas than in the more classical speech regions 
(Russell and Espir, 1961; Conrad, 1954; Penfield and 
Roberts, 1959), which suggests that, in the adult brain, 
where topographic language specificity is fairly well devel- 
oped, there is, nevertheless, redundancy of elements with 
threshold values for the tolerance of tissue destruction. On 
the other hand, microscopic examination of the brains of 
nanocephalic dwarfs has not revealed abnormal cytoarchi- 
tecture (Seckel, 1960). It is, therefore, possible (although far 
from certain) that these brains have markedly fewer cells 
than normal brains, which suggests that developmental fac- 
tors also play an important role in the specification of cells, 
including the functions they shall have in language proc- 
esses. 

Geschwind and Levitsky (1968) have examined 100 nor- 
mal adult brains and have found marked anatomical asym- 
metries between the upper surfaces of the right and left 
temporal lobes. The planum temporale (the area behind 
Heschl's gyrus) was larger on the left in 65 per cent of the 
brains and larger on the right in 11 per cent. We cannot, 
however, be certain that language is responsible for or de- 
pends on this relative hypertrophy. 

On balance, it is clear that to attribute the capacity for 
language simply to quantitative parameters such as size or 
number of cells is a gross oversimplification. 

TOPOGRAPHY There are several regions in the brain from 
which language may be interfered with in rather charac- 
teristic ways. The most dramatic regional differentiation is 
the lateral asymmetry. In more than 95 per cent of right- 
handed individuals, aphasia ensues from left hemisphere 
lesions, whereas in about 50 per cent of clearly left-handed 

ventral frontal regions being involved in productive aspects 
of language, and the postcentral parietal areas appearing to 
be involved primarily in more cognitive aspects. Lesions in 
the dorsomedial region of the left temporal lobe produce 
language deficits in which the receptive component dom- 
inates. 

There is a temptation to give cortical topography a func- 
tional, especially psychological, interpretation and to guess 
at the "meaning" of the size of the so-called "association - 
areas" and their peculiar positions between sensory projec- 
tion areas. This guesswork is based on specific psychological 
theories for which there is yet but little physiological or 
even biological justification. Large areas are said to be "un- 
committed cortex," which means merely that we have not 
been able to discern the true physiological function of this 
tissue. Although fairly specific symptoms result from vari- 
ous regional lesions, it is generally agreed that such are not 
evidence for the existence of "language centers," as had 
been assumed by earlier neurologists. Unfortunately, we 
still have but scanty evidence that would enable us to at- 
tribute unfailingly specific cortical locations to specific 
clinical symptomatology. Penfield and Roberts (1959) have 
published the results of cortical stimulation and have at- 
tempted to provide new maps of stimulation points ac- 
cording to behavioral disturbances. When one compares all 
these maps, one cannot escape the notion that almost any 
kind of speech disturbance may result from stimulating 
almost any point within a fairly wide region. Facts of this 
sort should not serve to revive the stale controversy be- 
tween holists and localizationists. I merely wish to point out 
that we still do not know the functions of much cortical 
tissue or its subcortical connections. 

There is also agreement that subcortical lesions may pro- 
duce fairly specific interference with either language or 

Incidence ofcerebral dominance with respect to handedness 

Per cent* 
-- 

Clearly right-handed; clearly left cerebral dominance 82 
Clearly right-handed; cerebral dominance not clearly left 

(i.e., mixed or right dominance) 3 
Handedness not clearly established 9 
Clearly left-handed; clearly left cerebral dominance 3 
Clearly left-handed ; clearly right cerebral dominance 3 

*Percentages vary with age, and incidence of handedness varies 
slightly from country to country. 



speech. The best example is destruction of the internal cap- 
sule; with the increase in surgical correction of Parkin- 
sonism, some structures in the basal ganglia and the dien- 
cephalon have also become suspect as being involved in - 
speech mechanisms. Lesions in the lateroventral nucleus of 
the thalamus, particularly, have a relatively large incidence 
of untoward sequelae of this sort; everything from mild 
dysarthria to complete anarthria has been observed. Also, 
palidectomies may compromise the elaboration of speech. 
As a rule, these disturbances are limited to motoric events, 
with perception or language-knowledge remaining intact. 

There is considerable evidence (see Ploog, elsewhere in 
this volume) that in carnivores, and probably also in lower 
primates, the peri-aqueductal gray in the mesencephalon 
subserves motor coordination in vocalizations of various 
kinds. Speech calls for highly specialized and well-inte- 
grated coordination of some 100 muscles. This coordination 
can be disturbed to the point of complete anarthria, and 
there are some suggestions (Lenneberg, 1962) that lesions 
(particularly when sustained during embryogenesis or at the 
time of birth) in the peri-aqueductal gray are responsible 
for this disorder. 

PERIPHERAL ANATOMY The vocal tract in man shows a 
number of structural changes that make the production of 
speech sounds uniquely possible (Lenneberg, 1967; Lieber- 
man et al., 1969). On the other hand, these modifications 
are not the essential prerequisite for language capacity. 
Children with greatly deformed fauces can learn to under- 
stand English, even though their own speech is unintelligi- 
ble. Further, a careful study of the congenitally deaf shows 
that these individuals learn to communicate via a natural 
language, such as English, even though they cannot hear and 
usually cannot speak (their medium of communication may 
either be sign language, which is a direct derivative of 
English, or simply reading and writing). Also, congenital 
blindness is no impedance to language acquisition, which 
demonstrates that the capacity for language is not simply a 
capacity for associating auditorially perceived patterns with 
visually perceived patterns. Moreover, children with fixed 
mesencephalic lesions that interfere with muscular coordina- 
tion for speech (congenital anarthria) may nevertheless ac- 
quire knowledge of a natural language if the rest of their 
brain functions normally. (An objective test to demonstrate 
this finding is described below.) 

The neurological correlates of language areprocesses, 
not information confined to structures 

Neither the knowledge of words nor the knowledge of any 
particular rule for the formation of sentences appears to be 
lodged in any particular tissue, which suggests that the 
capacity for language is based on peculiar modes of inter- 

cellular activities instead of on the presence of special cells 
that respond only to peculiar speech stimuli. In the remain- 
der of this paper, I argue against the hypothesis that lan- 
guage capacities can be explained by an assembly of ana- 
lyzing or detecting units and in favor of the idea that the 
neural correlates of language capacities are a propensity for 
certain activity patterns in the human brain. The activity 
patterns that I am thinking of would have to be conceived 
of as a h~erarch~.  At the highest level we consider only the 
state of the entire brain. This state, however, must be ana- 
lyzed as the composite of the activities of all the suborgans 
of the brain. The suborgans, in turn, are a composite of 
different activities in their various regions and nuclei, those 
of their cells, and those of their organelles. 

CLINICAL SYMPTOMS OF APHASIA Many typologies for 
aphasic symptoms have been proposed, but none has found 
universal acceptance. The least controversial classification 
is a threefold system: (I) productive-saying words is either 
impossible or very difficult, but language-knowledge is in- 
tact (patient understands everything and can usually read 
and often write a little with left hand); (2) cognitive-pro- 
duction of words is possible, but patient has difficulty under- 
standing what is being said to him and his own utterances 
are either incoherent or incomprehensible; (3) amnestic- 
patient can produce words and can usually understand 
spoken and written material fairly well; he experiences, 
however, enormous difficulties in finding the words he 
needs for any given utterance. 

GENERALITY OF DEFICITS It is possible to make one gen- 
eralization about language disorders that holds for any of 
the three types: no lesion can abolish selected linguistic 
units. Deletion of a few items from an otherwise intact 
repertoire does not occur. A patient cannot lose three of his 
36 phonemes, or two of his 12 prepositions, or seven phrase- 
structure rules and 20 transformational rules h la Chomsky's 
generative grammar (Chomsky, 1965). Disease alters the 
modes of normal function (interferes with the way of 
speaking, understanding, doing) but does not wipe out ac- 
complishments item by item. The alterations of the under- 
lying neurophy~iolo~ical processes interfere with the 
smooth operation of speech and language, but these inter- 
ferences do not follow either the linguist's or the psycholo- 
gist's theoretical construct. This fact tends to be obscured 
because patients are so frequently examined by some stan- 
dard test constructed by linguists or psychologists who sim- 
ply look for features suggested by their own theories. When 
individual patients are studied exhaustively and without the 
constraints of a test that merely allows the recording of a 
few fixed items, discordance between the patients' deficits 
and traditional theoretical models becomes more obvious. 



DISSOCIABILITY OF SELECTED LANGUAGE AND SPEECH TABLE I I I 
SKILLS The clinician who attempts to examine his aphasic Dissociabi~ity of verbal Lommunication~om general cognition 
patients as an unbiased descriptivist (or naturalist) will at 
first be puzzled by an apparently endless variety of symp- INTACT 

toms. Every patient will show a slightly different pattern 
in what he can no longer do and in what he can still do. 
Faced with such a sea of unordered facts, one will wish to 
do two things: (I) try to discern correlations in order to re- 
duce the mass of data to a smaller number of underlying 
factors; (2) see whether the factors also reflect some inde- 
pendent ("real") brain correlate. Step 1 is too obvious to de- 
serve further comment here. Step 2 should also be an ob- 
vious endeavor, but it has been badly neglected in aphasi- 
ology, although it is of the greatest heuristic value for the 
neuropsychologist. It suggests what questions are to be 
asked. 

The logic implied by Step 2 is familiar to us from other 
types of biological investigations, such as genetics. We ob- 
serve all the variations in the morphology or behavior of an 111, the answer is fairly simple. In this case, we may assert 
organism, say the fruit fly. Symptoms that are strictly cor- confidently that verbal communication in general is dis- 
related are attributed to a single factor, say a gene or a sociable from nonverbal cognitive processes. We must add, 
chromosomal locus. This suggests criteria for systematic however, that even here we are dealing with questions of 
breeding experiments and for a further search for the degree. The patient whose intellect is affected by disease, 
genetic mechanism involved. who has difficulty with subtractions, with understanding 

There is a simple way of ordering our clinical observa- proverbs, with recognition of the use of objects, and so 
tions so as to show up the lacunae in our knowledge; it tells forth, would clearly not be saying exactly the same sorts of 
us at once whether the classification system adopted is things as he used to say before he fell ill. When we look at 
relevant to neurophysiological inquiry. Consider, for in- language behavior in detail, we often have dficulty in 
stance, the question of whether it makes neurophysiological keeping language skills separate from cognitive skills as 
sense to treat the power to speak (let us call it globally manifest in what a person is saying. In general terms, how- 
verbal communication and not worry, for the moment, about ever, the statement is correct; speaking is clinically dissocia- 
the different aspects of this complex) as distinct from other ble from other cognitive functions. 
cognitive capacities (let us call them collectively nonverbal If we make a similar matrix out of the threefold classifica- 
cognitiveprocesses). Does verbal communication have brain cor- tion (productive, cognitive, amnestic) mentioned in the 
relates that are independent of the correlates underlying previous section, as in Table IV, we begin to see that the 
such capacities as making inferences, developing new learn- more specific language skills, as suggested by clinical ex- 
ing sets, recognizing common denominators in physically 
different objects and situations? We shall say this dichotomy 
promises to-be of heuristic value for the nebrosciences if the TABLE IV 
two types of processes can be affected independently by 
disease-if double dissociation can be demonstrated; there The dissociability of aphasic symptoms 

must be some patients who lose the power of verbal com- INTACT 

munication without suffering appreciable loss in their non- 
verbal cognitive processes, and vice versa. 

Conveniently, one sets up a matrix such as that shown in 
Table III; the entries in the cells record the c h c a l  occur- 
rences. All available cells must have positive entries, i.e., the 
particular combination of symptoms must be observable. 
If not, we are probably deceiving ourselves by giving 
separate labels to behavioral disorders that do not have in- 
dependent and specific brain correlates and are therefore of 
little interest to the student of brain functions. As long as 
we are dealing with such gross classes as are shown in Table 
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Verbal Communication 
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Cognitive 
Processes 

Nonverbal 
Cognitive Processes 

Commonly seen in 
traumatic aphasia 

Seen in senility; in congeni- 
tal feeble-mindedness; 
sometimes in certain drug 
intoxications 
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Wernidce's aphasia 
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of aphasia 

Language- 
knowledge 



perience, do not present so clear a situation. By speech- 
praxia I mean the capacity to say whatever one wants to 
say, i.e., marshaling the muscles of the vocal tract and 
coordinating their action for speech. Language-knowledge is 
the general capacity to understand what is being said (of 
course, on a level of interest, complexity, and education ap- 
propriate to the patient's background) and to communicate 
coherently through the verbal medium, by either speaking 
or writing. Word-presence is the capacity to think promptly 
of the right word at the right time. 

The construction of a matrix such as that shown in Table 
IV reveals our lack of knowledge. At present we do not 
have sufficient evidence to assert that there is complete dis- 
sociation among the three symptom complexes. We see 
that speech-praxia and language-knowledge are clearly in- 
dependent, i.e., they may be affected selectively, but it is not 
certain if the memory disorder underlying word-presence 
is entirely dissociable from language-knowledge. The Table 
does not give any information on whether either language- 
knowledge or word-presence is dissociable from other 
nonverbal cognitive processes, but the clinician who took 
the trouble to set up the appropriate matrix would soon 
convince himself that there is, in fact, no evidence yet that 
complete dissociability is possible. Probably when language 
is affected in these more particular ways, certain specific 
nonverbal capacities are also affected. 

If' we now take the complex previously called language- 
knowledge and try to split this further, for instance into 
speaking coherently and understanding sentences (Table V), 
we gather from the matrix that doubledissociation is not 
possible. Perhaps understanding may be relatively more in- 
tact than speaking, but, to my knowledge, the reverse does 
not occur. Thus, the relationship between the two is one of 
a particular within a general. 

We are led to the conclusion that the only clearly inde- 
pendent skill is what we have called speech-praxia. This 
skill may be abolished while apparently all other intellectual 

TABLE V 
The dissociability ofcertain cognitive aspects of language 

INTACT 

functions remain intact. It is also interesting that this skill 
has the least controversial anatomical representation. On 
the other hand, although the oral transmission of language 
is a biologically constant and universal feature of modern 
man, we have also argued that it is not the necessary and 
sufficient basis for verbal communication. This, too, is il- 
lustrated by our patients. Although they cannot speak, they 
can receive and send coherent verbal messages (in contrast, 
for example, to a chimpanzee). But language-knowledge, 
the kernel of language capacity, is physiologically more 
closely tied to more general cognitive processes, a point to 
be expanded presently. 

INERADICABILITY OF LANGUAGE CAPACITY Although 
disease may impede the capacity for verbal communication, 
circumscribed lesions cannot neatly wipe out all aspects of 
language (without, at the same time, compromising severely 
the patient's general cognitive function). In other words, 
a patient to whom we can no longer talk or who can no 
longer talk to us is usually not devoid of any and all lan- 
guage capacities (he is not like an infant who has never 
learned to speak), but his language capacities are so dis- 
torted as to be of no practical value for communication. As 
we have seen before, the patient who cannot say anything 
frequently continues to understand, and the patient who 
cannot understand often speaks very fluently (although in- 
coherently). In fact, he may speak too fluently (logorrhea), 
reducing further his avenues of communication. To abolish 
language completely would require nothing short of a sub- 
total left hemispherectomy, and even then we could hardly 
expect the patient to be comparable to a normal human 
being who has simply not acquired language (as seen in 
congenital deafness before formal training). 

Moreover, in early chiidhood, the hemispheres are not 
yet specialized for language, and the left-to-right polariza- 
tion resulting in dominance is easily blocked by different 
types of pathologies (Basser, 1962; Lenneberg, 1967). One 
may also find, although rarely, adults with poorly devel- 
oped dominance, so that language processes seem more 
diffuse than is normal. These observations argue against the 
existence of anatomically definable language centers and in 
favor of activity patterns as the neurological correlates of 
language. Lesions alter the activity patterns by making cer- 
tain types of modulation impossible, but they cannot sup- 
press just one type of activity pattern, allowing others to 
persist entirely unimpaired. Overt language behavior and 
its underlying neurophy~iolo~ical process are restructured 
by disease but in a maladaptive fashion. 

E 
cl NONSPECIFIC ETIOLOGY Language disorders are the re- 

sult not only of structural lesions. They may be caused by a 
great variety of factors, including high fever, exhaustion, 
pharmacological agents, metabolic disorders, and intoxica- 
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tions. It is true that the clinical picture in all these conditions 
varies considerably, and that one could not mistake an 
aphasia caused by a vascular accident for a language disorder 
connected with alcoholic intoxication-merely because 
each of these conditions has its own side-effects. If we com- 
pare only the language symptoms and if we disregard the 
course of the condition, differences can be minimal. If such 
profoundly different pathogenic events can have such simi- 
lar effects, we can conclude only that the effect is due to a 
very delicate mechanism and probably also a very general 
one; almost anything that is bad for brain function may be 
bad for language. Again, the theoretical constructs of proc- 
esses and activity patterns seem to be more germane to the 
facts than any construct that implies the acquisition of in- 
dividual, independent items lodged in specific cells or tis- 
sues. 

The recognition process as a 
homologue ofthe language process 

It is sometimes possible to investigate one biological phe- 
nomenon by studying it simultaneously with another, 
closely related phenomenon. I wish to suggest here that the 
recognition process has many interesting parallels to the 
language process; in fact, I wish to treat the two as biologi- 
cal homologues. I am implying not that they are the product 
of a single physiological mechanism, but that they have 
distinct neurological correlates, which are based on similar, 
general principles of operation. I believe that each has its 
peculiarities, but that their common ontogenetic origins are 
still discernible in their analogous modes of functioning. 
The two sections that follow are presented in the hope that 
the juxtaposition has heuristic value; in going back and 
forth from language processes to recognition processes, we 
may be able to use the discoveries in one area as stepping 
stones or pointers toward discoveries in the other. 

CLINICAL SIMILARITIES BETWEEN DISORDERS OF RECOG- 
NITION AND OF LANGUAGE Some of the most striking 
similarities between recognition, especially in the realm of 
vision, and language are brought out under conditions of 
disease. Virtually every aspect of aphasia has its parallel in 
disordered perceptual processes. 

Take the phenomenon of incomprehension in so-called 
sensory aphasia. The patient cannot make any sense of what 
is being said to him, although his hearing is intact. Some- 
thing very similar may occur in recognition as a conse- 
quence of a variety of cerebral insults. The patient may ex- 
perience a visually perceived object as entirely strange and 
in some sense incomprehensible. He does not seem to know 
what to do with it or what it is for, although under certain 
conditions he may even know the name of the object; or he 
may recognize the importance and use of the object but feel 

that he has never encountered it before-the jamais vu 
phenomenon. In other instances, the environment suddenly 
and unpleasantly appears to be changing its shape, curling, 
bending, receding, or approaching. Movements may be 
perceived as abnormally fast or slow, or parallax motion 
may appear as irregular. Also, individual objects that are 
being regarded may change their shape. In these instances, 
the sense of the meaning of the objects and the sense of con- 
tinuity, constancy, and nexus with the subject's past ex- 
perience are inextricably intertwined. We find the same 
thing in sensory aphasia. 

Semantic dficulties, i.e., failure to understand the mean- 
ing of words, as a rule are mixed with dii%culties concerning 
the meaning of sentences, that is, the relationship between 
words. The patient picks one or two words out of the 
examiner's question and complains that he does not know 
what is being said about these objects. There are further 
parallels in the realm of recognition-for instance, the 
phenomenon of simultanagnosia, in which the patient is 
able to understand the meaning, that is, to recognize one 
object that is placed before him, but gives evidence of 
agnosia when he is asked to deal with a second object or to 
relate various objects in his environment one to the other. 

The productive end of language disorders also has its 
counterparts in recognition. Consider the uncontrollable 
sequence of visions caused by certain drug intoxications 
(notably mescal and LSD) or the disconnected emergence 
of meaningless patterns that may be caused by structural 
lesions. These symptoms may range from well-formed and 
"syntactically integrated" hallucinations, when the patient 
cannot tell his own fabrications from what he is experienc- 
ing, to disconnected and entirely meaningless flashes or 
patterns of sensations (phosphenes) that are experienced as 
if they were visually perceived phenomena. The close rela- 
tionship between the more productive and the more recep- 
tive sides is illustrated by the rare experience of superim- 
posed sights. The patient who is watching a person getting 
up and approaching him experiences a number of simul- 
taneous, coexisting images; he sees the person still sitting 
while he also sees him standing and walking (Kliiver, 1966; 
Teuber et al., 1960; Milner and Teuber, 1968). 

Even the memory defect in aphasia, the extraordinary dif- 
ficulty in finding words at the right moment, has its coun- 
terpart in recognition. The patient may have the sensation 
of being just about to see something, of almost having a 
visual image; he strives toward achieving that image but 
does not reach it-the yresque vu phenomenon. 

It appears to me that there is a general common denom- 
inator underlying this entire range of symptoms, both in 
language and in the recognition processes. It has to do with 
a general loss of nexus, a difficulty in integrating over time, 
of relating things from one moment of kxperience to the 
next, as well as of relating the present to the past. Some of 



the distortions may have to do with the distortion of certain 
temporal parameters in the processes underlying the experi- 
ence. Local relative slowing or speeding of processes that 
contribute to the total activity pattern may cause a disin- 
tegration or distortion in the interaction of functions. 

In the light of this interpretation, the topographic anat- 
omy of language functions assumes new meaning. Pre- 
sumably the topographic differentiation is the peculiar 
anatomical substrate prerequisite for the specific temporal 
modulation of the physiological activities responsible for 
language. This point of view would also explain the dif- 
ficulty of totally wiping out language capacities by circum- 
scribed lesions. Only certain temporal aspects of neural 
integration for speech depend on given loci; language still 
remains a mode of functioning that apparently involves 
much more of the brain than any of the older center doc- 
trines implied. 

We have not said anything about etiologies of the per- 
ceptual dsorders. As a matter of fact, many different etiolo- 
gies can cause symptoms such as those described. This point 
has been stressed by Kliiver (1966), who cites insulin hypo- 
glycemia, high-grade fever from a variety of infectious 
diseases, thyrotoxicosis, hashish and cocaine poisoning, 
schizophrenia, and neurosyphilis as possible causes. Mdner 
and Teuber (1968) have reviewed similar conditions caused 
primarily by trauma and epilepsy. We  may add to this list 
delirium and other mental derangements, especially in con- 
nection with chronic thiamine deficiency. Note that, as in 
the case of aphasia, entirely different conditions, with 
totally different pathological processes, can cause similar 
symptoms. There is only one possible interpretation; some 
very general aspect of brain function must be involved, so 
that almost anything can affect this general function. Param- 
eters of tempbral integration strike me as a general enough 
notion to be a good candidate here. Of course, speculation 
on the meaning is hazardous, but it seems reasonable to as- 
sume that the cognitive component of visual perception is a 
dynamic process, just as in the case of language. 

Clinical disorders in recognition-function resemble lan- 
guage disorders in many other ways. In both cases, the ex- 
periences or the behavior resulting from the disease are re- 
arrangements rather then obliterations; capacities are re- 
structured but in a maladaptive fashion. A similar explana- 
tion was first proposed by the German neurologist V. von 
Weizskker (1950), who called it Funktionswandel. Although 
it is possible to produce both experiences and behavioral 
derangements through electrical stimulation, it is not clear 
whether destruction of the stimulated loci would establish 
the same disturbance permanently. Further, just as in lan- 
guage, it seems as if no lesion could wipe out visual rec- 
ognition without at the same time introducing other dimen- 
sions of cognitive disorders. (Such seems to be the case with 
man, although some reports of parallel animal experiments 

give but scanty support for this assertion. We must remem- 
ber, however, that information on behavioral deficits in 
animals is never so detailed as in human patients. In fact, the 
testing of lesioned animals is always and necessarily re- 
stricted to a very few areas of behavior, and in most in- 
stances the behaviors tested are ethologically artificial for 
the animal.) 

We have stressed that language disorders are never dele- 
tions of specific items from a repertoire. The same may be 
said of recognition disturbances. Patients do not encounter 
difficulty with any one item or a fixed list of them; what- 
ever the nature of their disturbance it applies to percepts in 
general. Only whole modes of functioning become dis- 
torted in disease, not one or another association or learned 
act. 

SIMILARITIES BETWEEN THE NORMAL PROCESSES OF REc- 
OGNITION AND LANGUAGE TO the layman it may appear 
that language differs from visual recognition in two funda- 
mental ways: he may believe that the former is arbitrary 
and sequential whereas the latter is supposedly "natural" 
and simultaneous. But this view is incorrect with respect 
to recognition. Recognition also involves a certain degree 
of arbitrariness-it has a learned component, in that the 
organism must associate many arbitrarily paired features. 
Animals (at least most mammals) and man must interact 
with the environment during the developmental period for 
the recognition process to be well adapted to the exigencies 
of adult life. (This similarity between language and recogni- 
tion had already impressed the behaviorists who discussed 
language some 20 years ago. It led them to think that there 
was virtually nothing special to be said about language and 
that any animal has the basic capacity for language acquisi- 
tion. The latter conclusion, however, is not warranted; al- 
though language is not different from recognition with re- 
spect to arbitrariness, it is different in certain other impor- 
tant ways, to which we shall return.) 

In order to understand language, it is, of course, necessary 
to process temporal patterns and to discern sequential rela- 
tionships. Visual recognition, however, requires very sirni- 
lar tasks. It is well recognized today that all aspects of per- 
ception have a temporal component and that the brain must 
establish connections between what is seen from one mo- 
ment to the next and between the present and the past. Nor 
is there a fundamental difference between language and 
recognition simply because one appears to be productive, 
whereas the other appears to be only passive and receptive. 
The comprehension of the visually perceived environment 
requires an active process. This has been the main subject of 
Gestalt psychology, which has provided an endless variety 
of examples that show that physical stimuli may become 
imbued with different meanings, depending on a variety of 
subjective factors, including disposition and previous ex- 



perience. A similar point has been made by phenomenolo- 
gists and, before them, by exponents of various schools of 
philosopby, particularly the German rationalists. MacKay 
(elsewhere in this volume) gives further demonstrations of 
the subject's active contributions to perception. 

Similarities between language and recognition (or even 
cognition in general) become rather striking when attempts 
are made to characterize the two in some formal metalan- 
guagesay, an algebra. Such an anempt has been made re- 
cently for language by Chomsky (1965) and his school, and 
some hundred years earlier similar attempts were made for 
the laws of thought and knowledge (or, as we would say 
today, cognition) by Boole (1854). That Chomsky's genera- 
tive grammar has the essential features of a Boolean algebra 
is not simply because Chomsky arbitrarily chose that meta- 
language, but because the two processes are quite objec- 
tively classificatory in nature. 

One may discover the rules that govern the formation of 
sets in visual recognition as well as in language. When this 
is done for visual recognition, we have an attempt to dis- 
cover equivalence classes of stimuli-to use Kliiver's (1965) 
terminology-for a particular animal. In other words, we 
ask what kinds of patterns are processed by the animal as if 
they were similar; what kinds of distortions and transforma- 
tions preserve or destroy the sense of similarity for the 
animal; and the problem essentially remains the same, no 
matter whether the animal is man, dolphin, or honeybee. 
When questions of this sort are pursued, and the results for 
different species are compared, we discover (at least in many 
instances) that the "sense of similarity" is often species- 
specific with respect to certain stimulus phenomena. Cats, 
for example, do not seem to be able to recognize objects 
when they are presented as line drawings. It is not even 
certain whether they recognize a scene that is shown on a 
TV screen. In contrast, there is evidence that chimpanzees 
recognize photographs and certain other graphic repre- 
sentations. It is not yet known, however, whether the con- 
ditions or criteria for similarity, if tested systematically, 
would be identical for chimpanzee and man. It would not 
be surprising if certain discrepancies were found. After all, 
their brains are structurally not identical; might we not also 
expect differences in the mode of function? 

This discussion is relevant to language because in language 
we see the extreme form of classificatory behavior, and in 
many instances we can quite easily state what the rules are 
that govern the formation of language classes. The specific 
rules of the grammar of language are, of course, different 
from the specific rules of a "grammar of recognition7' 
(where rule ofgrammar must be understood as the symbolic 
representation of operations or computation-like processes). 
It can be shown (I am completing a monograph on the sub- 
ject), however, that the general mode of calculating with 
classes is remarkably similar for man's recognition behavior 

and for his language behavior. This discovery has strength- 
ened my belief that the similarity between language and 
cognition is based on a true and biologically based affinity. 
The difficulties encountered by any other animal in ac- 
quiring language (as characterized in the next section) must 
be the result of the species-specificities in types of cognition. 

Some characteristics ofhuman language capacity 

The basic units in verbal communication are neither speech 
sounds nor words but sentences, or, as Hughlings Jackson 
preferred, propositions. "The food is bad." "I want milk." 
"Tomorrow the sun will shine." We are so bound by the 
propositional nature of language that it is impossible for us 
not to impute a proposition even to single-word utterances 
such as those spoken by an d i n t ,  for instance. When he 
says "milk" or "daddy," we at once believe he uttered a 
wish or commented on a situation-"I want milk," "I see 
daddy." In the discourse of adults, every single word ut- 
terance is invariably understood as a sentence in which the 
self-understood components have been omitted. 

Sentencehood is a class, in fact the most characteristic 
class of all languages. It is an open, or intensive, class; that is, 
membership is defined by a general principle-a relational 
principle called predication or attribution. To discover 
whether a sequence of words is or is not a member of this 
class, an operation must be performed in which it is decided 
whether the peculiar relationship, predication, does or does 
not hold. What we have said so far is familiar to every 
fourth grader: a sentence consists of a subject and a predi- 
cate. But what is not so obvious is that the predicate rela- 
tionship is of a rather abstract and very general nature. It 
turns out to be the basis of virtually all concatenations of 
words. If we characterize language in ternis of a formal 
system, predication has the status of a binary operation. The 
meaning of this operation could roughly be translated as: 
"There are two elements, a and b, and the relationship is 
that b is a specification of a." In the phrase "old man," 
old is the b element, which specifies man, the a element, pro- 
ducing "the man is old," from which "old man" is derived 
(by another set of operations technically called transforma- 
tions). 

A further and strictly formal characteristic of all lan- 
guages is that the basic binary operation may be applied 
iteratively. Consider an imperative: "Put the shoe on the 
bed." This might be expressed in any language, and it is 
simple enough so that any child who is just beginning to 
learn to speak will understand it. But notice how the seman- 
tic or meaning-bearing elements are syntactically related 
to one another. The subject is you, the a element; the b 
element that specifies it is the activity putting. This nuclear 
a-b pair is bracketed (see Figure I), forming a new a element 
that is specified by a b, in this case the object shoe, itself 



FIGURE 1 Diagramatic representation of all predicate relationships (and the relation 
between these relations) of the imperative: "Put the shoe on the bed." The covert sub- 
ject you is shaded; words appear disordered because of the arbitrary convention of 
letting the b element, the modifier, follow its subject, the a element. 

predicated by the definite article. Once more, the entire 
result is bracketed to form a new a, specified by the b 
element, a prepositional phrase, which is a syntactic class 
also made up of a composition of predications. In this case, 
the phrase on the bed is made up of a double iteration: bed 
is specified by the article the, and this phrase is specified by 
the preposition on. We now have the logical structure of the 
concatenations. To  make a well-phrased sentence out of 
this net of predicate relationships, fbrther operations of the 
transformational type must be brought to bear on the 
words. 

Much detail has been left out of this characterization, but 
it serves to show that even very simple sentences are based on 
very abstract relationships. 

So far, we have confined ourselves to the syntactic aspect 
of language in very general terms. If we say that the sen- 
tence "Put the shoe on the bed" has been understood, we 
imply that the subject has decomposed the sentence into the 
relational pattern diagramed in Figure 1. Syntax is an in- 
dispensable characteristic of human language. Any com- 
munication that lacks the type of relationship just sketched 
out is simply not comparable to human language. 

The semantic side of language is even more complicated 
and still more dependent on abstract relational principles. 
Words are never simply the tags of individual objects. 
Words also stand for classes, and the classes are specified by 
families of relational principles. The child who learns to 
speak and to give names to objects learns the particular 
principles that define a class. Thus, table is not the name of a 
thing in the same way as Napoleon is the name of a certain 
man; table is the name of a set of relations that have to do 
with physical appearance as well as with function and use. 

Because the child does not learn an association between a 
sound pattern and a light pattern, but instead learns what 
the principle of naming is, he can give names to objects he 
has never seen before and be quite creative in this process 
(for instance, by calling a rock a table if he wishes to use it as 
such). Switching for a moment to the psychologists' ter- 
minology, we may say that names label conceptualization 
processes. 

The complexity of the semantic relationships becomes 
most obvious if we imagine a computer-like device en- 
dowed with pattern-perception capacities equaling those 
of a child. If it is to understand such a sentence as "Did I put 
the shoe on the bed?" it must have computational facilities 
that allow it to recognize physical patterns, such as shoes and 
beds, and also to ascertain whether the relationship putting or 
on holds, in this case, and whether either the shoe or the bed 
is the object of the preposition on. Further, if the computer 
misunderstands the sentence and construes it analogously 
.to the question "Did I put the shoe on the child?" it would 
program itself to do quite a different computation on the 
optic arrays. It would return an answer "No," based on the 
observation that I did not dress the bed. We see, then, that, 
even if naming objects were a simple operation, the seman- 
tics of a sentence go far beyond a simple pattern matching 
and involve the computation of relationships, first in the 
sentence and then upon the environment. 

Processing of the sound patterns of a language is also 
based on a complicated computational procedure of which 
we now know that it cannot be accomplished by simple 
tracking of acoustical components or by template matching. 
This point has been dealt with in detail elsewhere (Lenne- 
berg, 1967) and cannot be reviewed here. It is also some- 



what irrelevant to the basic problems of language, because 
children, for instance, may acquire language-knowledge 
through reading and writing only and in the absence of the 
special skills needed for phonological analysis. 

Clearly, language cannot be defined exhaustively in a few 
sentences. But, in lieu of a definition, I give below an 
imaginary primitive language that contains some funda- 
mental features of all human natural languages. Any animal 
that can understand sentences in this language, i.e., execute 
commands or answer questions by signaling yes or no, 
may be said to have at least some of the basic capacities for 
language. Here is a typical lexicon: 

7 object words: cup, box, ball, pin, bed, table, window 
3 action words: take, put, point 
4 attribute words: small/big, roundish/squarish 
7 relational words: on/under, out/in, to/from, and 
3 syntactic markers: affirmation, negation, question 

24 total vocabulary 

The syntax of this language consists of only two types of 
sentences, imperatives and questions. Delivery of the sen- 
tence may be in any form whatever--spoken words, hand- 
signs, written symbols, or any other code-and the subject 
to be tested must be able to signal only two words, yes and 
no. On the semantic side, however, the sentences produced 
in this language should follow the conventions of some 
natural language, e.g., English. Language capacity in a sub- 
ject, say an autistic child. a normal Infant at age 12 months, 
or a chimpanzee, is demonstrated if he correctly executes 
commands in this language and also answers questions ap- 
propriately. Notice that our concern is only with under- 
standing sentences. We  do not require the subject to say or 
signal anything except affirmation or negation-yes or no. 
Furthermore, we do not care about the method used to 
prepare the subject for this task; it might be anything from 
just speaking to the subject to training him in a formal con- 
ditioning paradigm. The test is designed merely to see 
whether a basic capacity for language-specific computations 
is present. 

Sometimes it is difficult, even in normal children, to 
adduce rigorous proof of language-knowledge. In fact, 
many a doting mother imputes language comprehension to 
her infant long before the child is likely to be able to have 
passive language-knowledge, such as tested for above. The 
dog that heels on command, the baby who waves bye-bye 
when asked to, the autistic child who comes to the dinner 
table when he hears the words "dinner is ready," or the 
chimpanzee that makes a number of hand signals to which 
observers ascribe meanings by using their own imagination, 
have not really demonstrated a capacity for language- 
specific computations. The subjects have merely shown that 
a given stimulus may come to elicit a fixed behavioral se- 

quence or that they can emit spontaneously a volley of 
signals. All this is still far too general to qualify even as a 
precursor of the operations on which human language is 
based. The subjects have yet to give evidence that they are 
capable of extracting the specific relationships (and rela- 
tions between relationships) that are encoded in simple sen- 
tences, of analyzing the environment in terms of these rela- 
tionships, and of matching up these two sets of operations. 

Conclusions 

As a working hypothesis, I propose that language is a spe- 
cialization of the human type of cognitive processes. These, 
in turn, are a special form of the more general primate type 
of cognition; this of a mammalian type, and so forth. A 
biological view of language induces me to postulate a com- 
mon descent of all existing natural languages. Language 
always has its roots in the physiological processes of cogni- 
tion. 

The characterization of language is slightly different, de- 
pending on whether the linguist, the mathematician, or the 
physiologist speaks. In linguistic terms, language consists 
of classes and of principles or rules. These same concepts 
may be translated into the terminology of a Boolean alge- 
bra, and now we are dealing with sets, operations, and rela- 
tions, each implying the other. The physiologist must look 
at language as a set of activities and processes. Notice that 
each approach forces on us a dynamic point of view. The 
fact that language also has a repertoire such as a vocabulary 
is not its most outstanding feature. In fact, it shares this with 
many other accomplishments of animals and men. 

Although the importance of language for social cohesion 
in man cannot be overestimated, and its dependence on in- 
teraction between individuals is established, the cornmuni- 
cative function of language can also mislead the investigator. 
An overemphasis on the communicative aspects engenders 
the notion that language has been purposely devised, llke 
a tool, to serve as a vehcle for the transfer of mformation. 
This attitude glosses over the real problems: what is the 
nature of the sender-receiver, and how is the range of 
messages limited or even determined by the structure and 
function of the devices that do the communicating, i.e., the 
brains involved?Just what does it mean, in biological terms, 
to have knowledge of a particular language, and, more 
generally, what is the capacity for acquiring such knowl- 
edge? 

The basic proposition stressed is that language-knowledge 
is an activity (not a static storehouse of information), name- 
ly, the extraction of peculiar relationships from the en- 
vironment and the interrelating of these relationships. This 
activity is a special form of a general family of activities, 
collectively called cognition; the point is illustrated by 
showing that there are important parallels between the 
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cognitive aspects of perception and those of language. The 
neurological clinic provides further support for the view 
that language function is patterned in ways similar to cogni- 
tive (especially perceptual) function. A comparison of ac- 
quired language disturbances with other acquired disorders 
of cognition, such as perceptual recognition, emphasizes the 
similarity in symptomatology, as well as in the natural 
history of development and of loss due to disease. A scrutiny 
of the clinical facts suggests that disease of any form causes 
merely a disturbance in the integration of activities and that 
this pathological restructuring of activities-the physiologi- 
cal imbalancemanifests itself behaviorally in various in- 
capacities. The incapacities, however, must never be viewed 
as the simple deletion of given, circumscribed items from a 
repertoire of skills or as the elimination of Information from 
an otherwise intact collection. Instead, a new configuration 
of behavioral propensity-mostly of an ill-adaptive nature 
-ensues from disease. 

These considerations lead to new directions in research on 
brain correlates of language. Because language-knowledge 
is seen as the result of an interaction between activities, i.e., 
between physiological processes, aphasic symptoms, as an 
example, should be investigated for their temporal param- 
eters, such as changes in rate, rhythm, sequence, continuity, 
capacity for preserving a sense of nexus, modes of trans- 
forming spatial patterns into temporal ones, and so on. 
Further and systematic comparison of aphasic symptoms 
with other intellectual disorders is also apt to lead to new 
hypotheses concerning the general nature of the physio- 
logical processes underlying mentation in man. 
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"The scope [ofthis section] is def;ned by the levels o f  
integration between higher nervous functions and basic 
cellular mechanisms." BULLOCK, PAGE 375. This diagram, 
which ilhistrates the position oftheglomerulus in the 
netrronal network of the cerebellar cortex (above) and an 
idealized version o f  its ultrastrticture (below), isfrom 
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36 operations Analysis of 

Nervous Functions 
T H E O D O R E  H O L M E S  B U L L O C K  

WE ARE IN midcourse in the rough progression from large- 
scale to smaller-scale problems. The focus is therefore 
shifted, for several chapters, away from the prime concern 
with over-all consequence in behavior and onto the or- 
ganizational aspects of how the nervous system operates. 
It is not yet centered, as in the later blocks, on the hardware 
or componentry; that is, on just which molecules and con- 
figurational changes account for the cellular actions. Rather, 
given the membrane machinery for generating potentials 
and responding to signals, this block of chapters deals with 
such questions as: What is going on in a brain center? 
What events, interactions, and distribution of influences 
comprise the workings of the communication device or 
Information machine we call the brain? 

In brief, the scope of the present block is defined by the 
levels of integration between higher nervous functions and 
basic cellular mechanisms. We may call this broad, inter- 
mediate area that of neural subsystems. By this term, we 
mean any functionally related subsets of the set of all nerve 
cells and associated cells considered &om a systems view- 
point. 

There are many subsystems. They embrace larger and 
smaller sets of elements; they overlap and are delimited 
arbitrarily, in some cases by function, in others by structure. 
Examples are the visual, olfactory, somesthetic, limbic, 
reticular activating, extrapyramidal, temperature-regulat- 
ing, startle response, and hypophyseal control systems- 
any fraction we wish to define. Its role in the whole system 
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may or may not be clear, but the assumption in each is that 
there is a particularly significant functional relationship de- 
fining the subsystem. (Classically, many of these are "sys- 
tems," whch is quite appropriate when considered by 
themselves; in the context of the whole nervous system, 
they are subsystems.) 

From the great array of subsystems we can deal with only 
a small sample, chosen for the diversity of approaches, 
lessons, and challenges they represent. One of the aims is to 
bring out transferable principles, both of brain organization 
and of research strategy. This essay deals with the latter, 
and is highly subjective. It is not a synthesis and is only in 
part a sermon; the main effort is to be suggestive. This 
chapter relates to the other chapters in this section by a vital 
thread which is explained as the argument unfolds; in brief 
they are selected examples of the approach to understanding 
the nervous system via disclosure of the operations of the 
subsystems. 

NEED FOR REVOLUTIONS T. S. Kuhn, in The Structure of 
Scientific Revolutions (1962), pointed out that "normal sci- 
ence'' aims not to upset but to consolidate, document, and 
quantitate the accepted general framework or "paradigm" 
of a field. But the real advances are made in revolutions. 

I want to disturb, to incite, to disinhibit our imaginative 
thinking. The state of neurophysiology, rich as it is in ex- 
citement of new approaches, euphoric with its wealth of 
weapons, inundated with its accelerating flood of findings, 
yet needs an mfusion. Our rate of progress toward under- 
standing "what is going on here?", i.e., the main principles 
of operation of large numbers of cells in organized arrays, is 
unsatisfactory. We ought, therefore, to encourage the 
dreaming up of candidate principles, to be looked for and 
then invalidated or permitted. We  should be better pre- 
pared to recognize the emergent properties that must inhere 
in a system so complex. The hard-won framework of our 
present understanding of the nervous system is surely going 
to prove wrong in major ways. As in the history of classical 
physics and classical genetics, the order we have created out 
of ancient chaos will be short-lived and displaced by 
revolutions and, one hopes, a new order. This means we 
should provide positive encouragement to break out of the 
framework that we are relatively satisfied with today and, 
whlle continuing to hammer out the best work we know 
how to do, constantly seek saltations. 

Let me emphasize, lest these statements be mistaken as 
license for dilettantism, that a solid grounding in the ac- 
cumulated body of knowledge remains a prerequisite for 
sophisticated evolution of ideas. But it is futile to use the 
reins of caution on a horse that has no spirit, and one cannot 
strike out in new directions on a tried and true trail. 

Whereas the revolutions in physics, genetics, and some 
other fields can be traced to accumulated concern over dis- 

crepancies in highly quantified data with mathematically 
derived, precise predictions, this is not the only genesis of 
revolution. In neuroscience there is not yet a quantified 
framework, except in special branches. In most of the field, 
the rigor permitting real discrepancies between expectation 
and finding is too far off to wait for. Yet we do have a 
"paradigmH in Kuhn's usage-the guiding set of generally 
accepted propositions. A glance at our own history supports 
the call for saltations, for imaginative ideas, to break out 
into new paradigms rather than waiting for speclfic dis- 
crepancies. 

Let us recall some unexpected discoveries, made by look- 
ing, not by reinterpreting, doubtless aided by a thorough 
familiarity with the literature, by asking "Is that all there 
is?", "What for?", "What if?", "How about?", and 
"what is going on?" 

HISTORIC SALTATIONS What do I mean by saltation? To 
go back only a few decades, remember when local poten- 
tials came in? They were resisted, disbelieved, and explained 
away, but they eventually put us on a new plane of under- 
standing. Remember when direct inhibition came in? 
When the McCulloch-Pitts neuron was quite an accurate 
model of the best we knew? Then dendrites were rediscov- 
ered, and we had symposia about their differences from 
axons. Remember when electrical transmission was dis- 
covered? And then electrical inhibitory and electrical ex- 
citatory, chemical inhibitory and chemical excitatory, one- 
way and two-way synapses? We soon became blast about 
those, only to be jolted by presynaptic synapses. These were 
at first a negligible curiosity in some no-account inverte- 
brates, but then the wave of new instances swept up the 
mammalian cord and brain. Another great leap began when 
direct, low-resistance electrotonic connections were found 
between neurons in the cardiac ganglion of lobsters, a dis- 
covery that soon spread like wildfire through other in- 
vertebrates, lower vertebrates, and, only recently, mam- 
mals. 

INCIPIENT SALTATIONS It is a little too early to say, but 
we may witness a major saltation if it turns out, as it now 
seems, that there are several distinct codes in nerve impulse 
trains, not merely the code of mean frequency. Another 
vast change in our conceptual model seems sure to come 
when we begin to assess the numbers of neurons that per- 
form their normal roles without spiking, as the majority of 
neurons in the retina are now known to do. An old idea 
will become a revolutionary one if it can be shown that dif- 
fuse electrical fields in nervous tissue are influential as causes 
and not only as inevitable consequences of nervous activity. 

Other major saltations wait in the wings for new evi- 
dence. We  heard at the ISP the tentative suggestion that a 
large fraction of the synaptic vesicles in invertebrate axons 



are not waiting to be released as synaptic transmitters but 
may be en route to release as neurosecretory messengers. 
S. A. Raymond has just completed a doctoral thesis at 
M. I. T. that gives new life to the idea that axonal branch 
points may be systematic, complex filters of temporal pat- 
terns of spike trains, and that the filter properties depend on 
the recent history of the axon as well as on activity in 
specific classes of neighboring fibers. The possibility of labile 
growth of fibers and endings recurs. The two-way traffic in 
axons, involving both fast and slow transport of substances 
to and from the cell body, gives ample basis for specific 
molecular information flow. The suggestive evidence at 
hand that terminals can enlarge or shrink, even withdraw or 
multiply, is unpopular today but has not been explained 
away; if there is something to these suggestions, the elec- 
tron micrographs of fixed material are poor representations 
of functionally available connectivity, and the probability 
of a critical significance of such structural lability seems high 
enough to be taken seriously. 

Examples ofrecent saltations at the levels of 
multineuronal subsystems 

All the preceding instances of past or potential saltations 
concern essentially the neuronal level. Let me remind you of 
a few at higher levels. 

DIFFUSE, NONSPECIFIC ACTIVATING SYSTEM What a 
tremendous change in our thinking, our whole framework 
of simplifications about the mammalian nervous system, 
took place with the discovery of the diffuse, nonspecific 
activating system. Here, in parallel with the classical specific 
pathways ascending and descending for sensory and motor 
functions, was found another whole system in the core of 
the neuraxis. Although interconnected with the others, its 
neurons lose local sign and modality. This nonspecific 
activating system has a new kind of significance in gener- 
alized arousal, and provides a platform state without which 
the specific pathways cannot elicit behavior. No doubt this 
picture will be corrected and refined in turn. 

PARALLEL SENSORY SYSTEMS Much newer, and not yet 
assessed in many species, is the equivalently interesting dis- 
tinction between two parallel visual pathways (Held et al., 
1967,1968 ; Held, ths  volume). To oversimplifjr, the propo- 
sition is that the pathway via geniculate to cerebral cortex 
has the function of determining the "what," the pathway to 
mid-brain tectum that of determining the "when and 
where," of visual stimuli. The cortex permits pattern recog- . 
nition, but the tectum is necessary for useful behavioral 
orientation toward a desirable pattern. 

Mountcastle (1961) has clearly pointed to a basic distinc- 
tion between two parallel somesthetic systems, the lemnis- 

cal-ventrobasal and the spinothalamic-posterior thalamic 
group pathways. The lemniscal elements end in cortical 
units that are exquisitely discriminating in locus, intensity, 
and dynamics, and the spinothalamic elements end in 
cortical units that are vastly less specific in excitatory recep- 
tive field, inhibited by large skin areas, and not poised for 
action in rapid cadence. Katsuki et al. (1954) pointed out a 
similar distinction between thick and thin fibers of some 
sensory systems, and Bullock (1953) noted a number of 
examples. Something similar is emerging between dorsal 
and ventral cochlear nuclei (Evans and Nelson, 1966,1968). 

Julian Bigelow (personal communication) points out that 
biologists have been slow to recognize that such separation 
or factorization of different aspects of input into distinct 
processing channels is necessary in any system, living or 
not, which is adapted to adjust to a varying environment; 
the principles of such factorization are, he asserts, the really 
important generalizations to be made with regard to the 
evolution of higher forms. 

TKE LIMBIC SYSTEM ~ a u l  MacLean, elsewhere in this 
volume, speaks of the vast change in our general view that 
came with the recognition of the limbic system as a media- 
tor of affective state, instinct, and mood. Against the back- 
ground of classical localization of functions, with cortical 
areas for vision, audition, skin senses, movements, speech, 
and the like, and deep areas for temperature regulation, 
respiration, autonomic functions, and the like, it was a great 
advance to learn that such a vague, diffuse, and variegated 
role as affective state could be localized. The memorable 
image that represents this dknouement is of Professor Del- 
gad0 of Yale University facing a fighting bull and holding a 
transmitter control that could send stimulating pulses 
through electrodes implanted in the bull's amygdaloid 
nuclei-limbic structures in the temporal lobes. Whereas, a 
moment before, the beast had been charging aggressively 
toward the unarmed scientist, it stopped in its tracks within 
seconds of the onset of transmission, not paralyzed, in- 
sensible, or incapacitated in any of the classical specific sys- 
tems, but just plain tame. A great body of experiments has 
firmly established that stimulation or lesions in the limbic 
structures can cause tameness or aggressiveness, hypersex- 
uality, various signs of feeding and drinking, of emotional 
expression, and of recent memory impairment, and dis- 
turbance of normal sequencing of behavior. A single com- 
mon denominator is not yet clear, but a short while ago the 
idea that species- and individual-preserving mechanisms in 
the brain should be segregated was revolutionary. Factoring 
out the basic parameters, independent of modality, that 
nature has really played upon in evolving this organization 
is a prime challenge. 

We neuroscientists, who should recognize a revolution in 
thinking, are as guilty as anyone of becoming blast too 
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quickly; we become used to it, and too soon cease to be 
impressed by the wonder of functional localization of re- 
warrding, of punishing, of instinctive mood switching, of 
appetitive searching. Who would have thought a local 
stimulus would make a goat drink himself bloated, or a 
hungry cat spurn food? If we did not accommodate so 
quickly, the creative processes of germinating more salta- 
tions might be facilitated. 

It seems to me we have been for years on the verge of 
showing, in the limbic system, a neurophysiological basis of 
the old ethological concepts of action-specific potential and 
the hierarchical organization of instincts. These ideas were 
criticized by behaviorists, because they lacked a neuro- 
physiological basis. Actually, they are not only physiologi- 
cally reasonable but are strongly indicated by the frag- 
mentary evidence. The clear and satisfactory demonstration 
has not been made, however, and in the meantime the 
ethologists have nearly abandoned these terms. The ob- 
stacle has been not the ethologist's evolving terminology 
and improved precision but a too-rapid assimilation of a 
new paradigm or acceptance of a new view (the limbic sys- 
tem and its role) without applying to it thought as fresh as 
its significance deserves. 

The challenge ofstudy ofopesations at the 
level ofchanges in meaning ofmessages in neurons 

Another class of advances that has opened a whole new era 
in brain research is the characterization of the differences in 
meaning of signals in neurons, both in parallel and in series. 
By meaning I mean what information, relevant to the sys- 
tem, is encoded in the neuronal discharge, therefore the 
message content, which includes the label on the line that 
must be known to the system. As we follow either afferent 
pathways or motor systems &om lower to higher levels, the 
message content of the neurons must change. Beyond the 
question of coding (what parameters of neuronal activity 
carry the information), lies a realm of questions, such as 
those outlined above, that require insights into the natural 
history of the creatures (types of neurons) encountered with 
our collecting devices (electrodes) in the jungle of the 
brain, based on the aspects of input having interest for the 
organism, not on arbitrary measures chosen for the con- 
venience of our arithmetic manipulation. The change of 
meaning of impulse discharge from one level to the next is, 
in terms of units, the final useful result of the convergence 
and connectivity-the processing and integration that con- 
stitute a behaviorally defined subsystem. It is the problem of 
the labels on the lines and calls for a taxonomy in the best 
sense. 

Let me recount one example, a type of cell in the frog 
tectum postsynaptic to the optic nerve fibers, which 
Lettvin et al. (1961) called "sameness" neurons. These lie 

deep in the tectum and have receptive fields almost as large 
as the visual field of the frog. I quote the original descrip- 
tion : 

. . . It is a bit embarrassing to present the following description 
so batrachomorphically, but at least it reflects what we have found 
so far. Every such cell, in fact, acts so complexly that we can hardly 
describe its response save in terms ordinarily reserved for animal . -  . 
behavior. 

Let us begin with an empty gray hemisphere for the visual field. 
There is usually no response of the cell to turning on and off the 
illumination. It is silent. We bring in a small dark object, say 1 to 2 
degrees in diameter, and at a certain point in its travel, almost any- 
where in the field, the cell suddenly "notices" it. Thereafter, wher- 
ever that object is moved it is tracked by the cell. Every time it 
moves, with even the faintest jerk, there is a burst of impulses that 
dies down to a mutter that continues as long as the object is visible. 
If the object is kept moving, the bursts signal discontinuities in the 
movement, such as the turning of comers, reversals, and so forth, 
and these bursts occur against a continuous background mutter 
that tells us the object is visible to the cell. 

When the target is removed, the discharge dies down. If the 
target is kept absolutely stationary for about two minutes, the 
mutter also disappears. Then one can sneak the target around a bit, 
slowly, and produce no response, until the cell "notices" it again 
and locks on. Thereafter, no small or slow movement remains un- 
signaled. There is also a place in the visual field, different for differ- 
ent cells, that is a sort of Coventry to which a target can retire and 
escape notice except for sharp movements. This Coventry, or null 
patch, is difficult to map. The memory that a cell has for a station- 
ary target that has been brought to its attention by movement can 
be abolished by a transient darkness. These cells prefer small tar- 
gets, that is, they respond best to targets of about 3degrees. 

There is also (we put this matter very hesitantly) an odd dis- 
crimination in these cells, which, though we would not be sur- 
prised to find it in the whole animal, is somewhat startling in single 
units so early behind the retina. Not all "sameness" cells have this 
property. Suppose we have two similar targets. We bring in target 
A and move it back and forth along a fued path in a regular way. 
The cell sees it and responds, signaling the reversals of movement 
by bursts. Now we bring in target B and move it about erratically. 
After a short while, we hear bursts from the cell signaling the 
corners, reversals, and other discontinuities in the travel of B. Now 
we stop B. The cell goes into its mutter, indicating that what it 
has been attending to has stopped. It does not signal the reversals 
of target A, which is moving back and forth very regularly all the 
time, until after a reasonable time, several seconds. It seems to 
attend one or the other, A or B ; its output is not a simple combi- 
nation of the responses to both. 

These descriptions are provisional and may be too naturalistic in 
character. However, we have examined well over a hundred cells 
and suspect that what they do will not seem any simpler or less 
startling with fkther study. There are several types, of which the 
two mentioned are extremes. Of course if one were to perform the 
standard gestures, such as flashing a light at the eye, probably the 
cells could be classified and described more easily. However, it 
seems a shame for such sophisticated units to be haidled that way 



-roughly the equivalent of classifying people's intelligence by the 
startle response. 

Here is a cell that is extracting features of a pretty high 
degree of complexity, and one that is historydependent in 
a quite special way. It is only about a fourth-order cell, by a 
minimum count. Two main lessons stand out. First, the 
cell would not have been discovered, characterized, and 
labeled without a considerable use of unconventional, 
imaginative stimulus regimes and the devotion of a lot of 
time. Very likely our present understanding of this cell 
type is incomplete (Fite, 1969) and will be altered by further 
experiments ethologically designed. 

Second, there is no reason to underestimate the degree of 
sophistication achievable by successive stages of convergence 
and change of meaning of discharge. The argument is 
sometimes heard that recognition of naturally interesting 
stimuli, such as other individuals of the species, could not be 
in such units because they have not been found, despite all 
attempts to find them. But in fact there has been much less 
effort to find subtle units than to find simpler types, where- 
as it will doubtless require much more effort. Moreover, 
the number of units for any given subtle specification must 
be far fewer, and the number of types to be distinguished 
possibly much higher, than for simpler classes of units. In 
the realm of visual shape recognition, we have almost no 
psychophysics for those species commonly used in neuro- 
physiology and, even if we did, no a priori assurance that the 
natural hierarchy of recognition units can be usefully de- 
scribed or sorted in terms of the parameters we choose for 
convenient definition of stimuli. Indeed, we have little 
basis for the usual tacit assumption of unapproachable com- 
plexity in our higher discriminations. In principle, it is pos- 
sible to discriminate each of thousands of faces, of words, 
of manual operations using a dozen or so either-or al- 
lelomorphs. To test for such a mechanism, a search for units 
would have to be done in the spirit of a naturalist rather 
than limited to preconceived parameters. 

I am trying to say that we should not give up and con: 
clude that the jungle has no anteaters; we have hardly begun 
to look. In fact, the types of units already known are rather 
numerous and some are pretty complex, taking together 
the specialized auditory and the visual, the frog higher 
tectal, the cat cortical, and the insect and crustacean higher- 
order neurons. In this volume, as a splendid example of a 
fresh kind, Bishop adds a new dimension to the visual 
cortical units of the cat. 

The challenge ofstudy ofoperations at the level 
ofmajor functionally segregated cell masses 

I started by ahg for new ideas, for breaking out onto new 
planes. The presupposition is that our best present knowl- 

edge will prove significantly wrong and that our rate of 
progress in generating saltations is unsatisfactory. 

Let me underline that point. I just said that the types of 
units known are numerous and that some are complex. 
But our knowledge is so primitive that we cannot yet say 
whether these so-called types are significantly plastic, so 
that readiness to fire is subject to the level of hormone, of 
odor, of hunger or mood, or whether the set of criteria for 
firing can be acquired by learning. 

These recognition units are, in effect, decision-making. 
When we know the set of input criteria for the "com- 
mand cells," discussed herein by Wilson--cells able to 
trigger complex normal movements and sequences em- 
ploying widespread muscles-I have no doubt that we will 
also find these cells to be decision-making recognition units, 
the narrow funnel of converging input and diverging out- 
put networks. 

This mechanism is one available candidate, but there are 
several other plausible possibilities (Bullock, 1961b ; MacKay, 
this volume). Curiously, we do not know whether these in 
fact operate, although they are at least alternatives and are 
more popular among neurophysiologists today than are 
recognition neurons. 

Turning to a grosser level, with respect to clinical and 
macroscopic observations on structures such as the cere- 
bellum, caudate nucleus, and pulvinar, on which we have 
many decades of contributions and thousands of papers, one 
might expect a reasonably satisfactory agreement on func- 
tions. But on the cerebellum, we have, as Llinh points out 
in his chapter, only statements like "something to do with 
motor coordination and tone." Even this least common 
denominator of textbook treatments of the cerebellum may 
be wrong as a basic characterization. The cerebellum, with 
its relatively stable histological organization, evolved as an 
exteroceptive (lateral line) analyzing device, hence of course 
also with indirect influence on motor performance. But it 
functions actively even in the absence of movement, as in 
electric fish, in which it contributes to on-going analysis 
of electroreceptor input while the fish is quiescent (Bullock, 
unpublished). The point is that fresh thought and candidate 
functions should be canvassed; the functional operations 
being performed are not known. 

Even the geniculates and the so-called relay nuclei of the 
thalamus are doing things far beyond our present ken, 
to judge from the anatomy (Szentigothai, and Scheibel 
and Scheibel, this volume) and the physiology (Levick et al., 
1969; Purpura, this volume). We really do not know what 
is happening in most of the parietal, the occipital, or the 
temporal, let alone the frontal cortex. Saying so does not 
mean we are asking for the circuit diagram. This may come, 
fractionally, but, as Lewis shows (this volume), it will be of 
extremely limited help unless we have at the same time all 
the dynamics of each junction, a knowledge of the normal 
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input, and a priori understanding of the purpose. It is the 
last that I am speaking of here-the functional role, at the 
intermediate level. 

A suggested approach by analogy with 
operations research 

The methods in use, then, have not gone far enough. New 
approaches are needed. One that may help is a kind of opera- 
tions research with an ethological base; that is, based on the 
normal repertoire of actions of the species and the normally 
occurring stimuli that are meaningful to it. If this knowl- 
edge were combined with all the tools of experimental 
neurology, it might put us ahead. 

One generally thinks of operations research as a term for 
maximizing some desired output in human affairs. But it 
particularly refers to research on interacting processes in 
complex systems, when we do not know all the components 
or influences and cannot hold all but one of the variables 
constant or the system at will. An important element is 
discernment of operations, by imaginative insight or guess- 
ing. I have the word of Jacob Bronowski, one of the pi- 
oneers in operations research in World War 11, that the term 
is appropriate for our use, which is here simply to help 
develop inferences about candidate internal transformations 
in a language suitable for carrying over lessons from one 
subsystem to another. 

To attempt a specific proposition, let us develop the 
analogy of the study of a complex social institution, such as 
a university (although one could also pick a corporation or a 
city).We can recognize operations at several levels of anal- 
ysis; arbitrarily I have chosen four (Table I). 

At the lowest level, all the units (which are people) per- 
form, whatever their role, certain functions in common: 
listening, reading, speaking, moving fingers this way or 
that way, walking, thinking, even some fairly advanced 
operations such as interpreting and remembering. Although 
the process is the same in each unit, in some units it has high 
significance for the whole university; in others, less. 

At the highest level, we recognize functions defined by 
the external relations of the university, by its output and the 
factors in its success or failure. These functions are often 
organized into departments and may be geographically 
segregated, but it is important to note that they may be dif- 
fuse (planning, recruiting). 

The crux is that we have not studied how the system 
works until we have looked between the first and last levels 
to see what kinds of operations and operators are there and 
how they are related. The two intermediate columns show 
some examples. They do not show the essential relations 
among them, the web of communication and influence, the 
code or language, or languages, they use, the organizational 
hierarchy, specific and nonspecific effects, labihty, redun- 

dancy, and similar properties. But, as does a naturalist 
examining a new ecosystem, a first approximation must be 
made of some of the main kinds of creatures and processes 
there are. These are not self-evident, but need to be ferreted 
out. Only then can one begin to study relationships. 

In the nervous system, the first list represents some of the 
operations common to neurons. The last list represents the 
achievements at the level of behavior and external relations. 
These two lists are relatively better established. The inter- 
mediate levels are those concerned with how the system 
works, therefore with the central nervous physiology. It is 
remarkable and worth some thought that we do not have 
more than a few items corresponding to lists 11 and III in 
the accepted corpus of physiology today. As for the nat- 
uralist in the field, the entities that belong here are not self- 
evident. They cannot be listed easily and do not belong 
merely because they seem plausible. 

That is one of the main points of this essay.We cannot 
trust our intuition at these levels. But we are dependent on 
the use of our imagination to invent candidate items, else 
they may long go overlooked. Only after justifying a rea- 
sonable list can we begin to establish relationships, rigor, 
and subjects worth representing mathematically. The lists 
given are crude drafts to open discussion and doubtless 
grossly neglect important hctions;  perhaps they also 
artificially include inappropriate categories. As long as this 
is true, our understanding of the web of interrelations that 
comprise the organization of the system is primitive. 

It is striking that most current textbooks of neurophysi- 
ology deal with main headings, above list I, that are all 
either anatomical (the physiology of the spinal cord or of 
the cerebellum) or come from the fourth list, which are 
behaviorally and ecologically defined accomplishments. I 
am suggesting that it is time to add chapter headings from 
the truly physiological how-it-works lists, which will en- 
courage and compel us to study the evidence for the natural- 
ness and adequacy of these items, and then to work out 
their interrelations. Until we do, the only physiological 
principles common to many special applications, such as 
vision and hearing, for example, are elementary neuronal 
properties from list I. 

I am sure this challenge will be difficult and that the sub- 
ject will be fluid. We shall make mistakes of commission 
and omission. The attempt to systematize intermediate- 
level integration that I made a short time ago (Bullock and 
Horridge, 1965) seems inadequate today in many respects. 

Filtering or its equivalent should be a broad category, it 
seems clear, and should probably be subdivided into spatial 
and temporal filtering or other subclasses (Ratliff et al., 
1969). Another major heading, and class of operations, is 
the generation of patterned discharge in time and hence in 
space and intensity. The generation may be initiated either 
spontaneously (as by rhythmic internal clocks or by non- 



TABLE I 
Lists ofsample operations and operators in a social institution and in a nervous system, atfour levels of complexity. Items below broken 

lines need only befound in relatively derived or advanced instances; such items seem to be more numerous in levels to the right. 

THE UNIVERSITY 

I 

Listening 
Reading 

Speaking 
Moving fingers 
Walking 
Thinking 
Interpreting 
Remembering 

I I 

Phoning 

Typing 
Filing 
Selecting 
Drawing 
Ordering 
Arranging 
Composing 
Programing 
Grading 
Lecturing 

I I I 

Technician 
Bookkeeper 
Scholar 

Beginning 
Advanced 

Librarian 
Janitor 
Supervisor 
Analyst 
Physician 
----- 
Coach 
Radiation safety officer 
Grants manager 

Anatomy 
Anthropology 
Counseling 
Purchasing 
Mailing 
Planning 
Extension service 
Building and grounds 
Educational policy 
Recruiting 
Publishing 

Parking 
Lobbying 
Museums 
Galleries 
Endowments 

THE NERVOUS SYSTEM 

I I 111 IV 
Transducing 
Encoding 
Conduction 
lmpeding/spreading current 
Transmitter production 
Synaptic response 
Pacemaking 
Neurosecretion 
Ion pumping 
Facilitation 
Accommodation 

Filtering 
Gating 
Tuning 
Modulating 
Contrasting 
Pattern generating 
Comparing 
Erasing 
Feature extracting 
Synchronizing ; desynchronizing 
Storing 
Switching 
Multiplexing 
Spatial transformation 

Orienting 
Expecting 
Recogniziig 

Affective situation 
Rival, offspring . . . 

Deciding 
Arousing 
Focusing attention 
Controlling input 
Set point adjustment 
Habituating 
Consolidating 
----- 
Associating 
Awareness 
Symbol use 

Vision 
Hearing 
Pain 
Posture 
Locomotion 
Reproduction 
Sleep 
Temperature regulation 
Respiration 
Eating 
Emotion 
Mood switching 
----- 
Insight learning 
Eugnosia 
Planning 
Language 
Altruism 

rhythmic accumulation of "action-specific potential") or sphere, which is where the available evidence is concen- 
triggered by adequate input. Some time ago I proposed trated. As with each of the items proper to lists I1 and 111, 
(Bullock, 1961a) that each of five plausible permutations of 
purely central and purely reflex generation of pattern ac- * w e  were shocked to learn, as this book was going to press, that 
mally occurs, in different cases. Wilson* (this volume) brings ~ o n a l d  Wilson was drowned on June 23, 1970, in a boating acci- 
this subject up to date. It is important beyond the motor dent. We are all poorer for the loss of this brilliant young scientist. 



the same principles and problems must recur in many places 
in the nervous system. 

Switching, recognizing, decision making, like some other 
candidate operations, both overlap and are subdivisible. But 
some such formulation is surely a major heading in physiol- 
ogy, transcending both the particular sense modality in 
which our present knowledge is concentrated and the 
efferent systems in which similar operations occur. The 
formulation also embraces the equivalent processes in the 
great intervening domains that are neither afferent nor 
efferent. 

Some other candidates seem attractive or plausible, but, 
as far as I am aware, do not yet find support in physiological 
evidence, although they may be suggested by psychophys- 
ical data. These might include sequential scanning, sampling, 
multiplying, comparing, generalizing, and others. Part of 
the reason for proposing such lists is to heat up the debate 
over each candidate. 

Closely similar are storing and its various subdivisions, 
such as temporary holding, printing, filing in context, 
duplicating (as on the other side of the brain), retrieving, 
and the like. These have physiological and even anatomical 
support, but are heavily influenced by our knowledge of 
level-IV accomplishments. 

The higher we go the more chance there is of unexpected 
principles of organization. Probably the lists lengthen; 
certainly they become more difficult. Here is where one 
searches for the right terms for functions performed by the 
so-called association areas of the cortex and thalamus. For 
example, Pribram (1960) obtained evidence that led him to 
speak of "problem solving" as a function of the intrinsic 
forebrain mechanisms and to distinguish two aspects char- 
acteristic, respectively, of the posterior and the frontal por- 
tions. He called these ''di&erentiativeW and "intentional." 
Lesions of the former affect the "deheation of the prob- 
lem"; lesions of the frontal, intentional system affect the 
66 economic solution of a problem." Such terminology is not 
easy, but is a healthy sign of effort to define more adequately 
the reality we face in the brain; it deserves both emulation 
and criticism toward a refined taxonomy. 

There are other proposals for the functions of regions of 
association cortex that have such an unconventional quality 
(outside the "accepted paradigm") that they are usually 
ignored and not debated. But I believe we should give them 
a hearing if only to loosen up our thinking and encourage 
the proposal of alternative candidacy. Let me illustrate with 
a little-thought-of proposition of Nielsen (1958). Certain 
dominant hemisphere lesions in a few patients suggested to 
him that categorizing objects in the world related to the 
symbolization inferred from aphasias is localized. Nielsen 
thought the deficit in these patients was a blindness to a 
category of objects that seemed to share the characteristic of 
"animateness." When asked to name objects visible from a 

window or on a tray, they overlooked horses, people, flow- 
ers-and a doll and false teeth. I mention this, not as a con- 
sistent chical entity or confirmed finding, but as the kind 
of unexpected clue we, as good naturalists, should be pre- 
pared to notice and evaluate. 

There is no attempt here to list the candidate operations 
in cortex and thalamus. The chapters in this block by Pur- 
pura and Scheibel and Scheibel re-examine the hard ev- 
idence in search of general, transferable processes, as do the 
other chapters for other examples of central masses. The 
purpose here is simply to emphasize the need for new think- 
ing of candidate operations and processes, especially un- 
conventional or unfamilnr formulations, in order to escape 
our unconscious assumption that the brain is organized, 
with respect to higher functions, along lines that we expect 
from our systems of logic and social organization. 

I believe you will agree that, despite a huge literature, we 
still have ahead of us the main elucidations, namings, and 
discoveries, in a sophisticated sense, of actual operations and 
processes. A part of our ignorance is due to failure to think 
of terms for candidate processes, limited as we are in thought 
by our language or, perhaps more, by constraints in our 
use of the reservoir of language. These lead to a tragic waste 
of the opportunity that presents itself in clinical material. 
We are like the blind men studying the elephant (Bullock, 
1965), each probing with a long electrode that filters in un- 
known ways, its data filtered again through our more or 
less prepared minds. 

The suggestion I have been making, for attempting to 
discern and propose candidate "operations," is actually an 
eclectic way of encouraging daerent approaches with cer- 
tain common elements. "Operations" may be both means 
(mechanisms) and ends (performances) ; the mechanisms of 
one level of analysis are phenomenological performances of 
the next level below. 

Francis Bacon, in his Novum Organum, worried about the 
distortions of objectivity in the scientist's mind by the "idols 
of the tribe, the idols of the den, the idols of the market, the 
idols of the theatre." We live in a different era and may well 
worry instead about the limitations of our subjectivity, our 
vision, or our creative insight in interpreting evidence and 
designing tests at this highly complex level of brain'function. 

Our vision is limited by our successes. We openup rich 
veins and dig for ore with the tunnel vision of a miner. 

Our vision is limited by our nerve. Forgetting that the 
goal of science is induction of new and larger principles, we 
act as though the ultimate sin is speculation. The complexity 
of the brain surely hdes a vast reservoir of novel principles 
yet to be discovered, but there may be no field in which it is 
harder to publish speculation. That is our own fault because 
referees are representatives of the prevailing attitude. 

Our vision is limited by orthodoxy. It is limited by our 
specialization and ignorance of the literature beyond our 



own subsystem. It is limited by our separatism-our habit of 
working alone and shunning real collusion. It is limited by 
our budgets. W e  are guilty of lowering our sights to the 
horizon of the research grant we think is obtainable. I live 
on a hill, from which I look out every day at Mt. Palomar. 
I am reminded that we shall not have a tool like the Palomar 
reflecting telescope until we ask for it. And we cannot ask 
for it until we conceive it. 
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E D W I N  R. L E W I S  

Interaction and some of its consequences 

INTERACTION DUE TO INTRINSIC PROPERTIES OF ELE- 
MENTS AND PROCESSES Figure 1 shows a formal system 
element. Few natural objects (or manufactured compo- 
nents), however, fit this scheme. Most objects lack specified 
input and output terminals, and the behavior of most ob- 
jects is not uniquely describable within the context of 

FIGURE 1 Formal abstract system element. It has specified inputs 
(u), specified outputs (y), and describable relationships among them 
(Zadeh and Desoer, 1963). 

Figure 1. Consider an electrical resistor (Figure 2). Although 
it has two terminals and well-defined relationships among 
its variables (Ohm's law), it cannot be represented by a 
single abstract system element. The behavior of the resistor 
(from the point of view of formal system theory) depends 
on what is connected to the resistor. In other words, it de- 
pends on the structural context of the resistor; the resistor 
exhibits structural c o n t e x t ~ a l i t ~ .  The behavior of the resistor 
also depends on which variable (current or voltage) is con- 
sidered input (cause) and which is considered output (effect). 
In other words, the behavior of the resistor (from a system- 
theory point of view) depends on its orientation with respect 
to the direction of causality; and the resistor exhibits no a 
priori orientation. 

Although general system theory purports to treat non- 
oriented objects and objects exhibiting structural con- 
textuality, most of the techniques for handling such objects 
are left to circuit-theory textbooks. System-theory texts 

E D w I N R. LE w I s Department of Electrical Engineering and 
Computer Sciences, and Electronics Research Laboratory, University 
of California, Berkeley, California 

treat oriented representations, free from structural context. 
Thus we have either systems of oriented, context-free ob- 
jects or circuits of objects that are nonoriented, structurally 
contextual, or both. Based on this scheme, resistors are cir- 
cuit elements, not system elements; so are almost all natural 
objects. 

Whether they are linear or nonlinear, time-invariant or 
time-varying, deterministic or stochastic, anticipatory or 
nonanticipatory, circuits of nonoriented, structurally con- 
textual objects have certain inescapable characteristics: 
I. The properties of its individual parts are obscured com- 

pletely in the operation of the circuit. 
a. Circuit input-output descriptions are infinitely am- 

biguous with respect to underlying mechanism and 
organization. 

b. Unambiguous determination of underlying mecha- 
nism and organization requires complete decomposi- 
tion of the circuit. 

2. The whole circuit is nonoriented and structually con- 
textual. 

3. Until the orientation and structural context of the circuit 
have been determined, the circuit itself is its own most 
economical description. 
Although quite general, these points are demonstrated 

most easily with linear processes such as those illustrated in 
Figure 3. The most important parameter of a linear process 
is its rate constant. Figure 3A illustrates the first point and 
its corollaries by showing how individual rate constants are 
masked increasingly in whole-circuit operation as structural 
context becomes progressively more complex. Figure 3B 
illustrates the second point by showing how strongly whole- 
circuit input-output relationships depend on orientation. 
Figure 3C illustrates the final point by demonstrating that 
the minimal-state equations are no less complicated than the 
circuit itself, nor do they convey more information. 

For a perturber-observer, these inescapable characteristics 
generate a dilemma. On the one hand, circuits are irreduc- 
ible entities: any measured circuit property is determined by 
the entire circuit and is not attributable to any of its indi- 
vidual elements; if a single element is isolated, its properties 
will have little obvious relevance to its operation in the in- 
tact circuit. On the other hand, unambiguous determination 
of the relationship between circuit operation and underlying 
mechanism and organization requires effective isolation of 



every element and every interaction and determination of 
the relevance in each case. 

This dilemma exists not only in passive, linear circuits, in 
which rate constants are the important properties, but in all 
circuits. In active circuits, for example, stability measures 
are important properties. As are rate constants, stability 
properties of individual elements are obscured completely 
in the actions of the whole circuit; and the stability of the 
whole circuit is not attributable to any individual element, 
but is a property of the circuit. In nonlinear circuits, state 
trajectories are important measures; these, too, are whole- 
circuit properties, not attributable to individual elements. 
In stochastic circuits, probabilities are important. Once 
again, the probabilities associated with individual processes 
are obscured in the complex joint probabilities affecting 
whole-circuit operation. 

INTERACTION DUE TO FEEDBACK Some neurons may be 
exceptions to the generalization that natural objects are non- 
oriented and structurally contextual. Once triggered, the 
spike apparently does not depend further on the events 
leading to its generation. Axons thus tend to isolate, send- 

ing ends of neurons from receiving ends; cause and effect 
can be separated. Furthermore, the nature of the chemical 
signal at a synapse may be determined solely by the state 
of the sending neuron and be independent of loading by 
the receiving neuron. Thus, synaptic transmission may pro- 
vide freedom from structural context. 

Unfortunately, neurons commonly are connected re- 
ciprocally as well as serially, which brings about an inter- 
action via feedback. When interaction becomes profuse, as 
apparently it often does, cause and effect become obscure 
and structural contextuality becomes strong. These effects 
of feedback are illustrated in Figure 4. Here is a process with 
a rate constant a ;  but it is embedded in a feedback loop. 
Consequently, a is obscured completely in the whole- 
system response. If a were negative, the process in the oval 
would be unstable; yet if K were larger than a ,  it would 
never exhibit that instability while the loop remained in- 
tact. Furthermore, evaluation of a requires breaking of the 
loop. Thus, if feedback is present, systems of oriented, 
structurally independent objects generate the same dilemma 
as circuits of nonoriented, structurally contextual objects. 
They are irreducible entities, yet they must be decomposed 

FIGURE 2 A few of the possible system representations ofa resistor. 



completely if the properties of individual elements are to 
be observed. 

FIGURE 3 Some effects of orientation and structural context. A. 
As structural context becomes increasingly complex in a simple 
chemical circuit, the basic responses (second column) become more 
complicated and the diffusion constants (D) and rate constants (k) 
are obscured. B. The input-output relationship of a simple chemi- 
cal circuit depends on which concentration (A, B) or flux (@) is in- 
put and which is output; s denotes the complex variable of the 
Laplace transform. C. The state equation for the curcuit. A and B 
denote time derivatives; 9 denotes flux, e.g., the rate at which A 
is supplied, @A, or converted to B, @AB. 

FIGURE 4 A first-order process (in the oval) embedded in a feed- 
back loop: s denotes the complex variable of the Laplace transform. 

Circuit questions and system questions 

SUBSYSTEM If profuse interaction occurs without inter- 
ruption throughout an entire collection of neurons, then no 
neuron or group of neurons in that collection will act as a 
true individual. No measured property of the collection 
will be attributable to a particular neuron or group of 
neurons. The properties of the whole collection will be in- 
finitely ambiguous with respect to underlying mechanism 
and organization. Because no group of neurons within the 
collection acts as an individual, although any such group 
may be selected arbitrarily as a subsystem, it seems futile to 
consider it as a separate entity. 

However, considerable evidence supports the view that 
nervous systems do exhibit some localization of function, 
some isolation of cause and effect within them. Many 
vertebrate retinas, for example, are believed to exhibit only 
afferent fibers and thus must act very much as independent 
entities. One might reasonably suspect that any nervous- 
system segment exhibiting well-defined and separate input 
and output tracts not only would be oriented, but also 
would be somewhat free of structural context. Such seg- 
ments, or subsystems, might very profitably be considered 
separately, not merely because they meet the criteria of 
Figure 1, but because their input and output variables are, in 
principle, identifiable, and they very likely operate with 
independence and ascribable functions. Because of their 
potential independence, it seems reasonable to consider 
them independently. 

CIRCUIT QUESTIONS Two distinct classes of questions 
exist concerning such nervous subsystems. One class com- 
prises inwardly directed questions, questions about the in- 
ternal mechanisms and organization of the subsystem and 
how they relate to its operation. Because unambiguous 
answers to such questions can be achieved only through 
complete decomposition of the subsystem, they are essen- 
tially circuit questions. The other class comprises system 
questions, those that treat the subsystem as an entity and do 
not demand its decomposition. 

With careful and complete isolation and observation of 
each process, one could, in principle, determine what mech- 
anisms and organzation are present in a circuit; but this would 
lead merely to a collection of facts. Mechanistic understand- 
ing demands that one also know how those mechanisms 
and that organization underlie circuit operation. Given the 
component processes, one should be able to predict theo- 
retically the operation of the circuit. Thus, mechanistic 
analysis has two crucial aspects, identification of the parts, 
and theoretical sytzthesis of the circuit from those parts. Cir- 



cuit operation is infinitely ambiguous with respect to under- 
lying brganization, which implks that an infiGte number of . - -  
possible theoretical syntheses exist for every operation. As 
an example, Figure 5 shows just a few of the fundamentally 
different ways one could synthesize a one-Hertz (Hz) 
sinusoidal oscillator, and demonstrates that considerable 
identification should precede any attempts at synthesis. 

Circuits such as nervous subsystems clearly are capable of 
operating in modes that never occur naturally. A perturber- 
observer may employ signals that evoke mechanisms such 
as metabolic processes or hysteretic-state changes that nor- 
mally never affect operation of the subsystem. In view of 
the obvious inherent difficulties of mechanistic analysis, it 
seems the height of folly to find explanations for behavior 
that is not natural. Purely from an economic viewpoint, 
therefore, one should have considerable knowledge of the 
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nature of signals normally impinging on a subsystem before 
attempting any mechanistic analysis. 
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SYSTEM QUESTIONS A neural circuit, if it is oriented and 
its structural context is determined, can be considered as a 
subsystem and treated as an entity. One can begin to con- 
sider its position and ponder its functional significance with 
respect to the systems of which it is part and, ultimately, 
with respect to the homeostasis or the ecological or evolu- 
tionary status of the entire organism or species. One can 
attempt to identify its inputs and outputs, to develop gen- 
eralized descriptions of its input-output characteristics, and 
from these attempt to determine its roles or predict its be- 
havior in novel situations or determine the qualitative na- 
tures of its internal operations or the constraints it imposes 
on whole-system operation. The major theme of such ques- 
tions is not "How does a nervous subsystem work?" but 
"What does it normally do, and why?" System questions 
are, as a result, inherently somewhat teleological (Mesarovii, 
1968). 

Although the answers to most system questions are ob- 
tained with the help of generalized input-output descrip- 
tions, such descriptions by themselves invariably are in- 
sufficient. In the case of the linear processes of Figure 3B, for 
example, if it were determined that A was input and B was 
output, then the input-output description would have the 
form l/(s + a). This describes, in an abstract way, how the 
subsystem will respond to input disturbances. It does not 
reveal the nature of the disturbances that actually will be 
imposed upon the subsystem when it is embedded in a 
larger system, nor does it reveal the aspects of the responses 
of the subsystem that have any effect on the rest of the sys- 
tem. Interpretation of this subsystem's role will depend not 
only on a general description of its input-output relation- 
ships, but also on the nature of signals normally impinging 
upon it and on the significance of those signals. This signal- 
dependence of interpretation is illustrated in Figure 6. 

Resonant process or 
sequence of f irstL 
order linear processes 

Techniquesfor circtiit qucstions 

- 
Asin 2 s l  

DECOMPOSITION The techniques of neural-circuit de- 
composition are well known and need no elaboration here. 
Unfortunately, they have not been completely successful. 
Consider, for example, the saga of the lobster cardiac 
ganglion (for references, see Hartline and Cooke, 1969; 
Mayeri, 1969). 

Situated on the dorsal wall of the heart, the nine-neuron 
cardiac ganglion produces periodic bursts of spikes which 
drive the heart into contraction. Although it receives 
regulatory fibers from the central nervous system, the 
ganglion is an independent oscillator, and is an excellent 
example of a separable subsystem. Furthermore, it is very 
probably the most thoroughly studied neural circuit 



FIGURE 6 A few of the many things a first-order process can ac- 
complish, depending on the input and output signals and their 
significance. It can be a "filter" passing low frequencies, a "dam- 
per" preventing rapid transients, or an "inherent limitation." It 
can be an "integrator" of high-frequency signals, a "demodula- 
tor," an "averager" of continuous signals, or a "counter" of dis- 
crete signals. If pulses can repeatedly reset it to the same state, it can 
be an "interval detector" or a "timer." It even can be approxi- 
mately one-third of a sinusoidal oscillator (see Figure 5). 

(neuron for neuron). Investigators have gathered extensive 
information about whole-ganglion operation and about the 
effects on this operation of many parameters, including ten- 
sion of the heart muscle, temperature, ionic concentrations, 
and levels of extrinsic inhibition and excitation. 

In addition to being studied in situ, the ganglion has been 
studied after removal from the heart and during systematic 
removal of its various parts-all in attempts to identify the 
seat of burst formation. Weak DC currents have been im- 
posed across various parts of the ganglion. Extraneous sig- 

nals have been introduced into specific axons and axon 
bundles; spike trains in nerves and in single axons have been 
observed in minute detail; and both spatial and temporal 
spike correlations have been examined thoroughly. Micro- 
electrodes have been used to observe the fine details of elec- 
trical activity within the somata, to impose voltage and 
current steps across soma membranes, and to observe the 
effects in the same cell and in others. The correlations be- 
tween extracellularly recorded spikes and intra~ellularl~ re- 
corded synaptic potentials have been studied thoroughly. 

Considerable pharmacological evidence has been gath- 
ered, including the effects of drugs such as acetylcholine, 
epinephrine, gamma amino butyric acid, ouabain, and 
dinitrophenol and of anesthetics such as procaine, which 
was used for selective anesthetization of ganglion parts in 
attempts to locate the burst mechanism. Histological studies 
have been performed in attempts to determine both gan- 
glion organization and placement of electrodes after electro- 
physiological measurements. 

The lobster cardiac ganglion has been subjected to 
thorough ablation studies, thorough gross electrophysi- 
ological studies, thorough microelectrophysiological stud- 
ies, thorough paramacological studies, extremely thorough 
statistical studies, and thorough voltage-clamp and current- 
clamp studies. In short, the repertoire of neurophysiological 
circuit identification techniques has been very nearly ex- 
hausted; in fact, several new techniques have been invented 
and have been employed simultaneously in most of their 
reasonable combinations-all for the study of this relatively 
simple group of nine neurons. 

The results of the identification procedures have been im- 
pressive. In addition to being very probably the most 
thoroughly studied neural circuit (neuron for neuron), the 
lobster cardiac ganglion also very probably is the best- 
understood group of neurons with respect to the details of 
circuit interactions. Thus, although many of the cardiac- 
ganglion investigators were interested in the operations of 
single neurons rather than in the operation of the entire cir- 
cuit, the cardiac ganglion nevertheless provides a test case. 
With all of the available information, can one specify the 
mechanisms and organization underlying the major cardiac- 
ganglion circuit operation-namely, its oscillation (burst 
formation)? The answer is no. We still do not know how 
bursts are initiated or how they are terminated, nor do we 
know whether bursts are the results of endogenous oscilla- 
tion in a single neuron or of circuit interactions among 
several neurons. The circuit has not been decomposed 
sufficiently. 

What is required for sufficient decomposition? Diligent 
application of available techniques certainly should add to 
our knowledge of the ganglion. However, sufficient de- 
composition requires that one be able to determine or- 
ganization. Unfortunately, current techniques apparently 



are inadequate. Light microscopy has not provided sufficient 
resolution to map invertebrate neuropil, and mapping it 
with 500 W serial sections in a transmission electron micro- 
scope has proved to be an enormous task (Frazier et al., 
1967). Furthermore, even the most thorough statistical 
analyses of spike trains could not reveal organization. 
Clearly, new tools are needed for circuit mapping. In addi- 
tion, sufficient decomposition requires observation of all 
important circuit variables. In invertebrates, many of these 
occur in neuropil, far from somata and often not measurably 
reflected by them (Kennedy et al., 1969). Presently, no 
tools are available for observing details of interactions in 
neuropil. 

New tools emerging 

Although the saga of the cardiac ganglion can be made to 
appear gloomy, two facts are encour&ging. First, our gen- 
eral knowledge of neural circuitry has increased enormously 
since the cardiac-ganglion studies began. Second, many 
new and potentially powerful tools for identification are 
emerging. 

Fluorescent dyes are enhancing considerably the pos- 
sibility of coupling electrophysiology and histology. ~ f t e r  
recording from the soma of a neuron, one can inject elec- 
tr~phoreticall~ a dye such as procion   ell ow; it will 
spread throughout the neuron's processes, apparently with 
very little toxic effect (Stretton and Kravitz, 1968; Ken- 
nedy et al., 1969). The dye can be fixed within the neuron 
and its processes, which then can be traced through serial 
sections. These dyes are adding considerably to our knowl- 
edge of the geometry of the neuropil. 

Ultimately, one still will be faced with the resolution 
limitations of light microscopy. Not having this limitation, 
yet allowing one to view large pieces of tissue rather than 
ultrathin sections, the scanning electron microscope bridges 
the gap between the visual world of light microscopy and 
the largely inferential world of conventional electron mi- 
croscopy (Hayes and Pease, 1969). With its sensitivity to 
surfaces, its high resolution over extraordinary depths of 
field, and its ability to provide micrographs with three- 
dimensional perspective, the scanning electron microscope 
also promises to be an excellent tool for mapping. Pre- 
liminary studies in a retina (see Figure 7A) and in an in- 
vertebrate ganglion (Figure 7B) have proved quite success- 
ful (Lewis et al., 1969a; 1969b.) 

Although not so imminent as the histological tools, new 
physiological tools for neural-circuit observations also 
seem to be emerging. Microelectronics technology, for 
example, has progressed enormously during the past decade, 
and the most advanced techniques of this field now are 
being applied to the development of multiple microelec- 
trodes for extracellular recording (Kalisch and Angell, 

1968). Up  to six gold electrodes with 10-prn spacing have 
been mounted on an 80-pm silicon probe, and the array 
successfully employed to record from single neurons in cat 
cortex. The workers now are attempting to integrate 
microcircuit amplifiers into the probe. 

Although too weak to be useful with available sensors 
and signal-analysis devices, optical and infrared con- 
comitants of neuroelectric activity have been found which 
offer the hope that some day we shall be able to observe 
visually the interactions of neuronal circuits, and with con- 
siderably greater spatial resolution than we can anticipate 
now with arrays of microelectrodes (Cohen et al., 1968; 
Tasaki et al., 1968). 

New and promising techniques for inference of neural 
circuit interactions from spike-train statistics also are being 
developed (Perkel, this volume; Gerstein, this volume). By 
these techniques we may eventually be able to examine cor- 
relations among spike trains and infer from them the con- 
nections among the corresponding neurons, thus avoiding, 
in some cases, the necessity of observing the intricacies of 
signal flow in neuropil. The cardiac ganglion makes one 
point clear. When axons bifurcate so that we can observe a 
spike after we see its effect on another cell, we often will need 
spatial correlations as well as temporal correlations in order 
to determine which cell was driving which. 

Tools ofsynthesis and analysis 

Because irreducible neural subsystems exhibit the char- 
acteristics of circuits, their theoretical synthesis and analysis 
is similar to formal circuit synthesis and analysis. When the 
interactions in a neural network are found to be linear, 
some of the well-developed and powerful techniques of 
linear circuit theory may be applicable. The static effects of 
lateral inhibition in the lateral eye of Limulus, for example, 
can be analyzed expeditiously with a circuit-theory tech- 
nique for ladder networks. One begins at the extremity of 
the circuit (i.e., the edge of the eye) and works back toward 
the input, developing a continued fraction (Figure 8). The 
simple, iterative expression resulting from the process can 
be manipulated very easily with a digital computer, once 
the K values have been established. 

When active, dynamic, nonlinear aspects of neural net- 
works are considered, the well-developed tools of formal 
circuit analysis become useless, and synthesis generally is 
achieved by means of simulation (see review by Harmon 
and Lewis, 1968). With respect to mechanistic analysis, 
however, synthesis by simulation often leaves much to be 
desired (Fein, 1966). Simulations generally are complicated, 
and their operations are often difficult to comprehend. Con- 
sequently, published simulation studies often have produced 
desired neural-network operations without revealing how 
those operations were generated. In fact one often cannot 



FIGURE 7A Scanning electron micrograph of dendrites originating at the inner seg- 
ment (bottom) and coursing over the outer segment of a cone in the retina of Necturcrs. 
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FIGURE 7B Knobs at the intersection of two nerve fibers in the neuropil of the ab- 
dominal ganglion ofAplysia californica. Magnification: approximately 35,000. 

be sure whether the operations resulted from simulated 
interacting biological variables, or from accidental proper- 
ties indigenous to the model employed in the simulation. 

Kalrnan (1968) pointed out that part of this problem can 
be eliminated by requiring that models be nothing more 
than summaries of experimental data (i.e., models should 
be MINIMAL), SO that "repeating an experiment on the 
model should yield exactly the same data as was assumed in 
constructing the model." Unfortunately, he also pointed 
out that theories of building minimal models are available 
only for linear, time-invariant systems or circuits. None- 
theless, he proposed two theorems which he considered to 
be general: 

Theorem 1. There exists always a model; there exists always a 
minimal model. 

(A minimal model is one which is simplest, has the minimal 

number of parameters, etc. ; a specific definition must be given in 
each case.) 
Theorem 2. Properties of the model are always either (a) inherent 
in experimental data used to construct the model, or (b) completely 
arbitrary. The second possibility is ruled out if the model is mini- 
mal. 

Even with linear, time-invariant circuits, perturber-ob- 
servers can face considerable difficulty in attempting to 
apply the notion of minimal model. Visual transduction in 
the Limulus lateral eye, for example, is linear over small 
ranges of light intensity. The best available data indicate 
that transduction comprises a sequence of eight or more 
linear processes (Fuortes and Hodgkin, 1964; Pinter, 1966). 
If the processes are completely irreversible and identical, 
eight will suffice to reproduce the data. If they are not com- 
pletely irreversible and identical, more than eight generally 



FIGURE 8 Light-shadow transitions on two models of the compound eye of Limulus; 
each ommatidium inhibits its nearest neighbors, as indicated by the knobs and arrows. 
The expressions of Ratliff et al. (1966) have been made linear by considering incre- 
mental eccentric-cell spike frequencies (Af) rather than absolute frequencies. Af(L) de- 
notes the incremental response of a shadowed unit due to the presence of the lighted 
region [Af(L) = O when the entire eye is shadowed]. Kij relates the frequency of om- 
matidium j to its inhibitory effect on ommatidium i: 

n 

(Af, (L) = - C Kij Afj (L). 
j=l 

In the two-dimensional model, the Ks are assumed to be equal. 



will be required. In fact, increasingly more stages will be re- 
quired as the processes become increasingly different from 
one another or increasingly reversible. Finally, if the num- 
ber of processes becomes infinite, the model represents a 
diffusion process, and it still can reproduce the data. These 
three models are illustrated in Figure 9. With respect to 
state-space dimension (the usual criterion), the model with 
eight identical, isolated processes is minimal, but this fact 
does not seem to make it a more reasonable model than the 
other two. Indeed, one reasonably might question the 
probability of finding in nature a sequence of eight identical 
and completely irreversible reactions. 

For neural networks, the notion of a minimal model 
must be tempered by neur~physiolo~ical constraints, em- 
bryological constraints, pharmacological constraints, and 
probably many others. For example, Reiss (1962) demon- 
strated by means of simulation that two reciprocally in- 
hibiting neurons were sufficient to generate the alternating 
bursts of spikes required to drive antagonistic muscles. The 
only real examples of such systems found to date are the 
Mauthner-cell pairs in the teleosts and in tailed Amphibia. 

lnput K - A,- A, . . . . . 
K 

A8 

ID ID ID 
or 

lnput D - 51- 

lnput  
Leaky d ~ f f u s ~ o n  channel s e c h m  

FIGURE 9 Three models that can reproduce the data from visual 
transduction in the Limultls compound eye. Top: Two irreversible 
processes: a sequence of irreversible chemical reactions with dif- 
fusion, and a sequence of proenzyme-enzyme reactions with dif- 
fusion. Middle: a sequence of reversible chemical reactions with 
diffusion. Bottom: a diffusion along a leaky channel (e.g., 
electrotonic conduction along a dendrite or diffusion of a photo- 
chemical product). The letter s is the complex variable of the 
Laplace transform. 

According to the best available data, these are embedded in 
networks considerably more complex than Reiss's "mini- 
mal model" (Figure 10). Thus the designer is in constant 
danger of having his designs considerably modified or even 
nullified by the perturber-observer. Nonetheless, synthesis 
(i.e., a theoretical putting-together of the parts) well 
founded in circuit identification will be crucial if we are 
ever to achieve complete analysis. 

Techniquesfor system questions 

INPUT-OUTPUT DESCRIPTION Description of input-out- 
put characteristics (often called "system identification") 
usually involves two steps-determination of the number of 
state variables, followed by determination of the parameters 
associated with each variable. As the example of linear 
visual transduction in Limulus illustrates, even the first step 
can be extremely difficult to achieve. Nonlinear systems 
offer more difficulties. Troelstra (1969) has shown, for ex- 

FIGURE 10 Reciprocal inhibition. Top: A minimal model for al- 
ternated driving of antagonistic muscles. (From Reiss, 1962.) Bot- 
tom: Estimated circuit for alternated driving of the tail of a 
startled fish. Diamonds denote somata; knobs denote inhibitory 
synaptic endings; arrows denote excitatory endings; M denotes a 
Mauthner neuron. (From Horridge, 1968.) 
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ample, that with a sequence of two or more first-order, 
linear processes connected to a threshold element, it is ex- 
tremely difficult to determine from the response of the 
threshold elementjust how many processes are present. 

System identification characteristically is an elaboration 
of output capabilities. It comprises highly quantitative 
measurement and analysis of output dynamics in response 
to extremely simple input signals, preferably signals from 
which all other inputs can be constructed easily. Such 
elaboration of output dynamics seems reasonable for cases 
such as motor subsystems in which the natural outputs are 
expected to be elaborate and the inputs are expected to be 
rather simple. Sensory subsystems, however, may generate 
simple "yes" or "no" responses to extremely complicated 
spatial and temporal input patterns. Hubel and Wiesel 
(1962), Lettvin et al. (1959), Frishkopf et al. (1968), and 
others have shown that conventional system identification 
with its elaboration of the output is not at all useful in such 
cases. In fact, one often needs to consider only one aspect of 
the output-its maximum response amplitude. The inputs 
producing those responses, however, deserve careful 
analysis and elaborate description. A similar approach 
(i.e., an "inverted" system identification) should be useful 
for any subsystem suspected of being a decision maker. 

In several cases, carefully quantified conventional system 
identification has led to interesting new insights about 
neural subsystems (see reviews by Stark, 1968; Harmon and 
Lewis, 1968). In each case, success depended on considerable 
knowledge of the signals normally impinging upon the 
subsystem and considerable knowledge of the roles of the 
subsystem. In light of the examples of Figures 5 and 6, these 
conditions are not surprising. 

TELEOLOGICAL APPROACHES Although we may not 
know the electrical properties of the axon of the Mauthner 
cell, how its axon loads its soma, precisely how signals in- 
teract in its dendrites, or much else about the mechanisms 
or internal organization underlying its behavior, we none- 
theless have a relatively clear, unambiguous picture of the 
Mauthner cell as a nervous subsystem (Horridge, 1968; 
Furukawa and Furshpan, 1963). This is so because (1) it has 
been identified as an oriented object, and its orientation has 
been determined (it receives inputs from both eighth nerves 
and from the other Mauthner cell and sends outputs to the 
other Mauthner cell and to a giant motor fiber in the spinal 
cord) ; and (2) its role is reasonably well established (it is part 
of a system that decides on the basis of eighth-nerve vibra- 
tory input whether to elicit tail-flips and how those tail- 
flips should be directed). Many neurons (e.g., those in the 
cerebellum) have inhibitory inputs, yet receive little notice 
for it. In light of the decision role of the Mauthner cell, 
however, one finds rich meaning in the fact that its ipsi- 
lateral inputs are excitatory, its contralateral inputs are in- 

hibitory, and its output feeds back to inhibit the other 
Mauthner cell. 

Similarly, lateral inhibition by itself commands little at- 
tention. Purkinje cells of the cerebellum, for example, ap- 
parently are laterally inhibiting, but such a fact receives 
little notice because the role of the cerebellum is unknown. 
In peripheral sensory systems, however, lateral inhibition 
can provide contrast enhancement and increased acuity (von 
Bkk6sy, 1967). Its presence in visual systems explains a well- 
known psychophysical phenomenon, Mach bands (Ratliff, 
1965). One finds rich meaning, therefore, in the presence 
of lateral inhibition in peripheral sensory systems. 

Responses of the frog eye to minute spots of light, the 
excitatory centers with inhibitory surrounds, elaborate 
dynamics resulting in "on cells," "off cells," and "on-off 
cells," all provide some information about possible circuit 
interactions within the retina; but they did not provide 
much insight about the normally operating frog retina as a 
subsystem. Minute spots of light are not behaviorally 
significant visual patterns for frogs. When the role of the 
retina in natural frog behavior finally was considered, how- 
ever, and input signals were chosen accordingly, the retina 
was found to be an extremely refined decision-making 
machine (Lettvin et al., 1959). 

In the bullfrog ear, the fact that the basilar papilla ex- 
hibits a response peak at 1300 Hz and the amphibian papilla 
exhibits a peak at 200-400 Hz and is inhibited by sound 
energy between 500 Hz and 1000 Hz is interesting. It as- 
sumed considerably greater significance when behavioral 
studies showed that the mating call of the adult male bull- 
frog has spectral peaks at 200 Hz and 1300 Hz and very 
little energy between 500 Hz and 1000 Hz, while sexually 
immature male bullfrogs call with a spectral peak between 
500 Hz and 1000 Hz; only the call of a mature bullfrog will 
evoke calling in other males and the establishment of a 
chorus (Frishkopf et al., 1968). 

Many other examples can be cited: studies of mammalian 
reflexes (Sherrington, 1961), studies of the cockroach cercal 
system (Roeder, 1963), studies of the noctuid auditory sys- 
tem (Roeder and Treat, 1961), studies of insect flight motor 
systems (Wilson, 1966), and many more. All these led to 
important new insights about nervous-system operation; 
each of them treated an oriented nervous subsystem as an 
entity, and each of them asked system questions rather than 
circuit questions. 

Similarly, the lobster cardiac ganglion (1) has been 
identified as an oriented object, and much of its orientation 
has been determined (it receives inputs from three pairs of 
extrinsic fibers, two accelerator and one inhibitor, and 
from stretch receptors in the heart, and it sends motor fibers 
to the heart); and (2) much of its role has been determined 
(it controls the rhythm of the lobster heart). 

If one were interested in system questions rather than 
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circuit questions, one might ask about the ultimate sources 
of accelerator and inhibitor inputs to the ganglion. Do they 
mediate regulation of some homeostatic variable such as 
oxygen tension in the central nervous system? Do they re- 
spond directly to motor activity, anticipating oxygen-ten- 
sion decline? Are they connected to baroceptors? If feed- 
back regulation is involved, what is the open-loop gain of 
the system? Is it stable? These all are legitimate nervous- 
subsystem questions; answers to them may be even more 
revealing and important than the answers to all the circuit 
questions that have been posed. Even more important, 
answers to them may be achievable with present tools and 
present techniques. 

Summary: some priorities 

A computer specialist recently stated that if we consider a 
nervous system to be an information processor, then in 
order really to understand it we must know as much about 
it as we need to know about information processors of our 
own design. He went on to say that we must have complete 
knowledge of every aspect of it, from the physics underlying 
the operations of its individual elements to its over-all 
structural and functional design. We must be able to design 
it, redesign it, maintain it, and repair it. 

This certainly appears to be a reasonable definition of 
understanding. On  the other hand, most information proc- 
essors of our own design are composed of semiconductor 
devices and we do not have complete knowledge ofthe physics 
underlying semiconductor-device operation. In fact, given 
the geometry and doping profile of a semiconductor de- 
vice, we still cannot predict the performance of that device. 
Nonetheless, we understand our information processors so 
well that we can design them and build them. Needless to 
say, we do not design them in terms of basic device physics. 

When it comes to nervous systems, on the other hand, 
we are not designers and builders. For the present, at least, 
we must be content to be perturbers and observers. What 
we need are some reasonable goals and some reasonable 
priorities for perturbers and observers. Many of the system 
and circuit concepts discussed in this paper are strongly 
relevant to such goals and priorities. 

STRUCTURAL CONTEXT The existence of structural con- 
textuality implies that input-output descriptions are enor- 
mously ambiguous with respect to underlying mechanism 
and organization. It implies that neuronal circuits will be 
something other than the sum of their parts and that if a 
neuronal circuit element (e.g., a neuron or group of neu- 
rons) is isolated by surgery or anesthesia or any other means, 
its properties may have little relevance to its operation in 
the intact circuit. However, complete mechanistic analysis 
requires that every part somehow be isolated for observa- 

tion, and presently we do not have sufficient tools for 
either isolation or observation. Recent work, such as that 
on retina (Werblin and Dowling, 1969) and that on 
Tritonia (Willows, 1968) proves that much remains to be 
learned by diligent application of available tools, but 
thorough mechanistic analysis will require new tools, and 
their development should be given high priority. On the 
other hand, for mechanistic analysis, the study of input- 
output relationships should be given low priority. 

SIGNAL CONTEXT With respect to analysis of functions 
of a neural subsystem, input-output descriptions may be use- 
ful, but they can be interpreted only in the light of their 
natural signal context (i.e., the physical attributes of normal 
input and output signals of the subsystem). Furthermore, if 
one wishes to discover and analyze normal mechanisms, he 
must do it by employing normal signals. Thus, knowledge 
of natural signal context should be given a high priority, 
both for functional analysis and for mechanistic analysis. 

FUNCTIONAL CONTEXT Finally, if one wishes to under- 
stand the operation of a complete system, he normally must 
do so through functional analysis, in terms of the roles of its 
subsystems. An engineer would understand a computer, for 
example, not as a circuit of resistors, diodes, capacitors, 
magnetic cores, et cetera. He would understand it as a sys- 
tem of clocks, scalers, storage bins, et cetera. If a neuro- 
biologist wishes to attain similar understanding of a nervous 
system, he certainly may do it in the same way, in terms of 
the functional significance of each system element, or sub- 
system. Therefore, if understanding of whole nervous- 
system operation is the ultimate goal, the highest priority 
should be given to determination of roles. The final implica- 
tion of system theory is that neurobiologists should assume 
a somewhat teleological approach (Mesarovii-, 1968; Frish- 
kopf et al., 1968). 
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38 Neural Operations in Arthropod Ganglia 

D O N A L D  M .  W I L S O N  

ALTHOUGH IT IS difficult to prove the inheritance of behavior 
for any particular example, it is now generally conceded 
that many kinds of behavior, from simple to complex, are 
instinctive, or genetically programed, and that learning, if 
present in these cases, accomplishes a modification of heredi- 
tary instructions. Many adaptive changes in behavior in ani- 
mals may, in fact, be merely examples of postembryonic 
development or maturation. Arthropods, especially insects 
that have dramatic metamorphoses of form and function of 
the nervous system in later life stages, would seem especially 
suitable for studies of development of behavior, but remark- 
ably little attention has been given to this significant prob- 
lem by arthropodologists. On the other hand, the neural 
networks that run whole-animal activities in the adult ar- 
thropod are probably closer to being completely under- 
stood than are networks in any other taxa. Hence, in this 
paper I deal with some of those presumably genetically pro- 
gramed subsystems that are fully developed and operating. 
I attempt to find in them some of the elementary operations 
that networks of neurons may be performing and that per- 
mute and combine to make up the functioning system. 

Information, either genetic or learned, may be stored in 
the subcellular structures or network structures within the 
central nervous system. Because the morphology of sense 
organs determines modality and submodality of sensitivity, 
it also represents information storage. Peripheral intercon- 
nections between receptor and neural elements in the sense 
organs begin those filtering and abstracting functions that 
are necessary before the whole world of input can result in 
decisions appropriate to regulating output. Less often noted 
is the fact that all body form, even non-nervous aspects, is 
relevant to behavior, most obviously in the case of the mus- 
cular and skeletal systems. A motor command is effective 
and adaptive only when it is based on some knowledge of 
body form, just as a sensory input is correctly interpreted 
only if the central nervous system knows the labels of its 
inputs. To a large degree, at least, it appears that the central 
nervous system and the body periphery, including sense 
organs and motor machinery, follow parallel but indepen- 
dent courses of development. Through this development 
much of the information for behavior control is fixed in the 
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structure of either central nervous system or body periphery, 
or both. 

Genetically encoded behavioral information can be read 
out in three functional types of nervous structure at the neu- 
ral network level. One is the sensory$lter, which I discuss 
only briefly. Networks, such as lateral inhibition netwcrks 
in visual systems, can abstract special qualities of a stimulus 
pattern, such as motion or edge detection. Information 
stored in the network makes it selective of the pattern of in- 
put that can get through, but the network itself does not 
generate that pattern. Pattern generators, which are more 
characteristic of motor systems, may accept any input (or 
even be spontaneous) and produce a relatively stereotyped 
output, the pattern of which is not related to the input pat- 
tern. The same general network morphology can work 
either as a filter or as a pattern generator, depending on the 
parameters of the interactions between elements. Finally, 
closed-loop r g e x e s  can incorporate aspects of peripheral 
body structure into preprogramed behavior control. The 
present paper deals principally with central pattern genera- 
tion and reflex modulation of central commands. 

Central pattern generators 

Coordinated motor output that controls behavioral acts can 
occur in the absence of specific sensory input. So many ex- 
amples are known now that the list seems interminable. An 
emerging generality is that most simple behavioral acts, 
such as breathing walking, flying, swimming, heartbeat 
control, singing in insects and birds, copulation, and so on, 
do not necessarily rely on special sensory input or sensory 
feedback for the patterning of their motor output. One of 
the first such cases to be demonstrated really clearly was 
that of flight control in grasshoppers (Wilson, 1961). In these 
animals 80 motor neurons drive the muscles of the four 
wings. Each neuron discharges in a pattern of brief bursts of 
impulses (zero-to-four) on each wingstroke. The 80 com- 
prise four subsets in which nearly synchronous volleys occur. 
The subsets have different relative timing according to 
whether they drive upstroke or downstroke muscles of fore- 
wings or hind wings. The whole pattern of output with cor- 
rect relative phasing can occur when the nerve cord is iso- 
lated from sensation and stimulated randomly (Figure 1). 

In spite of intensive efforts to determine the coordinating 
mechanisms of this numerically simple system, we have as 
yet no idea how the output pattern is generated. We do 
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FIGURE 1 Random stimulation of the isolated grasshopper 
nerve cord elicits coordinated motor output such as that 
during flight. The CNS was totally deafferented and a Pois- 
son train of the stimuli (bottom line) was delivered to the 

know that there is not a single pacemaking center that mere- 
ly drives all the motor neurons. The system can be surgically 
reduced to at least four subsystems, each of which is capable 
of producing the alternating pattern required by one wing. 
On the other hand, we believe that the known motor- 
neuron interactions are too weak to account for the pattern 
by themselves. Hence, some type of coupled system of mul- 
tiple pacemakers is implicated. 

For some even simpler examples we can provide models 
that are probably correct. The first suggested model for the 
production of alternating output between two cells or two 
cell populations was the reciprocal inhibition network. This 
model, which has a long history, is presented in Figure 2 and 

nerve cord. The four motor units from which recordings 
were made behave as in flight, except that the burst repeti- 
tion rate is low. (Redrawn from Wilson and Wyman, 1965.) 

its legend. Only one proved real-life example of this model 
is known. The two Mauthner neurons of fishes excite many 
motor neurons in the longitudinal body muscles, and the al- 
ternating sequence of Mauthner axon impulses produces 
vigorous swimming. Intracentral reciprocal inhibition could 
also produce the alternation of bursts of impulses in verte- 
brate respiratory neurons, in motor neurons used in verte- 
brate locomotion, in the grasshopper flight-control system, 
and so on, but as yet the mechanism is not proved for any of 
these. 

Another model for the coordination of motor output is 
the positivefeedback network. Groups of cells in the brain of 
the nudibranch Tritonia (Willows, 1967) have mutually ex- 
citatory synaptic coupling. Another such group of cells is 
found in the stomatogastric ganglion of decapod crustaceans 
(Maynard, 1966). Activity in any cell in one of these net- 
works causes activation of others, and excitatory feedback 
results in a runaway burst of impulses. Fatigue or other self- 
limiting processes terminate the burst. After recovery, a new 
burst may begin, and the network may oscillate. Synergistic 
vertebrate respiratory neurons are thought to excite one an- 
other synaptically and, by that mechanism, produce the 
burst cycle during respiration, but the evidence for that is 
not strong. 

Single cells may have inherent impulse-burst capabilities 
(Strumwasser, 1967), and network properties can then serve 
merely to coordinate the activities of individual elements. 
The heart !ganglion of the mantis shrimp Squilla (Watanabe 
et al., 1967) contains several cells, each of which is capable of 
the normal output rhythm. They are tightly coupled elec- 
trotonically and, hence, always fire synchronously. The lob- 
ster cardiac ganglion contains four small driving cells and - - - 

FIGURE 2 Reciprocal inhibition networks can achieve sim- five follower motor neurons. There is mutual excitation 

ple one-to-one alternation (A), as in the fish Mauthner cells, among at least some of these cells, and it has been considered 

or may produce alternating bursts (B). These records are possible that the output bursts are caused by the positive 
from electronic neuromimes. (Redrawn from Wilson and feedback. Accumulating evidence suggests that the small 
Waldron, 1968.) cells may have endogenous burst capability, however, and 



their excitatory coupling may be as important for synchro- 
nization as for pattern production within the unit. Such 
multiple synergistic mechanisms could be common, and 
their analysis is especially difficult (Wilson and Waldron, 
1968). 

The last network mechanism for pattern production that 
I mention is that of the lateral or recurrent irihibitiori tlettuork. 
As is the case with the reciprocal inhibition mechanism, it 
has been demonstrated for only a single case of pattern gen- 
eration-the coordination of motor-neuron output in cer- 
tain flies. Each dorsal longitudinal flight muscle of flies is 
innervated by five or six motor neurons. In some cal- 
liphorids and drosophilids these neurons discharge in a 
phase-locked, ordered pattern at identical frequencies (Fig- 
ure 3). Occasionally the pattern shifts abruptly to a new 
order (Wyman, 1966). These patterns were mimicked in 
computer-simulation experiments in which each model neu- 
ron inhibited every other one (Wilson, 1966). Subsequent 
physiological experimentation involving antidromic stimu- 
lation of single motor neurons has shown that each unit in 
the small ~ o o l  does indeed inhibit every other one strongly 
(Mulloney, 1969a). Variations in the strength of the lateral 
inhibition account for some variations in output pattern in 
various insect species and even mutant races in Drosophila 
(Wilson, 1968a; Mulloney, 1969b; Levine, personal com- 
munication). 

This pattern-generating, lateral-inhibition network is for- 
mally similar to the filtering network in the Liiriulus eye. It 
diffeis in that the inhibitor) strength is much greater be- 
tween the few units controlling one muscle. Weaker inhibi- 
tion probably spreads to the motor neurons of other mus- 
cles, on which it influences the frequency but not the exact 
timing of discharge. The known recurrent inhibition be- 
tween synergistic motor neurons in vertebrates (Thomas 
and Wilson, 1967) probably has only this weaker effect. 

Arthropod neurons 

The best-known arthropod neurons are certain motor neu- 
rons and the giant fibers of crayfish. Recent work by Sel- 
verston and Kennedy (1969) and others using the procion 
yellow injection technique has provided an exact descrip- 
tion of the fine anatomy of these cells, including all the den- 
dritic branches visible in the light microscopice. An example 
of a motor neuron is shown in Figure 4A. The motor neu- 
rons that have been studied share several features, and in- 
complete studies suggest that these features are common to 
insect motor neurons as well. The cell bodies lie in the outer 
rind of the ganglion and lack synaptic contacts. The neurons 
are monopolar, sending a single process, often of rather 
small diameter, into the neuropil. There the process swells 
and connects to two or more large branches with unequal 
diameters. One of these leaves the ganglion either ipsilater- 

ally or contralaterally as the motor axon. Shorter branches 
either enter the fine neuropil, or Punctsubstanz, or are in 
contact with the large, intersegmental fibers of the longi- 
tudinal tracts, often including the giant fibers in crayfish. 
The cell bodies not only lack synaptic input, but most are 
also electrically passive; impulses often do not invade the 
soma. Furthermore, in smaller motor neurons in crayfish 
and in all those studied in insects, the cell body is electrically 
so distant from the large processes of the neuropil that no 
activity can be recorded from it, even when the axon is 
known to be active. Hence, our knowledge of electrical 
activities in these neurons derives mainly from recordings in 
the larger processes in the neuropil. There one may record a 
usual variety of excitatory or inhibitory synaptic potentials. 
Impulses vary in amplitude, suggesting that they arise from 
spike-initiating zones that are multiple or spatially labile, 
and that impulses do not necessarily even invade all regions 
of the main process. Hoyle (1970) has proposed that most of 
the intraganglionic portion of insect motor neurons is elec- 
trically inexcitable. Such is certainly not always true in cray- 
fishes. Some synapses between giant fibers and motor neu- 
rons are electrical, with a large safety factor producing one- 
to-one transmission at moderate frequencies. 

The lateral giant fibers of crayfish are more interestingly 
complex. Each has inputs and outputs in nearly every seg- 
mental ganglion. Each is in contact with the other via tight 
electrotonic junctions in each ganglion, and each has a cell 
body in every ganglion. In fact, each represents a sequential 
series of cells with a large axon coursing one segment ante- 
riorly, where it makes electrotonic contact with the next 
(Figure 4B). By virtue of these connections the series of 
axons act as a unit. 

The most complex neurons I know of in arthropods are 
intersegmental sensory interneurons found in the crayfish 
cord (Kennedy and Mellon, 1964). These fibers also receive 
inputs in several segments and can conduct impulses either 
anteriorly or posteriorly, depending on which sensory field 
is stimulated. If impulses arise nearly simultaneously from 
spatially widespread inputs, impulses may clash and cancel. 
Sequential, temporal stimulation of segmentally arrayed in- 
puts can give rise to several impulses. Conduction delays 
and time and space features of the stimulus sequence deter- 
mine the temporal spacing of the impulses recorded at either 
end of the fiber (Figure 5). An anterior-going stimulus se- 
quence produces a shorter interspike-interval burst at the 
anterior end than at the posterior end, and vice versa. These 
fibers do complex integrative chores; however, until ana- 
tomical studies that may prove otherwise are completed, it 
remains possible that they, like the lateral giant fibers, really 
are series of tightly coupled intersegmental neurons and not 
single cells. 

I wish to add one important comment about arthropod 
neurons. Only the larger cells have been studied in detail- 
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FIGURE 3 Multistable firing patterns'in flight motor neu- 
rons of the fly. In the electromyogram, the upper two traces 
are from two electrodes in the same muscle. Several differ- 
ent motor units can be discerned in each trace. The four 
numbered units in the top traces could be identified through- 
out a long record. Phase relationships between selected units 
are illustrated in the top two histograms. The phases of unit 
2 in the interval of unit 1 are bimodally distributed (left 
histogram). (Interval is the time between two impulses in 
the same channel. Phase is defined as the amount of time 
from an impulse in one channel to an impulse in a second 
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channel, divided by the time from the same impulse in the 
first channel to the next impulse in that same channel, i.e., 
its interval.) In the short section ofrecord in the upper trace, 
the two quasi-stable patterns are shown with a sudden tran- 
sition between. The phases of unit 4 in unit 2 intervals have 
four modes (upper right histogram). Unit 5 (third trace), 
which is in another muscle, shows no preferred phase with 
respect to unit 1 (lower right histogram) or any other unit in 
that muscle. (Lower trace, 10 per second time marker.) (Re- 
drawn from Wyman, 1966.) 



FIGURE 4 Reconstructions from procion yellow injections broad zone of contact in each segment. The soma is contra- 
of the two crayfish neurons. A. A motor neuron, the giant lateral; most of the "dendrites" are presumed to be input 
motor fiber of the abdominal flexors, has a contralateral cell processes. There are electrotonic tight junctions in the serial 
body, "dendrites" that contact each longitudinal giant fiber overlap zone, and also between the two lateral homologues 
and others ending in other parts of the neuropil, and an axon in each segment at the point of decussation. (From Kennedy, 
which exits from the ganglion (not shown). B. Each lateral Selverston, and Remler, 1969.) 
giant fiber is really a segmental series of neurons with a 



FIGURE 5 A complexly integrating crayfish interneuron 
with inputs in several segments. Recording sites at the 
rostra1 end (Rr) or caudal end (Rc) of the fiber reveal differ- 
ent apparent rates of activity, depending on whether the 
stimulus sequence was from hont to back, S1 Sz Sa, or vice 
versa. (Redrawn from Kennedy and Mellon, 1964.) 

the giant fibers, motor neurons, and large intersegmental 
interneurons. Certainly these account for less than 10 per 
cent of the neurons of even the lower segmental ganglia. 
The many small cells, most of which are probably short- 
axoned, may be comparable with vertebrate neurons such as 
Renshaw cells, granule cells, and so on. W e  have little phys- 
iological information on them. O n  the basis of studies of the 
large cells, we cannot construct a good model for any ar- 
thropod behavioral control systems as complex as those for 
walking or flight, so I expect that the little cells are neces- 
sarily involved. Unfortunately, at present there is little effort 
directed toward study of them. Yet, if we can extrapolate 
from vertebrate studies, such as those of Rall and Shepherd 
(1968) on the olfactory bulb, we can expect the small cells to 
be involved in such a basic subsystem operation as providing 
a mechanism for network oscillation and, possibly, doing 
that without even producing impulses themselves. 

Command fi beys 

Given that there are pattern-generating subsystems in the 
ganglia of arthropods, we may go on to ask, What turns 
them on and off, and how are they modulated for the pur- 
poses of orientation or steering? The answer will be more 
satisfactory than the preceding discussion. A few years ago, 
Wiersma and Ikeda (1964) used the term cornrnandfiber to 

designate certain interneurons in crayfish that activate many 
motor neurons in complexly coordinated concert, even 
when the stimulation of the single fiber is a simple train of 
evenly spaced electrical shocks without phasic or patterning 
relationship to the output. Years earlier, Wiersma (1952) 
had first described such a fiber. When stimulated in the cir- 
cumesophageal connective, this single fiber elicited the "de- 
fense posture," which involves probably more than half of 
the musculature of the whole crayfish body. The abdomen 
is arched and the legs are extended; the body rests on the 
tail and the last two or three pairs of legs; the chelipeds are 
outstretched and the claws opened-all as a result of the 
stimulating of one interneuron! Analogous cell types are 
known in insects and mollusks. For example, Willows (1967) 
found a neuron in Tritonia that elicited a long sequence of 
swimming movements involving much of the musculature 
of the animal when only a single impulse occurred in the 
stimulated cell. 

The literature on command fibers is now extensive; these 
fibers may be divided roughly into two categories-those 
controlling posture and those driving oscillatory systems. 
Interactions between the two types and intermediate types 
undoubtedly occur, but I discuss them in these separate con- 
texts. Rather than attribute each observation, I suggest the 
more general recent articles by Atwood and Wiersma (1967) 
and Evoy and Kennedy (1 967). 

The beat of the swimmerets in such decapod Crustacea 
as crayfish consists of a forward-running, metachronous 
rhythm of alternating protractions and retractions. It can 
occur in the absence of all sensory feedback and sometimes 
arises spontaneously. In quiescent preparations, stimulation 
of any one of a few long interneurons can activate the whole 
system and the output pattern is normal. There may be a 
long latency between the start of stimulation and the onset 
of output. This latency is partly a function of input fre- 
quency. Above the minimal frequency needed to activate 
the system, increases in input frequency have relatively little 
effect on the output, but there is a correlation between input 
and output freq;encies. Several of the command fibers con- 
trolling the beat of the swimmerets appear to have identical 
effects on output; perhaps they are truly redundant. Others 
are differentiable in that they may give rise to a greater 
power of beat on one side or in different segments. It could 
be that the apparently redundant command fibers have un- 
discovered individual effects. 

Each of the several ganglia that control swimmeret beat 
contains oscillatory drive mechanisms. Isolated ganglia can 
still work, but independently of one another. Because the 
command fibers d o  not set the phase of even one ganglionic 
oscillator, they cannot mediate the coordination of the sev- 
eral in the metachronal rhythm. Recently, Paul Stein (per- 
sonal communication) has found a small set of fibers only a 
few segments long that normally fire in a phasic pattern re- 



lated to that of an isolated ganglion oscillation. Stimulation 
o f a  bundle of these in an appropriate rhythm can set the 
phase of oscillation in a ganglion one or two segments away. 

The command fibers controlling crayfish abdominal pos- 
ture are highly diverse and no two appear to be identical. 
Some affect large sets of muscles (some up to 300 motor neu- 
rons); others, relatively few. Some effects are differential 
with respect to side or segment. Cinematic analysis during 
stimulation of single fibers shows cases in which abdominal 
extension may be principally in the anterior segments, be 
uniformly spread, or be principally posterior, and shows 
that rate of development of the commanded posture may 
vary with different identifiable fibers (Figure 6). Recordings 
from motor neurons, even within the small group that - 
drives a single large muscle, indicate differentiation in con- 
nectivity of single interneurons of quite similar behavioral 
function. Each of these command fibers codes a particular 
posture by virtue of the set of its output connections, not its 
temporal pattern of activity. It is a labeled line in the same 
sense that sensory fibers are. Postural command fibers work- 

FIGURE 6 Command fibers for abdominal vostural control 
in crayfishes are differentiated with respect to both rate of 
change of posture and final position. Depicted here are ini- 
tial (solid) and final (dotted) positions of the abdomen, 
traced from cinematographic rdcords at the beginning and 
at the end of stimulation of two different extension com- 
mand fibers at 100 pulses per second. Top : A relatively rapid 
movement involving primarily the second and third joints 
(the more caudaljoint angles change only a little). Below: A 
slower extension, involving all the caudal segments, pro- 
duced by a second command fiber in the same preparation. 
(From Kennedy et al., 1967.) 

ing together with those driving rhythmic systems may pos- 
sibly steer locomotory activities. 

One should, perhaps, also classify interneuronal giant 
fibers under the title command fibers. They often evoke 
motor acts involving much of the musculature. They are in- 
volved in well-known startle or escape reactions, e.g., the 
sudden "jump" of aquarium fishes when the glass is tapped, 
is mediated by their Mauthner axons. The giant fibers differ 
from the sorts of command fibers already mentioned in that 
there is a strong phasic relationship between impulses in the 
giant fibers and the resulting output. Wiersma's use of the 
term referred to cases of the type in which the effects of long 
trains of command-fiber impulses are summated in the next 
stage of neural integration and detailed phasic information 
in the command is, by and large, lost or filtered out. 

Command fibers can be thought of as connecting neural 
links between sensory filters and pattern generators. Some 
higher-order sensory interneurons affect motor output 
(Kennedy, personal communication), but, in general, the 
question What turns on a command fiber? is still unan- 
swered. 

Hierarchical organization i n  arthropodganglia 

Without presenting the relevant evidence, I assert that it is 
unlikely, in most cases, that interactions between motor neu- 
rons provide the basis for their patterned oscillatory behav- 
ior. Something like a hierarchically higher-level pacemaker 
or a pattern generator is called for. Hierarchical structure 
also is indicated by the fact that command fibers do not gen- 
erally excite motor neurons monosynaptically, and some 
"sensory interneurons," when stimulated singly, produce no 
effects at all in motor neurons. We think of the interneurons 
of the lower arthropod nerve cord as being secondary or 
tertiary sensory neurons, pre-motor neurons, or intermedi- 
ate between sensory and pre-motor. Whether there are de- 
finable levels in the intermediate category has not even been 
discussed. 

Relevant to a discussion of the notion of structural hier- 
archy are comments made earlier on the lobster cardiac gan- 
glion. The five large cells of that ganglion are motor neu- 
rons incapable of producing bursts of impulses by them- 
selves. The four small cells are pre-motor interneurons, 
which, in concert or possibly singly, can produce impulse 
bursts. The latter drive the former. But the large motor neu- 
rons also excite the small pre-motor cells. This excitatory 
feedback is not very strong; hence, it is still possible to de- 
scribe a principal order through the two-layered system, but 
the notion of structural hierarchy in nerve networks is made 
more complex by the possibility of feedback from lower to 
higher levels. Another complexity is introduced by the fact 
that inputs may bypass levels. For example, not all inputs to 
the crayfish abdominal motor neurons must work through 



the same number of levels of network hierarchy. The giant 
fibers make synaptic contact directly upon motor neurons. 

Aside from the glaring exception that we have no knowl- 
edge of the basis of the oscillatory mechanism, observations 
like those above, complete in detail, are probably enough to 
explain the nonreflex behavior of the crayfish abdomen. We 
must also know what turns on the command fibers, of 
course. But, at the lower level, the present approach may be 
sufficient for a complete understanding of central mecha- 
nisms. A striking feature of these analyses is the degree of 
uniqueness or lack of redundancy at the cellular level. Motor 
neurons are constant in number, position, and fields of in- 
nervation. Particular interneurons, such as command fibers 
and intersegmental phasing fibers, can be located repeatedly 
in different animals in the same region of the cord cross sec- 
tion. In crayfish, the only demonstrated cases of noncon- 
stancy at the whole-neuron level are a few "sports" identi- 
fied by Florey (1966). In these individual animals one or two 
extra bilateral pairs of cells appear. Florey suggested that the 
supernumerary cells, plus the normal ones, are daughter cells 
of neuroblasts that have undergone one more division than 
usual. His electrophysiological studies show that the anoma- 
lous cells either share functions with the normal ones or, in 
one case, result in peripheral neuromuscular inhibition of a 
muscle that does not normally receive inhibition. However, 
again I must warn that all these studies are on larger neurons 
of the lower centers. There is some evidence that in inverte- 
brates there may be natural neuronal death or cell addition 
in late stages of the life history. However, we do not know 
if changes in cell number take place within the behavioral 
control systems that are being studied. If they do, the opti- 
mism I expressed above-that present techniques may allow 
us to achieve complete understanding-may not bejustified. 

Proprioceptive r$exes 

The central pattern generators of arthropod segmental gan- 
glia are turned on and off and steered by command-fiber in- 
puts from higher centers. They are also influenced by pro- 
prioceptive feedback resulting from their own output ac- 
tions. Proprioceptive feedbacks have diverse functions in 
different cases. One reflex regulates the power of the lobster 
swimmeret beat, but alone cannot determine its phase or fre- 
quency (Davis, 1969). Another affects intersegmental phase 
in insect locomotory activities (Weevers, 1966). I discuss in 
detail only one, perhaps rather special, reflex because it well 
illustrates some of the issues and operations that are the sub- 
ject of Part VI of this volume. 

In the hinge of each of the four wings of a grasshopper is 
a single-unit stretch receptor that fires one to a few impulses 
toward the end of each upstroke. If the four sensillae are de- 
stroyed, the central oscillator runs at about half normal 
speed, and flight power is so drastically reduced that the ani- 

mal cannot actually fly. If three are damaged, the oscillator 
runs at about 75 per cent of normal frequency. With two 
stretch receptors intact, the frequency is within 10 per cent 
of normal, and with three it is in the normal range. In addi- 
tion to the effect on oscillator frequency, the stretch recep- 
tors influence the output amplitude measured as the number 
of motor impulses per unit per wingstroke cycle. Ablation 
of stretch receptors affects power doubly through both oscil- 
lator frequency and amplitude. It does not matter which two 
or three sensillae are ablated. The effects on output are equal 
no matter what spatial combination is chosen; the two re- 
ceptors of one side have no more effect on that side than on 
the other, and cutting those of one segment affects both seg- 
ments equally. I recently examined these preparations with 
an eye to detecting even small amplitude differences associ- 
ated with particular receptors, and could find none. The 
four stretch receptors have different peripheral addresses, 
but their central effects are pooled nonspecifically, at least in 
that their effects on output are not differentiable. Although 
their output effects are nonunique, however, they are not 
redundant. Two receptors are not so good as four; the sys- 
tem cannot adapt to the loss of more than two of the stretch 
receptors. The four stretch receptors contribute nonspecifi- 
cally and nonlinearly to a tonic excitatory state of the flight- 
control system. 

Another point (relevant to this section of the book) with 
respect to this reflex is that each stretch-receptor axon carries 
considerable information about wing position and velocity, 
but that information is not used by the CNS. Recording 
from them during flight, the experimenter can estimate 
wingbeat frequency, phase, and amplitude (Figure 7). This 
information is carried in the number of impulses per burst, 
the time of onset of bursts, and the bursting frequency. Each 
of the four carries similar information. But this detailed in- 
formation is apparently not used by the grasshopper. If the 
stretch receptors are cut and stimulated electrically, accord- 
ing to other than normal patterns, the oscillator frequency 
and amplitude are normal as long as the frequency of input 
is normal, averaged over several output cycles. The ganglion 
does not analyze for phasic information in the input pattern 
but only sums total input from the four receptors over aver- 
aging times that obliterate fine temporal detail. A fair physi- 
cal analogy is a long, time-constant, resistance-capacitance 
network that integrates input pulses into a more or less rip- 
ple-free steady voltage, which is a function of over-all input 
frequency. The filtering that occurs in this grasshopper re- 
flex discards much information about the wingbeat that we 
might find interesting and passes only that which is neces- 
sary to maintain a proper degree of excitatory state in the 
oscillating central system. The stretch receptors have the na- 
ture of Stirnulationsorganen, a term coined by German au- 
thors to designate receptors that contribute to central tone 
rather than provide specific information. This reflex pro- 
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vides a good example for stressing the point that in assigning 
a code or in assessing information-content in a signal, one 
should (if he is concerned about biological relevance) pay 
attention to the natural reader of that code. 

Uniqueness, but nonnecessity 

If one motor unit, one muscle, or even the whole set of mus- 
cles that drive one wing are incapacitated, a grasshopper can 
still fly. Such ability may not surprise a naturalist, but, given 
that the fhght machinery is driven by a central pattern gen- 
erator that has no need for special patterns of input, it is not 
obvious that it could accommodate for changes in the efi- 
cacy of its output. Indeed, if a grasshopper is flown when 
tethered (fixed in space) it does not change its pattern of 
motor output when muscles are cut or wings ablated. Re- 
moval of an entire hind wing, which should give rise to a 
threefold to fourfold power asymmetry between the two 
sides, does not result in adaptive changes in motor output as 
long as the animal is fixed so that it cannot roll or yaw. Yet, 
when the same animal is thrown in the air, it can fly straight 
and level. Exteroceptive rather than proprioceptive feed- 
backs are utilized in regulating flight path and stability. In 
the tethered animal, these are ineffective because the animal 
cannot turn, and there is no error signal even though the 
preprogramed central pattern generator is not appropriate 
to the deranged peripheral anatomy. Two kinds of extero- 
ception are used in free flight; one is visual and the other is a 
winddirection sense mediated by hair sensillae on the head. 
If an animal that has had asymmetrical muscle or wing abla- 
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FIGURE 7 Stretch receptor of the grasshopper wing hinge. 
A. Firing of a mesothoracic stretch receptor during tethered 
flight. The upper trace in each pair is a record of activity of 
the first basalar muscle; the lower trace, a stretch receptor. 
At lower wingbeat frequency the stretch receptor fires more 
impulses per cycle. (From Wilson and Gettrup, 1963.) B. 
Output frequency of a deafferented grasshopper preparation 
before, during, and after a long bout of stimulation of two 
stretch receptors. (Redrawn from Wilson and Wyman, 
1965.) 

tion is flown in the dark (infrared light techniques allow 
observation), with the head hairs cemented over, it flies in a 
curved path, the radius of which is influenced by the degree 
of surgical damage. Proprioception is insufficient to correct 
the turn. If either vision or wind-direction sense is intact, the 
animal can adapt completely to major damage. 

The role of the visual input alone can be studied in a spe- 
cial tethering apparatus that allows roll only (Figure 8). Slow 
rolling in this apparatus does not give rise to a wind-direc- 
tion error signal because the body axis remains constantly 
aligned with the direction of the wind stream. Electrodes 
can be placed in the muscles of the animal in this apparatus - - 
and the motor-output pattern recorded during rolling be- 
havior. In the dark, animals do not orient relative to the roll 
axis. They may remain stationary in any position, in which 
case the motor output to bilaterally homologous muscles is 
symmetrical; or they may roll continuously, owing to 
asymmetrical output. With lights on, especially if there is a 
simulated horizon, they fly stably with the dorsum toward 
the light or the dorsoventral axis at right angles with respect 
to the plane of the horizon. If muscles or wings are cut, all 
animals roll continuously in the dark in the expected direc- 
tion, because there is no change in motor output. There are 
drastic and appropriate motor output changes in the light. 
The animal may assume a completely normal orientation if 
the surgical damage is not too severe, or hold a stable posi- 
tion which deviates, in the dark, in the direction of the error; 
or, when the damage is excessive, roll continuously, but un- 
evenly, with a nearly stable point in the cycle. The visual 
control-of-roll reflex has the properties of a proportional error 
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FIGURE 8 Apparatus for recording motor output during modified to prevent rolling until the point marked o j ;  
rolling flight shows that the natural output may be sym- when the output again became symmetrical and the animal 
metrical in the dark even when extensive peripheral damage began to roll again. (From Wilson, 1968b.) 
exists (a). In (b) the light had been on and the output suitably 

servomechanism. This servomechanism could not be discov- 
ered with the older recording techniques, in which muscle 
potentials were monitored but which did not allow an overt 
roll error during flight. 

Grasshopper flight control, like many other invertebrate 
behavioral control systems, consists of a central pattern gen- 
erator that can be turned on by unpatterned input from 
command channels. The output pattern is complete in the 
absence of feedbacks, but proprioceptive feedbacks modify 
the pattern to control wingbeat frequency (and pitch), and 
exteroceptive feedbacks produce motor-output asymmetries 
which can correct surgically-induced turning tendencies. 

During the course of study of these exteroceptive con- 
trols, I found that many grasshoppers have long-term, natu- 
rally asymmetrical output and always roll in the dark. The 
central pattern generator is imperfect, and feedback modu- 
lation is necessary in order to permit them to fly well at all. 
The feedback mechanisms may have evolved not only to 
correct damage to peripheral body structures, but also to 
correct inherent central error. Such errors might arise 
through developmental accidents. Current studies on Dro- 
sophila, Oncopeltus, and Tribollium suggest that the turning 
tendency "error" may also in some cases be genetic, because 
stocks of animals with different degrees of bias may be bred. 
These selected animals are not incapacitated in a lighted en- 
vironment, but in the dark may circle compulsively with a 
radius of only a few body lengths. 

Reflex mechanisms by themselves do not explain simple 
arthropod behavior; central programs, by themselves, are 
also inadequate. The interaction of the two types of control 
system produces the coupling between CNS and body pe- 
riphery and environment that is necessary for adaptation to 
genetic or developmental error, accidental damage, varying 
load, or unpredictable environment. A result of the super- 
structure of correcting feedbacks that modulate central pro- 
grams is that the whole behavioral control systems have 
fail-safe characteristics. One may remove a muscle or a 
wing, a stretch receptor, the eyes, the wind receptors, or any 
one of the other known input sources of the grasshopper 
flight system without preventing stable flight. Only if too 
many parts of the system are damaged at once is the behav- 
ior impaired. Although every part is unique and nonredun- 
dant and is repeated from animal to animal, no one part is 
necessary. 

Muscle control and the needfovproprioception 

Another inadequacy of purely central programing of motor 
output has come to my attention through recent studies on 
the neural control of muscle. If a skeletal muscle of a verte- 
brate or an arthropod is excited by a sinusoidally frequency- 
modulated pulse train, its length under a variety of load 
conditions varies hysteretically (Figure 9). During the de- 
creasing-frequency half of the modulation cycle, the muscle 



holds the maximum position achieved until the stimulus 
frequency drops to relatively low values. The degree of hys- 
teresis is large even when the modulation period is many 
times the relaxation time for the muscle. If, during the de- 
creasing-frequency half of the cycle, extra load is applied 
briefly to the muscle, it will reset to a longer length, which 
it then holds until it re-enters the normal loop (Figure 9). 
During stimulus trains of decreasing frequency, the muscle 
can hold any length within the area bounded by the hyster- 
esis loop, depending on load variation, which means that a 
central motor-command system cannot be precalibrated 
unless all variations in load can be predicted. In order to 
command the length of a single muscle, the CNS must have 
available devices that monitor the effects of its own output 
if unpredictable variations in load are to be accommodated. 

Other complications in the relationship between motor 
output and movement have been described by Hoyle 
(1964). He recorded motor output to the leg muscles of 
keely locomoting grasshoppers and found that, even during 
apparently identical series of leg steps, the output patterns 
were highly diverse. He could not find a stereotyped output 
pattern associated with the stereotyped motion. Sometimes 
flexors and extensors alternated, as expected, but at other 
times one muscle remained tonically active while the other 
fired in bursts. The leg oscillated as the phasically activated 
muscle pulled against the other as if it were a spring. Per- 

haps several or many output patterns can produce the same 
behavior. W e  can think about the possibility that centrally 
patterned motor outputs command temporal sequences of 
muscle lengths, or limb positions, and that load variations 
cause proprioceptive feedbacks which indicate mismatch 
between command and achievement. If such a comparison 
of goal and realization occurs, subsequent motor output 
may have more the nature of an error signal than of primary 
length command. 

Central control ofthe sequencing ofcomplex behavior 

Finally, I wish to discuss one part of a study by Loher and 
Huber (1966) on the central programing of courtship be- 
havior in the grasshopper Gornphocerus rujus. The impor- 
tance of this example is that it provides a possible way of 
thinking about how neural subsystems are coupled into 
more complex programs of behavior. The mature male 
grasshopper orients in front of a female and performs a se- 
quence of movements. These consist of three phases or sub- 
routines. The first consists of three to four seconds of head- 
shaking and small-amplitude hind-leg movements, starting 
at one to two cycles per second, and increasing in frequency 
to four to six per second at the end of this phase. During the 
second phase, the antennae are thrown back and then 
brought forward again and the hind legs kick once or twice, 

FIGURE 9 Hysteresis loops for isotonic contractions of an 
insect muscle stimulated by an impulse train modulated 
from 10 to 100 pps. at 0.1 Hz. (The stimulus frequency axis 
[abscissa] was driven by the stimulus-modulating sine wave.) 
A. A brief interruption of the stimulus train results in rapid 
relaxation until stimulation resumes. B. A similar curve re- 
sults when the muscle is lengthened by an external force 

Crequency 

during continuous stimulation. C. An externally imposed 
shortening of the muscle does not cause resetting of its 
length. D. A length reset caused by passive elongation can- 
not be followed by a reset to shorter length, although the 
muscle could hold a shorter length under the identical stim- 
ulus history. (From Wilson and Larimer, 1968.) 



producing sharp, stridulatory sounds. Phase two lasts one 
second. Phase three begins with one-half second of silence 
followed by four to five seconds of prolonged stridulatory 
movements. The whole sequence may be repeated as many 
as 50 times. Visual cues (sight of female) or auditory ones 
(female song) can elicit the male behavior. Either is sufFi- 
cient. A blind or deaf male can be stimulated to court. In 
fact, sexually deprived males may court in vacuo. Input 
may trigger the behavior, but it does not pattern behavior 
further, nor is special input even necessary. Once triggered, 
each sequence runs to its end in spite of interference with 
output or feedback. If the hind legs are fixed in any position, 
or the nerve cord is cut in front of the ganglion that inner- 
vates them, stridulation is impossible. The male courts si- 
lently, but according to the time schedule of an intact ani- 
mal. Phase one begins every eight to nine seconds, even 
though there is no  output and, hence, no feedback, during 
phase three. It is as if the nervous system contains a tape- 
recorded program, which when turned on plays over and 
over, calling up subroutines, but not monitoring output 
and, therefore, ignoring output malfunction. This example 
is not analyzed in cellular detail, and it may not even be very 
rigorously interpreted, but it suggests what may be an im- 
portant principle in arthropod behavior control, namely, 
that local subsystems drive the movements of individual seg- 
ments and limbs and that complex sequences are programed 
by higher-level timers which activate the local systems in 
sequence. 

Summary 

Neural subsystems controlling arthropod behavior include, 
at the nerve network level, both sensoryfilters and pattern- 
generating networks. 

These may be connected by cotnrnand interneurons. 
Filters, interneuronal links, and pattern generators are ar- 

ranged in a hierarchy of an unknown number of levels. Prob- 
ably signals can bypass some levels of that hierarchy. 

By and large, each arthropod neuron that has been studied 
is unique, but is repeated from animal to animal. There seems 
to be little or no redundancy. However, in general, no single 
cell is necessary, because feedback controls assure adaptive 
function even when central control mechanisms are dam- 
aged or inherently deficient. 

Proprioceptive and exteroceptive feedback loops are utilized to 
provide the central mechanisms with information about the 
effect of their own output as well as about body periphery 
or environment. 
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39 Neuronal Operations in Cerebellar Transactions 

ANY serious attempt to discuss general aspects of cerebellar 
function must make clear at the outset that, although the 
phylogeny, ontogeny, neuroanatomy, and electrophysiol- 
ogy of the cerebellar cortex are better understood than any 
other region of the central nervous system, no clear formu- 
lation has as yet been attained regarding its over-all func- 
tion. Before entering into the actual complexities of the 
neuronal interactions in the cerebellar cortex, it is appropri- 
ate to describe briefly some of the morphological and elec- 
trophysiological details that we shall consider throughout 
this paper. 

Morphological organization 

THE "BASIC CEREBELLAR CIRCUIT," A TYPICAL SIMPLE 
CIRCUIT ORGANIZATION Following the study of the 
morphological and functional characteristics of the cerebel- 
lar cortex in different vertebrates, a working hypothesis was 
advanced regarding the existence of a "common denomi- 
nator" for the neuronal organization of the cerebellar cortex 
throughout phylogeny. The hypothesis assumes that the 
cerebellar cortex of all vertebrates is basically organized 
around Purkinje cells (the only output system from the 
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cerebellar cortex), which receive two afferent systems-the 
climbing-fiber and the mossy-fiber input. The superim- 
posed interneuronal systems then represent a specialization 
of this basic pattern of organization (Llinhs, 1969b; Llinis 
et al., 1969b). (The term "interneuron" is used here to refer 
to "those nerve cells whose axons are distributed in the 
vicinity of their place of origin.") 

Climbing jibers The climbing-fiber system, as first de- 
scribed by Ram& y Caja1(1888b), is a monosynaptic input 
which terminates in direct contact with the soma and den- 
drites of the Purkinje cells. The actual junction takes place 
via small spines which protrude from the main dendrite of 
the cell (Larramendi and Victor, 1967; Uchizono, 1967, 
1969; Hillman, 1969a, 1969b; Sotelo, 1969) (Figure 1). 
These fibers, which branch profusely and twine in creeper- 
like fashion around the main dendrite of the Purkinje cell, 
establish a large number of synaptic contacts with the den- 
dritic spines. It has been calculated that in the frog there are 
approximately 300 contacts between a climbing fiber and 
a Purkinje cell (Llinhs et al., 1969a), and in the alligator the 
number is approximately 170 (Hillman, 1969b). Such an 
order of magnitude seems to be the norm for this input in 
different vertebrates (Hillman, 1969b). Light- and electron- 
microscope characteristics of the synapses are quite similar 
in different terrestrial vertebrates (Hillman, 1969b; Llinis 
and Hillman, 1969) and in fish (Houser, 1901 ; Kaiserman- 
Abramof and Palay, 1969; Nicholson et al., 1969; Nieu- 
wenhuys and Nicholson, 1969; Schnitzlein and Faucette, 



FIGURE 1 Light and electron micrographs illustrating the 
relation of the climbing fiber and the Purkinje cell in the 
frog Rann catesbeiatza. A. Golgi stain of a climbing fiber in 
the molecular layer of the cerebellar cortex. The fiber tri- 
furcates (arrow) and has the same orientation as main den- 
drites of Purkinje cells. B and C. Electron micrographs of 
the synapse of the climbing fiber and the Purkinje cell. In B, 
the Purkinje-cell dendrite (PCD) has been sectioned 

transversely to show the close relationship between 
the ascending climbing fiber (CF) and the dendrite of 
the Purkinje cell. Note that the "synaptic contacts" (ar- 
rows) take place at dendritic spines (S). In C, a longitudinal 
section of a Purkinje-cell dendrite (PCD). A climbing fiber 
(CF) is seen to follow the dendritic tree longitudinally. As 
in B, the synaptic contact occurs at the dendritic spines (ar- 
row). (Unpublished results, courtesy of D. E. Hillman.) 

1969). Therefore it can be stated that the climbing-fiber in- Purkinje cell (Rambn y Cajal, 1904; Scheibel and Scheibel, 
put seems to  have been modified little throughout the 1964; Larramendi, 1965, 1969; Mugnaini, 1966, 1969; 
evolution of the central nervous system. Ontogenetically, Kornguth et al., 1968). This first contact occurs at the level 
the climbing fiber is the first input to be in contact with the of the Purkinje-cell soma where the well-known "capu- 



chon" arrangement described by Ram611 y Cajal (1904) is 
the typical form ofjunction between the climbing fiber and 
its Purkinje cell. 

Mossy fibers The mossy-fiber input is also present 
throughout phylogeny (Ram611 y Cajal, 1903; Ariens Kap- 
pers et al., 1936; Mugnaini, 1969; Llinhs et al., 1969b). In all 
cases these fibers terminate in contact with the dendrites of 
the granule cells in the granular layer of the cerebellar cor- 
tex. The character of this synapse is glomerular, i.e., a single 
afferent mossy fiber produces a saclike expansion, with 
digits that enter in contact with a large number of granule- 
cell dendrites (Hhmori and Szenthgothai, 1966; Fox et al., 
1967) (Figure 2). This type of contact is complicated in 
higher vertebrates but is simple in lower vertebrates, as can 
be seen in frogs (Hillman, 1969a, 1969b; Sotelo, 1969), al- 
ligators (Hillman, 1969b), or fish (Nieuwenhuys and 
Nicholson, 1969b; ~aiserman-Abramof and Palay, 1969; 
Nicholson et al., 1969). 

The granule cell, the second link in the mossy-fiber input 
to the Purkinje cells, produces throughout phylogeny an 
ascending axon, which divides in a T fashion (Figure 3A) 
and establishes contact with the dendrites of Purkinje cells 
by means of small spines situated in the so-called spiny 
branchlets (Ram6n y Cajal, 1904) (Figure 3B). The electron- 
microscopical characteristics of this "crossing-over" syn- 
apse (Hhmori and Szenthgothai, 1964; Fox et al., 1964; 
Uchizono, 1967) are once again quite similar throughout 
cerebellar phylogeny (Llinhs et al., 1969b). We have, there- 
fore, a system that seems to be basically similar in most 
vertebrates, as shown at both the light- and the electron- 
microscope levels. 

As for the development of the mossy-fiber system, these 
fibers reach the granule layer and establish contact with the 
dendrites of the granule cells once those cells have migrated 
down the molecular layer to the granular layer. Prior to this 
migration, the granule neuroblast emits two axonic prolon- 
gations at opposite poles of its soma. These form the parallel 
fibers as the soma descends to the granular layer, generating 
the ascending portion of the granule-cell axon (Ram6n y 
Cajal, 1904). 

The chronological development of synaptic junctions in 
this system is such that the parallel fiber-Purkinje cell syn- 
apse is the first to be formed, whereas the mossy-fiber and 
granule-cell junction develop later. It appears, therefore, 
that the ontogenetic organization of the synaptic links along 
this pathway has a reverse direction from that of nerve 
propagation in the adult form (Larramendi, 1969). 

Intrinsic rleurons oftlze cerebellar cortex Superimposed on 
this "basic cerebellar circuit," and with varying degrees of 
complexity as one goes up the phylogenetic scale, are the 
cerebellar interneurons; the two main groups are the basket 
and stellate cells of the molecular layer and the Golgi cells 
of the granular layer. The synaptic action exerted by these 

neurons on their target cells has been shown to be inhibitory 
and is discussed in detail below. 

Morphologically the interneurons of the molecular layer 
(the stellate and basket cells) are basically a homogeneous 
group, with the basket and small stellate cells representing 
the limits of the continuum. Characteristically, these inter- 
neurons receive their most voluminous input from parallel- 
fiber synapses in their dendrites and soma, and their axons 
terminate, for the most part, on the dendrites and soma of 
the Purkinje cells. Those neurons whose axons terminate 
around the lower part of the Purkinje-cell soma and initial 
segment are the so-called "basket cells" (Rambn y Cajal, 
1888a), while those terminating mostly on the dendrites are 
the "stellate cells" (Ram6n y Cajal, 1904). It must be clear, 
however, that both types of cells, basket and stellate, have a 
large number of terminals on Purkinje-cell dendrites. A 
second important point regarding their morphology is that 
their axons run transversely at right angles to the ~arallel 
fibers (Ram6n y Cajal, 1904; Hhmori and Szenthgothai, 
1965 ; Fox et al., 1967). 

In addition to ~arallel fibers, these cells are also known to 
receive terminals from other interneurons and from col- 
laterals of the climbing fibers (Scheibel and Scheibel, 1954; 
Lemkey-Johnston and Larramendi, 1968a, 1968b) and the 
lower basket cells also receive synaptic inputs from axon 
collaterals of Purkinje cells (Hhmori and Szenthgothai, 1968; 
Lemkey-Johnston and Larramendi, 1968b). 

The Golgi cells seem to receive inputs from both parallel 
fibers (Ram6n y Cajal, 1904; Hhmori and Szenthgothai, 
1966; Fox et al., 1967) and mossy fibers (Hhmori and 
Szenthgothai, 1966; Uchizono, 1967 ; Hillman, 1969b; 
Mugnaini, 1969; Nicholson et al., 1969). From the phylo- 
genetic point of view, it seems likely that the Golgi cells 
were primarily granular-layer interneurons, the main input 
of which was the mossy fibers (Llinb and Hillman, 1969), 
and that only later did the dendritic arbor reach the level of 
the molecular layer. The terminals of the Golgi cell spread 
throughout the granular layer and terminate on the den- 
dritic digits of the granule cells, forming a ringlike arrange- 
ment which surrounds the glomerulus (Ram6n y Cajal, 
1904). Other afferents terminating in contact with the 
bodies of the Golgi cells are the recurrent collaterals of 
Purkinje cells (Ram6n y Cajal, 1912; Hhmori and Szenth- 
gothai, 1966; Fox et al., 1967; Lemkey-Johnston and Larra- 
mendi, 1968b), as well as the collaterals of the climbing 
fibers (~cheibel and Scheibel, 1954; Hhmori and Szenth- 
gothai, 1966; Lemkey-Johnston and Larramendi, 1968b). 

The ontogeny of the interneuronal system is now fairly 
clear. As first hypothesized by Ram6n y Cajal (1904), the 
Golgi cells arise from the mesencephalic rhombic lip and 
migrate to the cerebellar anlagen very much as do the Pur- 
kinje cells, although two or three days later in time (Fujita 
et al., 1966; Fujita, 1969). The basket and large and small 



FIGURE 2 Light and electron micrographs of mossy fibers and ul- 
trastructural organization of cerebellar glomerulus in Caiman 
sclerops. A: Golgi stain of a mossy fiber rosette at the cerebellar 
granular layer. B: Electron micrograph of a similar area, showing 
the mossy-fiber terminal (MF). The mossy fiber sac is seen to 
establish multiple synaptic junctions (arrows) with the dendrites of 
the granule cells (GD), which surround the mossy-fiber terminal. 

Other smaller areas of svnavtic contact between mossv fiber and 
, I  

granule-cell dendrites are shown in the upper left and lower right 
corners of the micrograph. The upper right corner shows a syn- 
aptic relationship between a Golgi-cell axon (GCA) and a granule- 
cell dendrite (two arrows). Note the difference in size and shape 
between the synaptic vesicles in the mossy fiber and in the Golgi 
cell terminals. (Unpublished results, courtesy of D. E. Hillman.) 



stellate cells, on the other hand, seem to arise from the ex- 
ternal granular layer, which is formed by cell migration 
from the posterior tip of the roof of the fourth ventricle 
(Schaper, 1894). The synapses that these cells establish with 
the Purkinje cells indicate that the dendrites of granule cells 
are the last to form in the development of the cerebellar 
cortex. 

The "basic cerebellar circuit" that is described above was 
postulated because the interneurons of the cerebellar cortex 

Functional organization 

FUNCTIONAL PROPERTIES OF THE CLIMBING FIBER-PUR- 
KINJE CELL SYSTEM The climbing fiber was first shown 
to be an excitatory input to the Purkinje cell in the cerebel- 
lum of the cat (Eccles et al., 1966a). In all animals we have so 
far studied (Llinhs et al., 1969b; Llinhs and Hillman, 1969), 
climbing-fiber activation is always characterized by its 
ability to generate burstlike responses on Purkinje cells 
(Figure 4). These responses, which can be recorded intra- 
cellularly or extracellularly, are generated by a large, all- 
or-none, excitatory postsynaptic potential (EPSP) which 
reflects the all-or-none nature of the action potential in the 
climbing fiber itself (Eccles et al., 1966a; Llinhs and Nichol- 

appear to be the most variable elements in this system (cf. 
Nieuwenhuys and Nicholson, 1969b) and because there are 
fewer of them as one goes down the phylogenetic scale. 
The rather tardy organization of the interneuronal system 
in ontogeny strengthens this viewpoint (Larramendi, 1969). 

FIGURE 3 Light and electron micrographs of parallel fibers in the shown in B, the beads are the sites of synaptic contact between the 
cerebellar molecular layer of Rana catesbeiana. A: Golgi stain of parallel fibers (PF) and the spines (S) of Purkinje-cell dendrites 
parallel fibers in the molecular layer. The parallel fibers are formed (PCD). This type of junction has been referred to as a "crossing- 
by a T-shaped bifurcation of the ascending axons of the granule over synapse" (Himori and Szentigothai, 1964). (Unpublished 
cells (arrows), the parallel fibers having a beaded appearance. As observations, courtesy of D. E. Hillman.) 
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FIGURE 4 Intracellular and extracellular recordings from 
Purkinje cells after climbing fiber activation (Ratza cates- 
beiana). A, B, and C. Extracellular recordings illustrating 
the burst-type activation of the Purkinje cell evoked by 
electrical stimulation of the underlying cerebellar white 
matter. The all-or-none character of this spike burst is il- 
lustrated in B, in which the stimulus is straddling threshold 
for the climbing-fiber activation. C. Three superimposed 
sweeps to demonstrate the stereotyped nature of the spike 
burst. D and E. Intracellular and extracellular recordings 
from a Purkinje cell after white-matter stimulation. In D, 
the electrode is situated extracellularly in the immediate 
vicinity of a Purkinje cell.White-matter stimulation (arrow) 
evokes an antidromic action potential followed by the 
climbing-fiber burst response. In E, the electrode is moved 
to an intracellular position. The first action potential is pro- 
duced by the antidromic invasion, and the second spike po- 

son, 1969; Llinhs et al., 1969a; Nicholson et al., 1969) 
(Figure 4H, I). This electrophysiological finding is in total 
agreement with the anatomical concept of one climbing 
fiber to each Purkinje cell (Ram6n y Cajal, 1904). In the cat 
cerebellum, however, two climbing fiber responses were 
seen in a Purkinje cell on two occasions (Eccles et al., 1966a). 

The unique one-to-one massive excitatory action on the 
Purkinje cell by the climbing fiber has produced a series of 
working hypotheses regarding the functional significance 
of that input. We deal here with five of these hypotheses: 
the read-out system, the phasic-control system, the in- 
tended-movement system, the learning system, and the 
"clearing" system. 

Read-out system This hypothesis was first promulgated 
by Eccles et al. (1966a). It held that the climbing fiber, be- 
cause of its one-to-one relation with the Purkinje cell, can 
activate a burst of action potentials that is characteristic of 
every pair of climbing fiber and Purkinje cell. The climbing 
fiber could function, so to speak, as a testing probe by 
which to measure the excitability level of the Purkinje cell 

tential, which is followed by a prolonged depolarization, is 
generated by the stimulation of the climbing fiber in syn- 
aptic contact with the impaled Purkinje cell. F to I. In- 
tracellular Purkinje-cell records to illustrate the synaptic 
potential evoked by climbing-fiber stimulation. F. Graded 
excitatory postsynaptic potential evoked by mossy-fiber 
activation at white matter level. Stimulus was subthreshold 
for climbing-fiber activation. G. Extracellular field poten- 
tials recorded in the vicinity of the Purkinje cell by a 
stimulus, as in F. In H, the white-matter stimulus is in- 
creased to threshold value for the climbing-fiber activation. 
A large, all-or-none, excitatory postsynaptic potential is re- 
corded. In I, the white-matter stimulus is increased to evoke 
a climbing-fiber EPSP every time. Note the regularity in 
amplitude and time course of the synaptic potential evoked 
by this repeated stimulation of the climbing fiber. (From 
Llinis, Bloedel, and Hillman, 1969.) 

at any time. Given that the changes in excitability of Pur- 
kinje cells could be generated synaptically only by the 
activation of the mossy-fiber, granule-cell system and its 
associated interneuronal complex, it was suggested that the 
climbing fibers would "read out" the result of mossy-fiber 
activity. The number of action potentials evoked by a 
climbing fiber at any particular time would thus be a func- 
tion not only of the magnitude of the depolarization of the 
climbing fibers but also of the over-all state of excitability 
of a Purkinje cell. As it has been found experimentally that 
the number of action potentials evoked in a Purkinje cell 
by climbing-fiber activation is related to the excitability 
level of the Purkinje cell, this working hypothesis is very 
attractive. Furthermore, to establish this hypothesis as cor- 
rect, it would have to be demonstrated that the climbing 
fiber activates the Purkinje cells in a stereotyped and re- 
producible manner, and that modulation of this burst of 
spikes can, in fact, occur. These prerequisites have been 
found in the cat (Eccles et al., 1966a) as well as in other 
vertebrates (Llinhs et al., 1969b). On the other hand little 



has been said regarding the possible functional meaning of 
such a "read-out" system, and some objections to the hy- 
pothesis have been raised on the basis of comparative phys- 
iology (Llinis et al., 1969b). 

Phasic-control systerii A second hypothesis, put forward 
more recently, views the climbing-fiber afferents as a phasic 
control system, that is, as a system with an abrupt and short- 
lasting activation of the type produced by derivative func- 
tion operators. This phasic control system would utilize the 
Purkinje-cell mantle concomitantly with the mossy-fiber 
afferents in a time-sharing fashion. Owing to the lack of 
complicated neuronal connectivities at the Purkinje-cell 
level, rapidly changing patterns of Purkinje-cell activation 
could be superimposed by the climbing-fiber system on the 
more tonic type of activity evoked by the mossy-fiber 
afferents (Llinis, 1969b; Llinis et al., 1969a). The type of 
phasic-control system suggested would be especially rele- 
vant in situations in which a rather strong and well-localized - 
inhibitory pattern needs to be imposed on the target cells of 
the Purkinje neurons, e.g., when a step-function type of cor- 
rection is required during a particular movement. At the 
end of this paper, I discuss this point further in connection 
with the concept of ballistic movements. Implicit in the 
hypothesis of a phasic-control system is the assumption that 
climbing-fiber and mossy-fiber inputs function indepen- 
dently and that, owing to the action of the mossy-fiber, 
parallel-fiber system, the rather high safety factor of the 
climbing fiber is present as a hierarchical device to override 
any ongoing activity in the Purkinje cell. 

Intended-movement systern Somewhat similar to the pre- 
ceding is the hypothesis recently advanced by Oscarsson 
(1969) that, because of the functional organization of the 
spinal inputs to the cerebellum, the climbing-fiber system 
is particularly involved in supplying to the cerebellar cortex 
information about ongoing central activity in the motor 
pathways. The system would thus generate a temporo- 
spatial analogue of the internal patterns of motor regulation 
prior to motor execution, while the mossy fiber could con- 
vey to the cerebellum information regarding performed 
movement. The cerebellum is then visualized as an error- 
correcting device in which intended and performed move- 
ments are organized and compared. According to this hy- 
pothesis, as opposed to the previous one, mossy- and climb- 
ing-fiber systems perform in a strictly conjoint manner. 

Learning system A fourth hypothesis, lately put forth by 
Marr (1969), suggests that the cerebellum is the seat for 
learning motor skills. The climbing-fiber system, he sug- 
gests, has as its main function the modification of the syn- 
aptic efficiency between the parallel fiber and the Purkinje 
cell. This system would operate in such a way that, after a 
climbing-fiber activation, all parallel fibers acting on the 
Purkinje cell up to 100 milliseconds later would increase 
their synaptic efficiency permanently. That is to say, every 

time a climbing fiber is activated, the parallel fibers, which 
are activated simultaneously, are reinforced, and in this 
manner a Purkinje cell "learns" to "recognize" patterns of 
activation of parallel fibers, which would then be related to 
particular movements. The validation of this hypothesis 
awaits new and revolutionary findings, such as the existence 
of heterosynaptic modification of synaptic action. 

Clearing systern Harmon, Kado, and Lewis (Harmon et 
al., in press) have suggested that, inasmuch as the climbing 
fiber generates a large excitatory input to a Purkinje cell, 
which is, in fact, able to reach "depolarization inactivation" 
in many cases, the climbing fiber may be regarded as a 
"clearing systemw utilized to erase the ongoing activity of 
the P~lrkinie cell at a given instant. This hypothesis can be 
considered only if it can be shown that, after climbing-fiber 
activation, the Purkinje-cell axon is inactivated before it can 
generate a burst of action potentials. 

FUNCTIONAL PROPERTIES OF THE MOSSY-FIBER, GRANULE- 

CELL, PURKINJE-CELL SYSTEM This second input, which 
has been demonstrated to be excitatory in cats (Eccles et al., 
1966c) and other vertebrates (Llinhs et al., 1969a; ~ l inhs  and 
Nicholson, 1969), has, as opposed to the climbing fiber and 
Purkinje cell relationship, an enormous convergence with 
maximum divergence at any Purkinje cell (Fox and Bar- 
nard, 1957). In fact, it has been postulated that the typical 
spatial organization of the dendrites of the Purkinje cell 
(i.e., the fact that the dendritic tree tends to be isoplanar and 
oriented at right angles to the axis of the parallel fiber) has 
as its raison d'ctre the insurance of maximum convergence 
with maximum divergence (cf. Fox and Barnard, 1957). 

From the functional point of view, the mossy fiber-par- 
allel fiber system has been viewed in at least four different 
ways: (a) as a timing-device system; (b) as a coincidence- 
detector system; (c) as a tonic activating system; and (d) as 
a pattern-generating system (codon). 

Tirning-device systern This particular view was first ex- 
pressed by Braitenberg (Braitenberg and Onesto, 1962; 
Braitenberg, 1967) and has recently been re-examined by 
Freeman (1969). The basic assumption has been that, as 
parallel fibers are relatively uniform in diameter, traverse 
the molecular layer at right angles to the Purkinje-cell den- 
drites, and enter into contact with many of these cells along 
the path, the conduction time of a synchronous parallel- 
fiber volley would generate a strict sequential activation of 
the Purkinje cells as the action potentials are conducted 
along the length of the parallel fibers. According to this 
hypothesis, the minimum fraction of time (6t) that the 
cerebellum could compute would be the conduction time 
between the arbors of two adjacent Purkinje cells along the 
direction of the parallel-fiber spread. This has been calcu- 
lated to be in the order of a fraction of a millisecond 
(Braitenberg, 1967). Given the length of the parallel fibers, 
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FIGURE 5 Correlation between the action potentials of two in B. The prominent peaks seen in the histograms on the 
Purkinje cells recorded simultaneously during natural (rota- left, but not in those on the right, indicate a marked cor- 
tory) stimulation (Rana catesbeiarza). A and B. Serial cor- relation in the times offiring between themembers ofapair; 
relation histograms of two different pairs of Purkinje cells, cell B of each pair tended to fire at a preferred time delay 
computed during horizontal angular acceleration of the after cell A, but cell A tended to fire randomly after cell B. 
animal. The cells lie 0.15 mm apart in A and 0.3 mm apart (From Freeman, 1969.) 

the cerebellum would have a maximum time range of 
about five milliseconds. 

Direct evidence for sequential activation by parallel fibers 
has been recently obtained by Freeman (1969), who has 
shown that, after a frog has been physiologically stimulated 
by rotation, a definite, unidirectional, time correlation is 
found between adjacent Purkinje cells under a particular 
parallel-fiber bea&(~igure 5). 

This hypothesis has recently attained further impetus 
through anatomical and physiological findings in some 
teleosts. It has been observed (Kaiserman-Abramof and 
Palay, 1969; Nieuwenhuys and Nicholson, 1969b) that in 

mormyrid fish the granule cells are situated in the cerebellar 
regions of the valvula in such a fashion that the Purkinje 
cells are activated in an exclusively sequential manner. This 
is because the granule cells have only an ascending axon 
without the T-like bifurcations found in other vertebrates. 
These axons are so organized that they are in contact with 
the dendrites of the Purkinje cells sequentially, given that 
the cells are arranged in an orderly stack fashion at right 
angles to the direction of the ascending granule cells (see 
Figure 6). 

The granule cells are restricted to a layer and are more or 
less equidistant from the Purkinje cells, so any large, mossy- 

FIGURE 6 Schematic diagram of relationships of neural elements 
within the ridge of mormyrid valvula cerebellaris. Broken lines 
indicate probable axonic connections. Mossy fibers (mf) enter 
granule-cell layer beneath ridge and synapse with granule cell (gr) 
dendrites and, probably, with descending dendrite of central cells 
(cc). Axons of granule cells enter molecular layer at base or ridge 
and become nonbifurcated parallel fibers (pf). Parallel fibers 
synapse with dendrites of basal cells (bc), central cells (cc), vertical 
cells (vc), stellate cells (sc), Purkinje cells (P), and Golgi cells (Gc). 

Basal, central and vertical cells send their axons into the efferent 
basal bundle (bb) ; stellate-cell axons probably synapse on Purkinje 
cells, which, in turn, probably send their axons to the somata of 
basal cells. The Golgi-cell axons return to the dendrites of the 
granule cells. The circuit at the top left ofthe figure diagramatically 
illustrates the connectivities between the neural elements within 
one half of a ridge. Arrows indicate direction of transmission of 
neural activity. (From Nieuwenhuys and Nicholson, 1969b.) 





fiber input would activate the granule cells more or less 
simultaneously and evoke a rather synchronous, ascending, 
action-potential volley up to the level of the Purkinje cells. 
The presence of synchronous volleys is especially likely, 
since Kaiserman-Abramof and Palay (1969) have demon- 
strated the existence of close membrane apposition between 
the mossy-fiber input and the granule cells. Their finding 
suggests electrical coupling between the elements, which 
would increase the probabilities of synchronized activation 
of the !granule cells and, thus, of a strictly sequential activa- 
tion of Purkinje cells. 

Another situation that seems implicitly to demonstrate 
sequential activation of Purkinje cells is seen in elasmo- 
branchs (Nicholson et al., 1969). Here it has been found that 
the ganule cells are grouped in midline ridges and ascend 

and penetrate into the cerebellar cortex from only one re- 
gion, which once again forces the Purkinje cells to be 
activated sequentially (Figure 7). Actual records of this acti- 
vation have, in fact, been obtained (Figure 7A and B) 
(Nicholson et al., 1969). 

Coir~cidence detectiorz According to this view, the parallel- 
fiber system tends to emphasize the activation of those Pur- 
kinje cells that are simultaneously activated by parallel- 
fiber volleys arising from different regions of the cerebellar 
cortex. That is to say, with multiple loci of granule-cell 
activity, Purkinje cells between these loci and equidistant 
from them would tend to be activated in a simultaneous 
manner, because the parallel-fiber volleys are conducted 
along a folium. Simultaneous activation would ensure 
temporospatial summation, so the Purkinje cells would then 
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FIGURE 7 Morphological and electrophysiological basis for 
the postulate of sequential activation of Purkinje cells in the 
elasmobranch cerebellum. On the left, Golgi stain of paral- 
lel fibers in a thornback ray. Prominentiae granulares lie in 
lower third of illustration and !granule cell axons arise from 
this region and ascend to molecular layer, where they form 
a T junction and, thence, parallel fibers. Note that one half 
of parallel fiber always crosses the midline (center vertical 
axis of figure). A: Superimposed averaged potentials re- 
corded simultaneously by two microelectrodes (ME) near 
the Purkinje cell layer. The electrodes were oriented so that 
the axis joining the two electrodes lay beneath the beam of a 

locally evoked parallel-fiber bundle (sting ray). ME1 was 
2 5 0 ~  closer to the stimulating electrode than was ME2. Each 
negative wave (upwards deflection) represents the com- 
pound action currents evoked by the activation ofnumerous 
Purkinje cells. Note that after a single stimulus the cells 
tend to fire repetitively at a frequency of 200/sec, judging 
from the frequency of the negative potentials. Note also 
that a fairly constant phase difference is seen between the 
waves recorded on the two microelectrodes. B: Similar 
record to that shown in A, but at a higher sweep speed in 
order to show more clearly the phase relation between the 
two potentials. (From Nicholson, Llinls, and Precht, 1969.) 



function as a coincidence detector system, signaling the 
simultaneous arrival of parallel-fiber volleys at a particular 
region of the molecular layer. This idea is especially in- 
triguing when it is borne in mind that the cerebellum is one 
of the few regions of the central nervous system that is con- 
tinuous throughout the midline, and so can integrate coinci- 
dence between activation of the left and right halves of the 
central nervous system. 

Tonic activation Somewhat simpler is the hypothesis 
that the parallel-fiber system serves as a tonic, widespread 
activator of a large number of Purkinje cells (Llinhs, 1969b). 
According to this view, the rather widespread ramification 
of the mossy fibers and the spatial organization of the paral- 
lel fibers themselves would tend to convert the input of the 
mossy fibers into more or less homogeneous activation of 
large groups of Purkinje cells. By such means, these cells 
would exercise a tonic control of cerebellar and midbrain 
nuclear masses. In agreement with this hypothesis, the im- 
pulse activity of the granule cell in the unanesthetized ani- 
mal is rather high and continuous. Likewise, the spontaneous 
activity of the Purkinje cell demonstrates a more or less 
continuous firing pattern. The mossy-fiber input would, 
therefore, tend to modulate the activity of the Purkinje cell 
en masse. 

Experimentally, the physiological stimulation of the 
cerebellum by means of rotation (Precht and Llinhs, 1969b) 
has demonstrated that spike activity generated in the Pur- 
kinje cell by the vestibular input has a tonic firing frequency 
very closely related to the amplitude of the stimulus. 

Codon systeiti Marr (1969) has suggested that the mossy- 
fiber, granule-cell, parallel-fiber systems function to formu- 
late specific patterns of Purkinje-cell activation. These pat- 
terns, or "codons," represent specific functional states in the 
motor system and are defined as "subsets" of a collection of 
active mossy fibers. This codon can thus be regarded as a 
"language of small subsets," of which the information is 
stored by the activation of the climbing fibers. Although 
this hypothesis is alleged to be testable (Marr, 1969), some of 
its assumptions lack a proper physiological basis, e.g., 
"long-term storage" evoked by synaptic activation. 

INTERNUNCIAL NEURONS OF THE CEREBELLAR CORTEX 
Also related to the mossy-fiber, climbing-fiber Purkinje-cell 
system are the two interneuronal systems, the basket cells 
and the stellate cells of the molecular layer and the Golgi 
cells of the granular layer. As stated above, these two sys- 
tems have been shown to be inhibitory in the different 
cerebellums so far studied. 

Lateral inhibition Basket-cell and stellate-cell inhibition 
on the soma and dendrites of the Purkinje cell has been hy- 
pothesized to serve as a lateral inhibitory system (Eccles et 
al., 1966b, 1966d) restricting the activation of the Purkinje 
cells to those situated immediately under a "beam" of 

activated parallel fibers. This point of view is strongly sup- 
ported by the highly specialized spatial organization of the 
axons of the basket cells and large stellate cells that run 
strictly at right angles to the parallel fibers (Eccles et al., 
1967). 

Ovetjlow-preventing system A different view of the func- 
tional meaning of this inhibitory system can, however, be 
stated here. Because synchronous activation of parallel fibers 
after physiological stimulation might not be the common 
form of parallel-fiber function, the basket cells and the stel- 
late cells could serve more as general "overflow-preventing 
systems," tending to minimize the possibility of inactiva- 
tion by de~olarization of the Purkinje cells. They would 
function then as overdampening systems that are able to re- 
duce nonlinearities caused by depolarization inactivation. 

This latter view seems to be in accordance with the rather 
high level of inhibitory unitary potentials observed in Pur- 
kinje cells under spontaneous conditioning, especially after 
intracellular C1- injection (Eccles et al., 1966d). 

Graizi~le-cell interneurons-the Golgi  cells 

Simple feedback system The Golgi-cell system has been 
hypothesized to be a simple, recurrent, inhibitory system 
(Eccles et al., 1966~).  This view suggests that the cells 
would serve as a straightforward negative feedback system 
by means of their direct inhibitory action upon the granule- 
cell dendrites (Eccles et al., 1966~).  The actual anatomical 
arrangement would be such that, when a given group of 
granule cells is activated, the excited Golgi cells would have 
a return inhibitory action upon the granule cells immedi- 
ately beneath the activated beam of parallel fibers. 

Gating device A variation of this theme has been postu- 
lated by Precht and Llinhs (1969a). These investigators 
found that the Golgi cell, possibly owing to direct input 
by the mossy fiber, may serve not only as a feedback over- 
flow-preventing system but also as a "gating" device, 
which, by means of a feed-forward mechanism, would pre- 
vent sequential activation through a particular mossy-fiber 
channel, but would not prevent the activation of the same 
granule-cell population by a mossy fiber of different origin. 

INTEGRATIVE PROPERTIES OF PURKINJE CELLS Although 
the particular morphology that characterizes Purkinje cells 
has been known since the turn of the century, little infor- 
mation is yet available as to the functional meaning of the 
complex spatial organization of this neuron. The fact that 
the dendritic tree is close to isoplanar has been known since 
the time of Henle (1879), and it now seems evident that a 
certain degree of isoplanarity is characteristic of Purkinje 
cells throughout phylogeny. Equally constant within phy- 
logeny is the complexity of the dendritic ramification in a 
Purkinje cell. As noted above, several features in the mor- 



phological organization of the tree seem to be omnipresent 
in this neuron. 

The first feature is the presence of a widely branching 
dendritic tree, which may arise from'one or two or, in par- 
ticular cases, several somatic stems. The ramification of the 
dendritic tree seems, however, to be well organized 
throughout. In the Reptilia and Amphibia so far examined, 
the dendritic tree arises from a single-stem dendrite that 
bifurcates at an almost constant distance from the soma 
(Hillman, 1969b). This particular morphological character 
seems to imply a specific functional organization. Among 
the most strictly organized Purkinje cells are those found in 
the cerebella of certain teleosts, such as the mormyrid, in 
which the dendrites of the Purkinje cells are known to 
stem from basal dendrites situated near the level of the Pur- 
kinje-cell somas. The branches of these main dendrites 
ascend in an almost perfectly perpendicular course to the 
surface of the cerebellar cortex. This astonishing regularity, 
which seems comparable in degree with that of the retina, 
suggests once again a specific functional correlate. 

For the most part, physiological investigations on Pur- 
kinje cells have placed little emphasis on the functional 
properties of the dendritic tree. Most investigators have as- 
sumed that the dendritic arbor of the Purkinje cell serves, 
as in the case of a motor neuron, as a simple integrating de- 
vice which electrotonically transmits a synaptic depolariza- 
tion generated either by the parallel-fiber, Purkinje-cell 
synapse or by the climbing-fiber, Purkinje-cell synapse, as 
well as by the interneurons of the molecular layer. More 
recently, however, studies on the alligator cerebellum 
(Llinhs et al., 1968, 1969c) have strongly suggested that the 
dendritic tree of the Purkinje cell is not simply an apparatus 
for electrotonic summation of excitatory and inhibitory po- 
tentials. Rather, it appears that it must also be regarded as a 
site of complex integratory mechanisms involving the 
generation of dendritic local responses and action potentials 
which can propagate unidirectionally and bidirectionally. 
This possibility once again opens the question of the func- 
tional meaning of the dendritic arbor and suggests the need 
for a re-evaluation of the functional properties of dendrites 
in other neurons. 

Dettdritic spike initiation in Purkinje cells The studies in 
electrical activity of Purkinje-cell dendrites in alligators 
have suggested the presence of dendritic action potentials 
which could be initiated at any level of the Purkinje-cell 
tree from the quite peripheral ramification of the dendritic 
tree. The presence of such a "boosting" mechanism would 
bring into question the simple view that the orthodromic 
activation of the Purkinje-cell soma must require the elec- 
trotronic spread of the synaptic potential from the tips of 
the dendrite to the Purkinje-cell soma. Although it is difi- 
cult to calculate the electrotonic distance between a small 
ramification of a spiny branchlet of a Purkinje cell and its 

initial segment, it has appeared reasonable, on the basis of 
our results, to suggest that such a boosting mechanism 
would aid enormously the communication between differ- 
ent afferent systems and the axon of the Purkinje cell. 

Once the presence of active responses at the dendritic 
level was demonstrated, two other electrophysiological 
properties of the Purkinje-cell dendrites became apparent: 
(a) -furictional independence, i.e., the ability of dendrites to 
fire independently of one another, and (b) unidire~tionali t~,  
i.e., the tendency of dendritic spikes to be conducted in a 
somatopetal direction (Llinhs et al., 1969~). As shown in 
Figure 8, the current density analysis of the field potentials 
evoked by parallel-fiber activation in the alligator Caiman 
sclerops strongly suggests that dendritic spikes generated in 
the peripheral dendritic tree are conducted towards the 
soma (C and E), but not antidromically to other dendritic 
branches (D and F). This unidirectional tendency of den- 
dritic spikes seems to be the result of a decreasing rate of 
excitability of dendrites with respect to distance from the 
soma (Llinhs and Nicholson, 1969). 

Vertical integrative properties o f  dendrites As the Purkinje- 
cell dendritic tree can be envisaged as having two main 
directions of spread, one vertical with respect to the surface 
of the cerebellum and one horizontal (parallel to the sur- 
face), the integrative properties of dendrites can be postu- 
lated to have a vertical and transverse vectorial component 
(Figure 9). 

Vertical integration would imply algebraic summation of 
excitatory and inhibitory inputs in one particular vertical 
segment of a dendrite. Given that the parallel fibers in the 
molecular layer are stratified in such a way that deeply 
situated granule cells project to deep regions in the mo- 
lecular layer and superficial granule cells project to super- 
ficial areas of the molecular layer, a vertical integration in 
the Purkinje cell would necessitate the simultaneous 
activation of deep and superficial strata within the granular 
layer. 

Szenthgothai demonstrated some years ago (Eccles et al., 
1967) that the mossy-fiber projection to the granular layer 
was not random, but that the input arising from the spinal 
cord projected mainly to the deeper regions of the granular 
layer of the cerebellar cortex, whereas the superficial re- 
gions of the granular layer activated by its mossy fibers 
originated in the brain stem (reticular formation, etc.). This 
pariicular columnar stratification of the afferents would be 
adequate in evoking vertical integration in the Purkinje- 
cell dendritic tree through spatial and temporal summation 
of the actions of the two different input categories. 

In this situation, once a dendritic segment reached a firing 
level, the dendrite would generate action potentials con- 
ducted in a noncontinuous manner up to the level of the 
Purkinje-cell soma. 

Transverse integrative properties ofdendrites Transverse in- 



FIGURE 8 Current sources and sinks calculated from the field po- 
tentials evoked by local stimulation of the surface of the cerebellar 
cortex in the alligator (Caiman sclerops). The field potentials were 
recorded simultaneously by an array of five microelectrodes (see 
photograph and diagram to the right). A shows a computer aver- 
age of the fields produced by a set of eight successive local stimuli, 
each set administered at a different depth and recorded from elec- 
trode #5. Upward arrows represent stimulus artifacts. In B, current 
densities calculated from potentials recorded with the five micro- 
electrodes at depths indicated to the left of each record. First down- 
going arrow indicates current generated by the parallel-fiber vol- 
ley; second arrow the current generated by the activation of paral- 
lel fiber and Purkinje cell. Upgoing transients indicate current 
sinks; downgoing transients indicate current sources. Second 
downgoing arrows in B demonstrate that, after local stimulation, a 

sink of current is generated and moves downward to the level of 
the soma. Note increase in latency of the current sink with depth. 
Time calibration as in D. In C and D, a series of field potentials 
recorded by electrode #5 after a weak stimulus to the cerebellar 
cortex. C was recorded immediately in line, and D was recorded 
2 0 0 ~  out of beam. E and F show the current densities associated 
with the potentials shown in C and D. Note that the weak local 
stimulus is able to generate a dendritic sink which moves down- 
ward in time and which seems to move transversely so that in F a 
source-sink relation is generated which does not, however, invade 
antidromically but instead produces a dendritic current source at 
higher levels (see arrow at 2 0 0 ~  depth. Abbreviations: PC, Pur- 
kinje cell; ML, molecular layer. (From Llinis and Nicholson, 
1969.) 

tegration would be present, on the other hand, when a of the Purkinje-cell dendritic tree. This situation would 
localized activation of a particular region of the granule-cell initiate a transverse integration that would lead to different 
layer generates a more or less simultaneous barrage of paral- functional situations. For instance, summation of elec- 
lel-fiber spikes at a given level within the transverse spread trotonic subthreshold depolarization from different den- 



Vertical Integration Transverse Integration 

FIGURE 9 Schematic drawing of proposed vertical and transverse 
integrative configurations in Purkinje-cell dendritic tree. PFB, 
parallel fiber beam. 

dritic segments, at the level of the transverse dendritic link- 
age, could generate the continuous activation of the cell by 
spatial integration. If, however, the synaptic barrage were 
to increase to the point at which action potentials would be 
generated simultaneously at many sites in the peripheral 
dendritic tree, the transverse system would function as a 
self-regulating system because of collision and refractoriness, 
so that only the early dendritic spikes would reach the soma 
actively. In this respect, therefore, transverse integration 
differs from vertical integration. In the latter, the only rate- 

limiting function for the decoder would be the refractoriness 
of the dendritic-spike system, because each dendritic branch 
would function as an independent unit, with a "direct line" 
to the soma as opposed to the "party line" organization of 
the transverse integratory conformation. These two situa- 
tions are illustrated in Figure 9. - 

It must, of course, be understood that vertical and trans- 
verse integrative properties are only highly idealized simpli- 
fications of the integratory ability of Purkinje cells. A more 
realistic approach to Purkinje-cell function should take into 
consideration the whole gamut of temporospatial patterns 
of parallel-fiber activity. When the parallel fibers crossing 
the dendritic tree of a particular Purkinje cell tend to be 
activated in a horizontal, sheetlike fashion, the Purkinje cell 
approximates the transverse integrative mode. Such form 
of action would be the best to achieve tonic firing in a 
Purkinje cell. The firing frequency should be related to an 
electrotonic summation of dendritic depolarization at the 
transverse dendritic system, so this form of integration 
would approximate, at midrange, a direct relation to the 
amplitude of the input. The system would tend to be non- 
linear at high levels of afferent pressure as a result of colli- 
sion. The postulation of vertical and transverse integra- 
tion modes of Purkinje cells would be completely hollow 
if all that were available for speculation were the Pur- 
kinje cells of higher vertebrates. However, the study of the 
spatial organization of dendrites of Purkinje cells in die erent 
vertebrates suggests that these two forms of integration do 
indeed occur. Thus, the Purkinje cell of a mormyrid would 
be, for the most part, a vertical, integrating Purkinje cell, 
given that the transverse length of the dendritic arbor is 
minimal (Figure 10A). This Purkinje cell would be most 

FIGURE 10 A. Composite photomicrograph of a Purkinje and Nicholson, 1969b.) B. Golgi stain of a Purkinje-cell 
cell in a sagittal section through C2 area of cerebellum in dendritic tree in cat. X225. (From Llinis and Hillman, 
mormyrid fish. Golgi method, X 280. (From Nieuwenhuys 1969.) 



responsive to vertically oriented sheets of parallel-fiber 
activation. When the rather small diameters of the Pur- 
kinje-cell dendrites are considered, it is difficult to imagine 
that a horizontal beam of activated parallel fibers impinging 
on their tips would be of much functional consequence to 
the Purkinje cell unless action potentials were generated at 
each branch, because transverse integration would neces- 
sarily be minimal. On the other hand, in the Purkinje cells 
of such higher vertebrates (Figure 10B) as mammals (which 
are characterized by the huge size of the dendritic-cell 
arbor and the more transverse character of the dendritic 
organization), vertical or horizontal sheets of parallel fibers 
would tend to have a mixture of both vertical and trans- 
verse integrative properties. 

Consistent with the idea of vertical integratory properties 
of Purkinje cells is the presence of rather widespread in- 
hibitory terminals in the dendritic tree. It is obvious that the 
dendritic inhibitory action on a Purkinje cell would be most 
effective when directed to a vertical integrating conforma- 
tion, inasmuch as an inhibitory input in a dendrite should 
tend to produce a functional amputation of the dendritic 
branchlets distal to the synaptic site. On the other hand, to 
produce a complete inhibition of the transverse integrating 
system, a large number of dendritic trees would have to be 
inhibited more or less simultaneously; alternatively, a 
somatic or even axonic inhibitory synapse (such as the 
basket cell) would be needed to regulate the transverse in- 
tegratory firing mode. This latter type of inhibition, how- 
ever, would tend to lump all regulatory action at the axonic 
level and thus would tend to be much grosser than the 
dendritic inhibition. 

DISFACILITATION AS A MECHANISM OF PURKINJE-CELL 
ACTION Even prior to the elegant demonstration by Ito 
and Yoshida (1964) of the inhibitory nature of the Purkinje 
cell, it had been shown that cerebellar inhibition was medi- 
ated by disfacilitation (Terzuolo, 1959; Llinhs, 1964). This 
form of inhibition, as opposed to that produced by an in- 
hibitory synapse, is brought about by the removal of a 
background synaptic depolarization. It is the most common 
mechanism for the spread of an inhibitory action in the 
central nervous system, because, for the most part, in- 
hibitory neurons have short axons. When studying the 
evolution of cerebellar function in different vertebrates, the 
conclusion is quickly reached that disfacilitation, as a mech- 
anism for cerebellar control, must have been a secondary 
specialization of the primordial function of Purkinje cells. 
As one goes down the phylogenetic scale, it is evident that 
the presence of direct Purkinje-cell connectivities with mes- 
encephalic centers such as the oculomotor apparatus 
(Kidokoro, 1969) and even such peripheral receptor systems 
as the vestibular organ (Llinhs and Precht 1969) seem to be 
the rule, but in higher vertebrates the number of Purkinje- 

cell axons that actually leave the cerebellum beomes rather 
small. This shift of direct inhibition toward disfacilitation, 
which the cerebellum undergoes during phylogeny, seems 
to emphasize the functional role of the cerebellar nuclei in 
higher vertebrates as opposed to those in lower forms 
(Tsukahara, 1969). It appears urgent for us to understand 
the functional role of the cerebellar nuclei of higher verte- 
brates and to elaborate further our ideas regarding direct 
inhibitory action via Purkinje cells. 

General conzme~zts on ce~ebellarfunction 

As stated at the beginning of this paper, we find ourselves, 
in regard to general aspects of cerebellar function, in the 
seemingly paradoxical situation of knowing an enormous 
amount of detail about the organization of neural elements 
in the cortex and, at the same time, being in almost com- 
plete ignorance about its over-all function. It is, of course, 
quite possible that, given the rather far-removed position of 
the cerebellar machinery from the primary sensory motor 
mechanisms (at least in higher vertebrates), its function will 
ultimately become apparent when we understand better the 
sensorimotor levels of interaction that lie functionally and 
anatomically below the cerebellar mantle. On the other 
hand, for the last 100 years or so (Flourens, 1842) it has been 
alleged that the cerebellar cortex is implicated in the co- 
ordination of movement, because cerebellar lesion is known 
to produce well-defined and easily recognizable neurologi- 
cal syndromes. In discussing the general concepts of possible 
cerebellar function, one must take into consideration its 
possible role in the regulation of movement. For many 
years, however, physiologists (Orbeli, 1940; Moruzzi, 1950; 
Snider and Stowell, 1944) have suggested that the cerebellar 
cortex might alsc be implicated in functions other than 
motor control. The reason the cerebellum has been said to 
have a strictly motor function is probably related to the fact 
that motor disorders are easier to detect than is more subtle 
sensory loss. 

Very much in line with a more general concept of cerebel- 
lar function are the incongruities found, throughout phy- 
logeny, between the size of the cerebellum in different 
species and their locomotor abilities. Indeed, this particular 
question was discussed at a recent meeting by Bennett, 
Bullock, Llinis, and Nicholson (Llinis, 1969a, pp. 212, 
536-537.) Again, direct sensory control by the cerebellum 
has, in fact; been demonstrated in the frog, as stated above. 
It is tempting to suppose that the cerebellum may have a 
type of function that is related to the temporospatial organi- 
zation of body image from sensory and motor information 
that is then ucilized as an error-correcting servomechanism. 
That such may be true is suggested by the enormous devel- 
opment of specific areas of the cerebellar cortex in animals 
with specialized sensory systems-in particular, those sys- 



tems related to the central formulation of the animal's sur- 
rounding, both in the temporal and in the spatial domain. 
Examples can be found in elasmobranch fish, which are 
known to have an elaborate electroreceptor system and a 
large cerebellum. A more dramatic case, however, is found 
in some species of electrosensitive teleosts, especially 
mormyrid fish, in which the cerebellum reaches veritably 
giant dimensions (Kaiserman-Abramof and Palay, 1969; 
Nieuwenhuys and Nicholson, 1969a). For this reason, it is 
almost imperative that our concept of cerebellar function be 
enlarged from that of a motor-regulating system to one in- 
volving more general attributes. T o  quote Bullock, "The 
point here is that we have evidence that the fish is doing a 
complex job of analysis with the cerebellum without moving; 
it is not necessarily a movement-coordinating organ at all" 
(personal communication). 

Regarding the specific, over-all type of functions per- 
formed by cerebellar circuits, one can imagine that the 
cerebellum may be functioning either as an open-loop or as 
a closed-loop system, and that its main function may, in 
some aspects, be that of an error-correcting device. A typi- 
cal example of a closed-loop system is that which con- 
tinuously integrates the ongoing activity of the nervous sys- 
tem as a movement is being carried out. Such a hypothesis 
has recently been stated in a new light by Eccles (1967) as 
the evolving movement theory. Here the cerebellum is seen as a 
purely closed-loop system, the error-correcting abilities of 
which would be operant only after the movement had been 
initiated and then only as a response to the actual production 
of a particular error, which would signal back through a 
proprioceptor system to the cerebellum. 

A different approach is to view the cerebellum as a bal- 
listic error-correcting device that would function in an open- 
loop manner. From this conceptual stand, one could state 
that, as a particular pattern of motor action is organized in 
the central nervous system and sent toward the final com- 
mon path, the cerebellum could, almost simultaneously, be 
correcting supraspinal errors that had not yet been inte- 
grated into motion but that were already included in the 
descending motor-triggering signals. Such a ballistic or 
open-loop system would have to be employed in all motor 
behavior involving rapid movements, because the closed- 
loop turnover time, due to transmission delays, would not 
allow the control system to exercise its correction at a suffi- 
cient speed. This "hit-or-miss" type of error-correcting sys- 
tem can be recognized in the types of activities performed 
by musicians or athletes, in which the ballistic properties of 
motor action are at a very high premium. Even in an every- 
day activity, such as handwriting, it is now known that 
movements are of the open-loop ballistic type. For instance, 
in cursive writing, speeds of 50 m m  per second are com- 
mon, so an accuracy of 0.5 m m  corresponds to about 10 
milliseconds, which does not allow time for a closed-loop 

correcting device to operate (Denier van der Gon and 
Thuring, 1965; Denier van der Gon and Wiencke, 1969). In 
any event, a realistic way of looking at the cerebellum 
leaves both alternatives available, that is, both an open-loop 
and a closed-loop type of function. In this respect, our state- 
ments regarding the possible tonic and phasic functions of 
mossy fibers and climbing fibers, respectively, might be 
related to the open- and closed-system view of motor con- 
trol. 
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4 0 Glomerular Synapses, Complex Synaptic 

Arrangements, and Their Operational Significance 

JOHN SZENTAGOTHAI 

TOPOGRAPHIC ARRANGEMENT between presynaptic axon 
terminals and the postsynaptic neuron is generally envisaged 
as essentially a side-by-side location of a number of axon 
terminals, scattered in varying densities on various parts of 
the soma-dendritic surface. It is not known if the respective 
synaptic actions (either excitatory or inhibitory) in neigh- 
boring axon terminals influence one another or, if they do, 
to what degree. Conversely, it is not known if the net result 
of simultaneous synaptic actions of the terminals in contact 
with the whole or with a large part of the neuron (for exam- 
ple, the soma of one of the major dendrites) is computed by 
the ~ e r i k a r ~ o n  (or, if the dendrites have propagated im- 
pulses, it is computed separately by the major dendrites). 
There are synaptic regions in which the structural arrange- 
ment itself suggests the first possibility. These are the so- 
called synaptic glomeruli or synaptic complexes, meaning a 
definite and circumscribed structural arrangement between 
a number of specific axon terminals and one (or several) 
dendritic end (or ends). If such an arrangement is surrounded 
and separated from the environment by a capsule of glial 
processes, it may be called a glomerular synapse. If the 
separation from the surrounding neuropil is not sufficiently 
clear, or if the shape and outlines of the arrangement are 
irregular, it is more appropriate to call it a synaptic complex 
or a synaptic cluster. 

There is reason to assume that glomerular synaptic ar- 
rangements are highly effective and versatile tools of in- 
formation processing. In addition, their presence in various 
parts of the nervous system makes it worth-while to take a 
closer view of various types of these structures. Although 
a number of unorthodox, functional interpretations of 
glomerular synapses could be presented, I do not propose, 
for the time being, to venture beyond what follows directly 
from established concepts of modern, unit-level neuro- 
physiology. The conclusions that must be drawn are suf- 
ficiently exciting (and even baffling) if this more moderate 
course is adopted. This does not, however, imply that the 
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correct explanation of glomerular synapses is the one given 
here. 

Cerebellarglorneruli 

The cerebellar glomeruli, or islands, are the archetype of 
glomerular synapses that were recognized and correctly 
interpreted structurally in Ram6n y Cajal's classic de- 
scription (1911). Electron microscope (EM) studies (Gray, 
1961 ; Kirsche et al., 1965) have substantiated that cerebellar 
islands are the sites of synaptic articulation between the 
mossy fiber and the granule-cell dendrites (Figure 1). Fur- 
ther EM analysis, using degeneration methods (Hhmori, 
1965; Szenthgothai, 1965; Hhmori and Szenthgothai, 1966; 
Fox et al., 1967), revealed that the cerebellar glomeruli have 
a standard structure containing (as correctly surmised by 
Ram6n y Cajal) two kinds of axon terminals and two kinds 
of dendrites. 

The structure of the cerebellar glomeruli and their posi- 
tion in the neuronal network of the cerebellar cortex are ex- 
plained diagrammatically by Figure 2. As seen in the lower 
part of the diagram, the center of the glomerulus is occupied 
by the large, sinusoid terminal of the mossy fiber, the so- 
called mossy rosette. This is in synaptic contact with a con- 
siderable number of dendritic terminals (or digits) of the 
granule neurons and often has a larger contact with a Golgi- 
cell dendrite. In the outer part of the glomerulus, the ter- 
minals of Golgi-cell axons establish synaptic contacts either 
with the dendritic digits of the granule-cell neurons oppo- 
site their contacts with the mossy rosette, or somewhat 
"downstream" on the necks of the dendrite terminals. 

The dendritic terminals, or "digits," of the granule-cell 
neurons are bulbous enlargements of the thin granule-cell 
dendrites that invariably contain one mitochondrion in the 
center. An endoplasmic vacuole is generally wrapped half- 
way around the mitochondrion. A row of postsynaptic 
granules is often encountered beneath the subsynaptic cell 
membrane. Desmosomoid dendrodendritic attachments 
between neighboring dendritic digits are frequent. In many 
cases (although by no means all) small, irregular, spinelike 
processes of the dendritic terminals can be seen to protrude 





deeply into invaginations of the mossy rosette, and large 
so-called "coated vesicles" often appear to emerge (Figure 
1) from the invaginations of the mossy-rosette membrane 
(Szenthgothai, 1965; Eccles et al., 1967). Similar minute 
spines or spinules occur regularly at the contact surfaces 
between the Golgi dendrites and the mossy rosettes (Himori 
and Szenthgothai, 1966). Strangely, in neither case are there 
specifically differentiated synaptic contact regions on the 
spinules themselves. 

The axon terminals of the Golgi cells differ from the 
mossy rosettes characteristically in structure, not only by 
being smaller and situated at the periphery, but by con- 
taining smaller and flattened (Figure 1) synaptic vesicles 
(Uchizono, 1967). This corresponds to their assumed in- 
hibitory nature. 

There appears to be a fair correlation between the recent 
physiological findings of Eccles and coworkers (see Eccles 
et al., 1967, Chapter VII) and these structural features. The 
mossy rosettes excite both granule-cell and Golgi-cell 
dendrites. The granule-cell dendrites are inhibited by Golgi- 
cell axons. The Golgi cells can therefore be considered to 
be negative feedback devices that operate over the parallel- 
fiber system to limit the mossy-fiber input to the Purkinje 
cells. Because of the large span of the typical Golgi-cell 
dendrites, the notion has been put forward (Eccles et al., 
1967, p. 211) that the device is particularly constructed to 
limit inputs that would cause simultaneous activities in 
longitudinal strips of cerebellar folia, which are significantly 
broader than the dendritic tree of a Purkinje cell. 

However it may be, the cerebellar glomerulus is un- 
doubtedly a synapse with remarkably complex integrative 
capacities. This integration consists of an excitatory input 
(the mossy rosette) that has a very high divergence of 1 : 100 
in the mossy granule and none in the relation between the 
mossy fiber and the Golgi-cell dendrite. (The number of 
granule-cell dendrites in contact with a mossy rosette once 
was calculated to be in the order of 15 to 20 [Fox et al., 

1967; Eccles et al., 19671. A detailed analysis of quantitative 
neuronal relations of the cerebellar cortex, however, now 
in progress in our laboratory [Palkovits et al., in prepara- 
tion], has shown that the earlier calculations based on silver- 
stained material were grossly misleading. The real number 
of granule-cell dendrites entering the average glomerulus 
may be close to a hundred.) Arborization of the mossy- 
fiber afferent within the folium is considerable. Recent cal- 
culations based on the number of mossy afferents entering 
smaller folia (to be published in detail elsewhere) show that 
the arborization is much more abundant than hitherto sus- 
pected. According to this calculation, the average mossy- 
fiber afferents entering a smaller folium produce about 50 
to 60 rosettes that appear to be fairly evenly distributed in 
the granule layer of the folium. Convergence upon the 
individual granule-cell neuron is four to one, as the average 
granule cell has four (varying between two and seven) 
dendrites that usually are involved with as many glomeruli, 
the rosettes of which belong to different mossy-fiber af- 
ferent~. This can be deduced from the fact that the rosettes 
of any given mossy afferent are arranged at greater dis- 
tances from one another than the maximal spans of two 
dendrites of granule neurons (Szenthgothai, 1968a). Con- 
vergence upon the dendrites of the Golgi-cell neuron is 
probably much larger. 

In the same apparatus is an inbuilt, inhibitory gate con- 
trol for the transmission of impulses in one of the two possi- 
ble directions from mossy rosette to granule cell. It is proba- 
bly unitary with respect to the individual glomerulus, as 
only one Golgi-axon branch enters each cerebellar island. 
Conversely, the divergence is considerable; each Golgi 
axonal arborization takes up considerable space, within 
which it supplies all the glomeruli. There is little, if any, 
overlap between the dendritic trees and the axonal ar- 
borizations of the Golgi-cell neurons (Ram6n y Cajal, 
1911; Jakob, 1928; Eccles et al., 1967). 

FIGURE 1 Ultrastructural details of cerebellar glomeruli. 
The mossy axon terminal or so called mossy rosette (Mo) 
occupies the central position. This huge axon terminal is 
surrounded by numerous terminals of the granule dendrites 
(Dt), each typically with one mitochondrion in their center 
and an endoplasmic sac wrapped halfway around the mito- 
chondrion. Synaptic contacts of usual structure are estab- 
lished between the mossy terminal and the granule dendrite 
terminals. Neighboring granule dendrite terminals fre- 
quently have dendro-dendritic attachments (Dd) of des- 
mosomoid character. Small, spine-like processes of the 
granule dendritic terminals (so-called spinules, Spl) intrude 
into deep invaginations of the mossy terminal. At such sites 
so-called "coated vesicles" (Cv) seem to detach themselves 

from the mossy rosette membrane. In the outer part of the 
glomeruli smaller axon profiles can be seen. These contain 
somewhat smaller and flattened synaptic vesicles, and can 
be identified as the endings of Golgi-cell axons (Go). Part of 
the glial capsule (Gl) of the glomerulus can be seen in the 
lower electron micrographs. Scale, lp. Inset: Relevant 
Golgi structures as seen with the light microscope. Top: A 
typical mossy rosette surrounded by the shadow of the 
spherical glomerulus; bottom left, a typical granule cell 
with the characteristic dendrites that form the dendritic 
terminals inside the glomeruli. Bottom right : The arboriza- 
tion of Golgi-axon branch in the outer zone of the spherical 
glomerulus. 
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Theglomerirlar syrzapses i ~ z  the 
lateralgenictdate body 

Glomerular synapses of characteristic structure, in which 
synaptic coupliniof neurons is arranged in a highly specific 
manner, have been recognized in the lateral geniculate body 
(LGB) relatively recently (Szentigothai, 1962, 1963; Colon- 
nier and Guillery, 1964; Peters and Palay, 1966; Karlsson, 
1967; Pecci Saavedra and Vaccarezza, 1968). Apart from 
small species differences, their structure seems to be re- 
markably uniform in most laboratory animals, and their 
neuronal linkage has been unraveled by the combined study 
of Golgi pictures and degeneration, on both the light- 
microscope and the EM level (Szenthgothai et al., 1966). 
The structure of the LGB glomeruli is illustrated by an 
electron micrograph (Figure 3) and a diagram showing both 
the gross neuronal arrangement and the details of synaptic 
articulation within the glomerulus (Figure 4). The axon 
terminals of retinal afferents occupy the central position in 
the glomeruli. In contrast to the cerebellar glomeruli, in 
which there is only one mossy rosette, several club-shaped, 
optic-fiber terminals may occur in an LGB glomerulus. It 
is not known if these are terminals of the same optic af- 
ferent or if they originate from different afferent fibers. 
Fortunately, the optic afferents can be recognized in most 
laboratory mammals, because their mitochondria tend to be 
swollen (Figure 3). This swelling is probably an artifact 
caused by imperfect fixation, but it is also a favorable arti- 
fact which makes it easy to identify the optic axon terminal 
in the normal material. The arborization of the retinal af- 
ferent~ is rich and occupies a space of considerable size 
(roughly 300 x 500 x 100 microns). It would be difficult, 
however, to make specific statements on the number of 
glomeruli that a retinal afferent might enter. Several tens, 
as an order of magnitude, might be a fair guess. 

N o  terminals of retinal afferents are encountered outside 
the glomerular synapses. At least two other kinds of axon 
terminals can be found in the LGB glomeruli. Both are rela- 
tively small in comparison to the optic terminals, but they 
differ in density of plasma structure; one is rather light and 
the other is dark. W e  have labeled the light ones type 2 2nd 
the darker ones type 3 ;  the optic terminals are type 1 
(Szentigothai et al., 1966). 

O n  evidence bas.ed on Golgi pictures and on degeneration 
observations, the type-2 terminals can be identified with 
the axon terminals of the Golgi second-type cells, which are 
found in abundance in the LGB. Golgi second-type cells 
have extended dendritic trees and a profuse arborization of 
their axons, the branches of which, typically, do  not reach 
beyond the limits of the dendritic tree. The axonal ramifica- 
tion can thus reach many glomeruli, but only those that 
are within the reach of the dendrites of the same cell. An 
extensive overlap between dendrites, as well as between 
axons of neighboring cells, certainly does occur, although 
no more specific (numerical) statements are as yet possible. 

As seen in Figure 3, the synaptic vesicles of the type-2 
axon terminals are smaller and appear to be flattened, as 
compared with the large and spherical vesicles of the optic 
(type-1) and type-3 terminals. The type-2 axon terminals 
thus belong to the inhibitory type of synapse, according to 
the concept of Uchizono (1965). At least some of the t y p e 3  
terminals could be traced back by degeneration to descend- 
ing corticogeniculate pathways that arise primarily from the 
occipital lobe. There are many other kinds of synapses in 
the LGB in addition to those of the glomeruli, but they are 
not considered here. Probably the majority of the synapses 
of the descending corticogeniculate pathways, for example, 
are not in the glomeruli (Szentigothai et al., 1966) but in 
the outer, general neuropil. 

The dendritic elements participating in the glomeruli of 
the lateral geniculate body are themselves rarely, if ever, 

FIGURE 2 Diagram illustrating the position of the glomer- 
ulus in the neuron network of the cerebellar cortex (above) 
and an idealized version of its ultrastructure (below). The 
upper diagram gives a quasi-stereoscopic view of a small 
part of a cerebellar folium, into which the mossy afferents 
(Mo) enter; their synaptic expansions are the rosettes. Ro- 
settes are connected mainly by the short, claw-shaped den- 
drites of the granule cells (Gr) and by the descending den- 
drites of the large Golgi neurons (black). The ascending 
axons of the granule cells give rise to the parallel fibers (Pf) 
which while running in the longitudinal axis of the folium 
pierce the flattened dendritic trees of the Purkinje neurons 
(Pu, represented here as spade-shaped boxes). The axon 

branches of the Golgi neurons (Go ax) enter the glomeruli 
and give rise to a plexus of small beaded terminals. The 
diagram below shows the synaptic relations of these ele- 
ments within the glomerulus as seen in the electron micro- 
scope (see also Figure 1). Mo, mossy afferent; GrD, granule 
dendrites entering through the glial capsule (Gl) of the glo- 
merulus and terminating in the characteristic bulbous ter- 
minals or digits; Dd, desmosomoid dendrodendritic con- 
tacts; GOD, descending dendrite of Golgi-cell neuron with 
characteristic small spines, which makes broad contact with 
the mossy rosette. The Golgi axon terminsls situated in the 
periphery of the glomerulus (hatched) establish synaptic 
contacts exclusively with granule cell dendrites. 





dendrites. Instead, they are short, blunt protrusions of the 
dendrites (Figure 3) that can be found in abundance on the 
principal dendrites of the geniculocortical relay cells, at the 
sites of which they break up into secondary branches. These 
dendritic protrusions contain two to three densely packed 
and densely cristated mitochondria, and have a strongly 
filamentous structure. The filaments are interwoven in 
a particularly dense feltwork immediately beneath the 
postsynaptic surface. Interdendritic attachment plaques are 
usually found, and all three kinds of axon terminals make 
synaptic contacts with the dendritic protrusions. 

A most remarkable feature of the glomeruli is the fre- 
quent occurrence of axo-axonic synapses. These have been 
interpreted as the possible structural basis of presynaptic 
inhibition, which has been described (Angel et al., 1965; 
Iwama et al., 1965) as taking place in the LGB. It was soon 
recognized however, that the structural polarity of the 
axo-axonic synapses is in the wrong direction, if a depo- 
larization of the optic terminals is required. The afferents of 
retinal origin (type 1) are invariably presynaptic, by struc- 
tural standards, mainly to type-2 axon terminals and less 
often to those of type 3. Type 3 is invariably presynaptic to 
type 2. 

If the structural arrangement were taken as the basis of 
interpretation, there could be one possible explanation: 
optic afferents would, by depolarization of the Golgi ter- 
minals, presynapti~all~ inhibit (or, conversely, enhance?) 
an inhibitory influence exercised upon the geniculate-body 
relay cells by the Golgi second-type neurons. This possibili- 
ty was tentatively mentioned by Pecci-Saavedra and Vac- 
carezza (1968), based on their observation that the vesicles 
in the "postsynaptic" axon terminals are flattened. I elab- 
orated on the same concept independently in more detail, 
on the basis of the observation that the type-2 axon ter- 
minals are from Golgi second-type neurons, which are 
often inhibitory in nature (Szenthgothai, 1968b). The con- 
cept of a presynaptic disinhibition exercised by the retinal 
afferent is more attractive in view of physiological observa- 
tions that much less activity is experienced in LGB neurons 

if the visual field is uniformly light than if there is some 
sharp contrast projected upon the retina. One could explain 
this by assuming that the relatively large number of Golgi 
neurons (a ratio of about 1 :2 or 1:3 Golgi to geniculate 
relay neurons in the LGB; Tomb01 et al., 1969), if uni- 
formly excited by optic afferents, would keep most glo- 
meruli under tonic inhibition. Whenever the excitation that 
arrives from the retina is patterned, i.e., if some retinal 
afferents are excited and others are not, the optic terminals 
that are in a strategic position could suppress the Golgi 
inhibition by presynaptic disinhibition; then the retinal im- 
pulses might get through to the relay cells. Theoretically, 
it could as well be the other way around. If the action of 
retinal afferents on Golgi endings were excitatory, the ef- 
fect would be an enhancement of the Golgi inhibition. It is, 
however, difficult to imagine the physiological use of such 
a mechanism. 

Other thalamic relay nuclei 

Similar glomerular synapses have most recently been de- 
scribed in the ventrobasal nucleus of the thalamus (ventralis 
posterolateralis, VPL) by Jones and Powell (1969b). The 
structure of the glomeruli agrees in many respects with that 
of the lateral geniculate-body glomeruli; the lemniscal 
afferent terminates in the large central axon terminals, and - 
various smaller axon terminals probably are Golgi second- 
type endings and descending corticothalamic fibers. Both 
have axodendritic contacts with the VPL neurons and axo- 
axonic contacts with the lemniscal fibers. In the axo-axonic 
contacts, the lemniscal fiber is also invariably presynaptic. 

A less regular but otherwise similar arrangement was 
described recently by Majorossy and RCthelyi (1968) in the 
ventral (acoustic) portion of the medial geniculate body 
(MGB). Although lacking the nice regularity of the LBG 
glomeruli, the structural and neuronal arrangement in the 
MGB "synaptic clusters" is, in all essentials, exactly the 
same as in the LGB and VPL glomeruli. 

One can only conclude that this kind of synaptic arrange- 

FIGURE 3 Ultrastructure of the glomeruli in the lateral ge- 
niculate body. The glomerulus in the upper electron micro- 
graph is well surrounded by a capsule of glial elements (Gl). 
The center is generally occupied by the terminals of optic 
fibers (1) recognizable in normal material by the tendency 
of the mitochondria to swell. Pale axon terminals containing 
much smaller, and often somewhat flattened vesicles (2) are 
interpreted as Golgi second-type neuron axons. They often 
have axo-axonic contacts with the optic terminals (arrows) 
in which the optic terminal appears always to be presyn- 
aptic, whereas the subspaptic web is always seen on the 

side of terminal (2). There is also a third kind (3) of axon 
terminal, with larger and more spherical vesicles. The fila- 
mentous dendritic-profiles are not dendrites. but. as seen in . . 
the lower electron micrograph, are spheroid protrusions 
(Dp) of larger dendrites (D) that remain outside the glo- 
merulus. (Scale 1 p) Insets, upper left: Light-microscope 
photographs show the Golgi picture of optic-fiber terminal 
arborization (top), and a Golgi second-type neuron (bot- 
tom), a dendrite of which becomes entangled in glomerular 
fashion with axon of another Golgi cell (arrow). 
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ment is a tool for the type of pre-processing of the informa- 
tion pattern, taken up by various combinations ofreceptors, 
that is essential before that pattern can be transmitted to 
the primary sensory cortical fields. The similarity in the 
essential features of the neuronal and synaptic arrangements 
of the main subcortical relay nuclei for such different senses 
may seem surprising. Similarity in the principle of neuron 
coupling, however, does not in itself mean similarity in the 
mode of processing, which depends decisively on the actual 
connectivity, i.e., both the geometry and topology of the 
branching of axons and dendrites. In spite of certain simi- 
larities, modes of branching are very different, particularly 
in the LGB and the MGB. This leaves room for considera- 
ble differences in the kinds of transforms to which the im- 
pulse patterns are subjected in the various relay nuclei, 
despite the essential similarities of the tools by which the 
"switching" is performed. 

Other kinds ofthalamicglomeruli 

Various kinds of glomerular synapses have been described 
in other parts of the thalamus, mainly in specific nonsen- 
sory nuclei (Pappas et al., 1966). I mention only one be- 
cause of its inverse arrangement: a single dendritic club 
is its center and various kinds of axon terminals are packed 
closely in the outer zone (Figure 5). This type of glomerulus 
is found in the pulvinar and the lateralis posterior nuclear 
group (LP) of the thalamus (Majorossy et al., 1965). 
Majorossy and his colleagues have, to some extent, analyzed 
the neuronal composition of this type of glomerulus by 
using the light microscope for indirect approach. A direct 
EM analysis has not, so far, been attempted. The structure 
and the supposed neuron connectivity of the pulvinar 
glomeruli are shown in Figure 6. This type of glomerulus 
shows an even greater regularity than that of the cerebellar 
glomeruli, and their separation from the environment by a 

glial capsule is more obvious than in any other glomerulus 
hitherto known. The center of the glomerulus is invariably 
occupied by a single side branch of a principal dendrite or 
of one of its secondary branches. This is relatively large, 
bluntly terminating, and often club-shaped. 

The diagram in Figure 6 is still highly conjectural, and 
more detailed degeneration studies on the EM level may 
require that it be altered considerably. For the time being, 
the most reasonable explanation of the glomeruli (Szentigo- 
thai, 1966) is that they are sites of convergence from corti- 
cothalamic fibers of different origin. Light-microscope de- 
generation studies have shown that descending fibers from 
various regions (with the possible exception of the frontal 
region) converge on the same cells and probably even on 
the same glomerular synapse of the pulvinar. In the absence 
of direct, unit-level, physiological information, nothing can 
be said at present about the possible ways in which the in- 
coming impulse patterns are processed in these associative 
or elaborative thalamic nuclei. Yet the glomeruli, with 
their unusual wealth of axons thoroughly interlocked and 
impinging on a single postsynaptic site, are most impressive 
in themselves. 

I cannot resist the temptation to speculate on how such a 
processing device might work. It would be difficult to 
imagine that each of the axons, many of which may not 
even come into direct contact with the central dendrites, 
has an independent synaptic action. One might conceive, 
instead, a mechanism of mutual interaction of various axon 
terminals, both excitatory and inhibitory, the net balance 
(or outcome) of which would be the synaptic action exer- 
cised on the central dendrite. If one now considers that a 
single neuron may send dendrites to 20 or more glomeruli, 
one must also envisage a two-step integration in each 
neuron. One step is the interaction in each glomerulus 
caused by many converging synaptic influences; the other 
step is a final computation, at the cellular level, of the net 

FIGURE 4 Diagram showing the neuronal arrangement in 
the lateral geniculate body and the synaptic articulation in 
the geniculate glomeruli. Optic afferent (Opt) from the 
retina effects synapses mostly in the glomeruli and generally 
with the spheroid protrusions (Dp) of the relay cell (Rc) 
dendrites (Rcd). The protrusions are characteristically local- 
ized at sites at which the dendrites niake sharp turns or at 
sites close to their branchings. Delicate spine-like branchlets 
of Golgi second-type neuron (Go) dendrites (Gd) also par- 
ticipate in the glomeruli (Figure 3 inset), although they can- 
not be identified with certainty in the electron microscope 
picture. The axons of Golgi second-type neurons enter the 
glomeruli and establish synapses with the relay cell den- 
dritic protrusions by means of terminals (2) that contain 
smaller and often flattened synaptic vesicles. As the Golgi 

second-type neurons are supposed to be of inhibitory na- 
ture, they are drawn in black or are hatched (in the lower 
right part of the diagram). A third type (3) of axon termi- 
nals belongs partly to descending fibers of cortical origin; 
the origin of the other type3 endings is uncertain. Axo- 
axonic contacts between the several axon terminals of the 
glomeruli are frequent, particularly between the optic (1) 
and the Golgi axon (2) terminals. In this case, the optic ter- 
minal always appears to be structurally presynaptic. The 
probable synaptic actions at various synaptic sites are indi- 
cated in the lower diagram: white arrow indicates excita- 
tory synaptic action from optic terminal to relay dendrite; 
black arrow the inhibitory action of Golgi axon upon relay 
cell dendrite; hatched arrow the presynaptic inhibition of 
inhibitory terminal by optic terminal. G1, glial capsule. 
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FIGURE 5 Pulvinar glomerulus of the cat. 
The glomerulus is surrounded by a clear 
glial capsule (Gl). Its center is occupied 
by a large, club-shaped central dendrite 
(Cd), which is surrounded by numerous 
closely interlocked axon terminals with 
both ordinary synaptic contacts with the 
central dendrite and axo-axonic contacts 
(Aa) with each other. Identification of 
various kinds of axon terminals is still 
highly tentative: a large, poorly vesiculated 
axon terminal with an irregular endoplas- 
mic tubular system has been labeled 1; 
another has been labeled 3 on the basis of 
certain similarities to the third type of 
terminals in the geniculate glomeruli. Up- 
per left inset: light photomicrograph shows 
principal dendrite of pulvinar neuron with 
numerous bulbous side branches which 
correspond in size to the central dendrites 
of glomeruli. Reumont neurofibrillar stain. 
(From Majorossy et al., 1965) 

FIGURE 6 Tentative explanatory diagram of neuronal con- usual kinds of synaptic actions (excitatory and inhibitory), 
nections and synaptic arrangement in the pulvinar. Cortico- various other kinds of axo-axonic (Aa) interactions might 
thalamic fibers from various areas (sensory motor, sens- play a significant role in these glomeruli. Col, collaterals; 
mot; parietal, pariet; occipital, occip; temporal, temp) con- D, principal dendrite of pulvinar neuron; G1, glial capsule; 
verge upon the same club-shaped branch of the pulvinar Nps, synapse of the nonglomerular neuropil; Pva, large, 
relay cell (drawn in outline). Probably axons (Ax) of Golgi poorly vesiculated axon terminal with endoplasmic tubular 
second-type neurons (Go) enter the same glomeruli. Synap- system. 
tic arrangement shown at lower left indicates that, besides 
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results from synaptic influences at glomerular and non- 
glomerular synaptic sites (Szentigothai, 1965). 

The synaptic complexes in the 
su bstantia gelatinosa 

Synaptic complexes very similar to glomeruli have been 
described in the substantia gelatinosa of the spinal cord 
(Ralston, 1965; RCthelyi and Szenthgothai, 1965). More de- 
tails are now available as a result of a recent analysis ill 
which we used Golgi, EM, and degeneration information 
in combination (Rtthelyi and Szenthgothai, 1969). As seen 
in Figure 7, a large and sinuous axon terminal occupies a 
central position, with almost alternating axo-axonic and 
axodendritic synaptic contacts placed on the surface and 
protruding into the depression of the surface of the large 
central axon. The large axon is invariably presynaptic, by 
structural standards, to the smaller axon terminals. Al- 
though the large central axon has axodendritic contacts, 
these contacts apparently are far fewer than those of the 
axo-axonic ones. A very regular arrangement is composed 
of three elements in which the large axon is presynaptic to 
a small axon profile, which, in turn, is presynaptic to a 
dendritic profile. The dendritic elements of these com- 
plexes undoubtedly belong to the small neurons of the 
substantia gelatinosa (see Figure 7), the axons of which are 
supposed to come into contact with the large relay neurons 
of the dorsal horn (Szenthgothai, 1964). 

No  functional interpretation of the synaptic complexes 
was possible until we had some information on the origin 
of the large central axons. As can be recognized in the 
Golgi picture (RCthelyi and Szenthgothai, 1969), the large 
axons are of local intraspinal origin and derive from pyra- 
mid-shaped neurons of the dorsal horn. These neurons re- 
ceive--as can be deduced from the distribution of their 
dendrites (Figure 7)psynaptic contacts from both the 
axonal feltwork of the substantia gelatinosa and the terminal 
axonal plexus of descending pathways. Electron microscope 
degeneration studies have shown that at least part of the 

smaller axons that participate in the synaptic complexes 
derive from primary sensory neurons, so we have tentative- 
ly explained the neuronal arrangement diagrammatically, 
as shown in the network diagram in Figure 7 (R6thelyi and 
Szenthgothai, 1969). This kind of neuronal network might 
serve as a structural basis for the primary afferent depolariza- 
tion, for which some mechanism of this kind was postu- 
lated on physiological grounds by Schmidt (1968). Con- 
tacts established by descending fibers arising from the soma- 
tosensory area ST (Nyberg-Hansen and Brodal, 1963) on the 
ventral dendrites of the pyramid-shaped neurons might 
give a simple anatomical explanation of the observation by 
Andersen et al. (1964b) of depolarization of primary spinal 
afferents induced by stimulation of the same area. In addi- 
tion, such a neuronal circuit might also be the tool for cer- 
tain gating mechanisms, envisaged by Melzack and Wall 
(1965), by which the forward conduction of impulses ar- 
riving through the dorsal roots could be modified both by 
descending impulses and by simultaneously active, primary 
afferent channels. Many observations, particularly on 
mechanisms for pain perception, point toward the existence 
of neuronal mechanisms that could modify afferent input, 
even at the level of the first synapses. Structural and func- 
tional information are both, perhaps, too inadequate, for 
the time being, to allow us to make specific suggestions on 
the neuronal structure and mode of operation of such a 
gating neuronal circuit. But we still might venture to say 
that synaptic complexes with many axo-axonic synapses, 
probably working on the principle of presynaptic inhibi- 
tion, may be the decisive tools by which such mechanisms 
are engineered. 

General comments 

These examples may suffice to illustrate the structural prin- 
ciple of the glomerular synapse or the synaptic complex. 
The assembly of various kinds of axonal and dendritic 
terminals in a circumscribed structural unit, which has a 
definite structure and which corresponds to a specific con- 

FIGURE 7 Neuronal network diagram of the substantia ge- 
latinosa of spinal cord (top) and synaptic articulation in its 
"synaptic complexes" (bottom). Primary afferents send 
axon collaterals to substantia gelatinosa (S gel) where they 
establish synapses with the dendrites of the small substantia 
gelatinosa neurons (Sgn). Axons (Ax) of these neurons can 
both secure forward conduction through the large ascend- 
ing relay neurons (ARC) of lamina IV of Rexed (hatched) 
and/or stimulate pyramidal neurons (Pyr and dotted) with 
coarse, sinusoid ascending axons. The minute synaptic rela- 
tions are shown in part below. Primary sensory axons (Paa) 
have contact with both the substantia gelatinosa cell den- 

drites and with the large sinusoid axon terminals (Pyr ax) of 
the pyramidal cells. Relatively few synaptic contacts are 
established between the pyramidal cell axons and the sub- 
stantia gelatinosa cell dendrites. The synapses between pri- 
mary sensory axons and gelatinosa cell dendrites appear 
structurally to be of the usual excitatory type; the vesicles of 
the pyramidal cell axons are unusually large. The most likely 
explanation of the various synaptic actions is indicated by 
the arrows: white arrows signify excitation and hatched 
ones presynaptic inhibition and depolarization of the pri- 
mary afferents. 
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nectivity pattern of neurons, suggests that the glomeruli are 
units of integrative functions. This integrative function may 
be relatively simple, as in the cerebellar glomeruli, in which 
there is a conventional excitatory action from the mossy 
rosettes to granule dendrites and to Golgi dendrites. In 
addition, a postsynaptic inhibitory action of Golgi axons 
is exercised on the granule-cell dendrites. 

The task that presents itself in the cerebellum could have 
been solved in a more usual way-for example, by having 
the mossy-granule synapse at the dendrites and the Golgi- 
granule synapse at the cell bodies. If, however, the extreme- 
ly large number of granule cells is considered (about 6 X 
106/mm3 of granular-layer tissue), the simplification and 
economy in the use of living matter achieved by this ar- 
rangement become apparent. One mossy rosette in the cen- 
ter can transmit excitation to a hundred granule dendrites. 
Such transmission, however, can be inhibited by a single 
preterminal branch of a Golgi-cell axon that distributes its 
inhibitory terminals in the outer zone of the glomerulus 
(see Figure 1, inset at bottom right). It is obvious that such 
use of living matter is highly economical, when compared 
with a more conventional kind of connectivity-for exam- 
ple, if the mossy afferents and the Golgi-cell axon terminals 
had to approach each granule cell separately. Such an ar- 
rangement would require roughly a hundred times more 
branches of the mossy afferents and of the Golgi-cell axons 
to reach each individual granule cell. 

Apart from the obvious advantages in structural econo- 
my, the cerebellar glomeruli also may be tools that in- 
crease the safety factor in transforming the information 
patterns they receive. Each granule-cell neuron picks up 
excitation from four different mossy afferents from among 
a population that is probably highly mixed in origin. Golgi 
inhibition is probably unitary in all the glomeruli with 
which any given Golgi neuron has contact, because of their 
territorial (nonoverlap) organization. The granule neurons, 
in turn, secure a further generalization of the received ex- 
citation pattern by transmitting through their parallel fibers 
to 200 to 300 Purkinje cells situated in a longitudinal row 
but with a convergence of about 2 X 105:1 (i.e., so many 
parallel fibers to one Purkinje cell). 

The situation is relatively simple, however, in the cerebel- 
lar glomeruli, because there is no known interaction be- 
tween the two kinds of axon terminals (the mossy rosettes 
and the Golgi endings), and there are no axo-axonic con- 
tacts. The glomerular structure becomes more meaningful 
and of specific functional significance when, as is the case in 
all other glomeruli, the structure makes it almost certain 
that such an interaction does occur. The concept of pre- 
synaptic inhibition (Eccles et al., 1961) postulates specific 
sites of interaction, mainly between axon terminals. The 
primary (or other sensory) afferent depolarization, which 

has been analyzed so thoroughly in various parts of the 
CNS, requires axo-axonic contacts between the axons of 
central neurons and the terminals of the afferents, in which 
the latter are postsynaptic. These conditions are clearly ful- 
filled in the substantia gelatinosa complexes, where the 
large, presynaptic, sinuous axon terminals belong to local 
interneurons that could well be activated by primary af- 
ferent~ over one or two interneurons, exactly as required by 
physiological observations (Schmidt, 1968). Because the 
structural polarity of axo-axonic contacts is the reverse of 
what would be required, the glomeruli of the geniculate 
body and the VPL do not lend themselves to similar ex- 
planations. 

The role of the glomerular synapses is probably much 
more specific in the sensory relay nuclei. The very fact that 
glomeruli are always found in these nuclei and in other 
central structures that have a decisive function in the analy- 
sis of sensory patterns (for example, in the optic tectum of 
lower vertebrates, SLtil6 and Sz&kely, 1967), points to some 
specific function that analyzes spatial information patterns. 
An obvious possibility is the mechanism suggested for the 
LGB. A large body of accumulated evidence favors the 
assumption that Golgi second-type neurons in these sub- 
cortical nuclei are inhibitory (e.g., Andersen et al., 1964a). 
Additionally, the terminals of their axons are of the in- 
hibitory type described by Uchizono (1965). The structure 
of the glomeruli in the subcortical sensory-relay nuclei sug- 
gests, therefore, that they are sites for the transform of in- 
formation patterns that use either presynaptic disinhibition, 
or, possibly, the reverse-enhancement of inhibition. The 
glomeruli may, of course, be sites of external descending 
cortical or reticular interaction as well, interfering with the - 
transmission of sensory information to the cortex. 

Because we lack any direct physiological information, 
next to nothing can be said about the various kinds of 
glomerular synapses in other nonsensory parts of the thala- 
mus. The mutual entanglement of axons of various origins 
becomes prevalent above the axodendritic contacts, which 
may indicate that integrative functions of hitherto com- 
pletely unknown character must be considered. 

It is probably premature to make far-reaching gener- 
alizations about the possible functional significance of the 
glomeruli. Structural economy, as shown in the example 
of the cerebellar glomeruli, may be a decisive factor in 
other glomeruli as well. All the possible functions attributed 
to the glomeruli of the sensory-relay nuclei could be 
achieved by conventional types of synaptic articulations, 
but this would require infinitely more neuronal connecting 
material and separate contacts, i.e., all kinds of structural 
complexities. As a crude analogy to electronics, one might 
consider the glomeruli as "integrated circuits" of the ner- 
vous system. It remains to be seen, of course, whether such 



analogies can help in our understanding of the functional 
significance of the glomerular synapses. For the time being, 
there is little, if any, direct physiological evidence (except 
for the cerebellar glomeruli) about their mode of func- 
tioning. 

In many glomeruli, the regular occurrence of dendro- 
dendritic attachments with a specialized desmosomoid 
structure may also have some specific significance. Ralston 
and Herman (1969) have interpreted some of the glomerular 
neural processes that have synaptic contacts, including the 
typical accumulations of synaptic vesicles as dendrites, on 
the basis that they contain tubules and some ribosomes. It 
remains to be seen whether this new concept of dendritic 
synapses, which would introduce additional intricacies, will 
stand the trial of continued studies. The spinelike processes 
(spinules) of the dendritic ends that are frequently met with 
in the cerebellar glomeruli (Figure 1) and the more ordinary 
spines that are found, for example, in the LGB glomeruli of 
certain species (especially the dog), are of great interest, as 
they appear to depend on functional circumstances. It has 
been tentatively suggested (Eccles et al., 1967, Chapter VII) 
that they indicate lasting changes induced by functional 
loading. In the LGB glomeruli of the dog, the glomerular 
spines that invade the optic terminals exclusively do not 
develop if the animal is deprived of patterned vision 
(S~enth~othai, 1968c; Szenthgothai and H h o r i  (1969). All 
this might indicate that, functionally, glomerular synapses 
may have more complexity than economically built 
switches for the interaction of more than two elements. 

Summary 

Glomerular synapses or synaptic complexes are specific con- 
tact arrangements between different but determined kinds 
of axon terminals and a single type (or sometimes several) 
of dendritic terminals (or dendritic appendages). In order to 
appraise the similarities or differences, or both, of glomeru- 
lar synapses, four characteristic examples have been com- 
pared: (1) the glomeruli in the cerebellar cortex; (2) glomer- 
ular synapses of the subcortical thalamic and geniculate 
sensory relay nuclei, of which the LGB glomeruli are treated 
in more detail as the most characteristic and best known of 
this kind; (3) the glomerular synapses of the pulvinar; and 
(4) the synaptic complexes of the substantia gelatinosa. 

A remarkable similarity exists in the essential features of 
glomerular synapses in all subcortical sensory relay nuclei 
(VPL, LGB, MGB). The main synapse in each complex is 
invariably the contact between the specific afferent and the 
dendrites of the corticopetal relay cells. But there is also 
invariably an inbuilt synaptic apparatus of local (probably 
inhibitory) interneurons. The interneuronal axon terminals 
are clearly presynaptic to the dendritic terminals (or ap- 

pendages) of the relay cells. A third standard contact ar- 
rangement in these glomerular synapses is the axo-axonic 
contact between the sensory afferents and the local (inhibi- 
tory) interneuron terminals, in which the former invariably 
appears to be presynaptic. Various speculations can be made 
on the functional significance of this arrangement. A fourth 
common feature of the glomeruli in the subcortical sensory- 
relay nuclei are small terminals of descending cortical fibers 
that originate from the respective sensory cortical region. 
They resemble excitatory terminals, but their involvement 
in the glomerular synapses is less unequivocal, so that their 
functional significance may be not so much an inbuilt 
direct action on the transmission from primary afferents to 
relay cells as an indirect action on the interneurons of the 
relay nuclei. 

The similarities of the glomerular synapses in the sub- 
cortical sensory relay nuclei might indicate that they are 
essential tools for information processing in that particular 
type of neural subsystem. In spite of obvious differences in 
the requirements of subcortical processing in the somato- 
sensory, optical, and acoustical systems, the operations 
needed for projecting the sensory pattern to the respective 
sensory cortexes-which show such clear similarities among 
themselves-can very well be imagined as depending on 
subcortical subsystems built on essentially similar principles. 

The synaptic complexes of the substantia gelatinosa are 
those closest in principal arrangement to the glomerular 
synapses of the sensory-relay subsystems. They differ from 
the latter, nevertheless, in that they appear to be devices for 
depolarization of primary afferents and probably for pre- 
synaptic inhibition. In this respect, the functional inter- 
pretation of the substantia gelatinosa complexes seems to be 
more straightforward and more realistic. 

The glomerular synapses of the cerebellar cortex are 
essentially different and relatively easy to interpret func- 
tionally. They are devices to insure a very high divergence 
from a single mossy terminal to about 100 granule neurons 
and have an inbuilt, inhibitory control of this transmission. 
With respect to the enormous number of granule-cell 
neurons, the highly economic solution of this neuronal 
coupling is significant. 

The glomerular synapses of the pulvinar give another 
example that is fundamentally different from all other 
kinds. Even if the functional explanations that could be 
given today are highly tentative, at best, all these examples 
show that various neural subsystems have peculiar and 
specific kinds of synaptic arrangements. The speculations 
offered for the functional significance of various kinds of 
synaptic glomeruli may prove inadequate and will probably 
soon need major revisions, but even in the preliminary stage 
they might contribute to our knowledge of the structural 
substrate of some subsystem operations. 
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Ln IL Elementary Processes in Selected Thalamic and 

Cortical Subsvstems-the Structural Substrates 

M A D G E  E.  S C H E I B E L  and A R N O L D  B. S C H E I B E L  

M y  hypothesis then is that thought models, or parallels reality- 
that its essentialfeature is not 'the inind', 'the self', 'sense-data', 
nor propositions but symbolisttl, and that this sytnbolism is largely 
of the sarne kind as that which is familiar to us in inechanical 
devices which aid thought and calculation. CRAIK, 1943, The  
Nature of Explanation. 

THE INTRINSIC ORGANIZATION of the thalamus, especially in 
the carnivore and primate, attains a level of complexity 
which sets it apart from all other regions of the brainstem. 
Even the cerebral cortex, for which it serves as portal, can 
afford no  greater challenge in terms of field organization or  
anatomical diversity. The  range of its operational modes 
(see Purpura, this volume) documents the opulence of its 
structural variety and marks it as an especially fertile field 
for attempts at structuro-functional correlation and opera- 
tions analysis. 

M A D G E  E .  S C H E I B E L  and A R N O L D  B .  S C H E I B E L  Depart- 
ments of Anatomy and Psychiatry and Brain Research Institute, 
U.C.L.A. Medical Center, Los Angeles, California 

Historical introduction 

The word thalamus comes down to us from the writings of 
Galen, who  thought it supplied animal spirits to the optic 
nerve. Because the word is translatable as "anteroom," it 
appropriately reflects our contemporary notion of its 
portal function to the hemispheres. The  first coherent 
description of the intrinsic nuclei was contributed by Luys 
(1865), who  also called attention to the probable sensory 
function of large portions of the thalamic fields. In a series 
of important experiments involving selected cortical abla- 
tions, Gudden (1870) documented the projection of a 
number of thalamic subsystems upon cortex and, a quarter 
of a century later, Ram6n y Cajal (1900) described the in- 
tricacy of its neuropil. The  classical work on thalamic 
descriptive morphology and projection systems remains 
that of Walker (1938); its functional counterpart, empha- 
sizing the importance of two-way circulation between 
thalamus and cortex is probably to  be found in the work of 
Dusser de  Barenne and McCulloch (1938, 1941). The 
rapidly expanding roster of recent functional studies can be 
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sampled in the bibliography that follows the chapter by 
Purpura (this volume). 

The purpose of this review is to evaluate certain features 
of telodiencephalic morphology, not as an end in itself, but 
on the basis of their probable substrate importance to a 
group of operations generally considered significant in the 
processing of information. It follows that not all aspects of 
thalamic structure will be reviewed. Rather, we limit con- 
sideration to those systems that appear capable of providing 
a biological base for a selected group of elementary opera- 
tions. These are discussed in their functional context by 
Purpura (this volume). In some cases, it will seem indicated 
to discuss neural assemblies whose functional correlates are 
not considered elsewhere. Here, again, our conviction that 
such system substrates play a significant role in information 
processing, whether the relevant operation has been clearly 
identified or not, motivated our choice. 

It has been customary to epitomize anatomical data as a 
series of circuits that presumably represent those lines of 
communication, cell sequences, and synapses over which 
information is most likely to flow. Such an approach sug- 
gests, by implication, a similarity in design, and possibly in 
process, to fairly complex yet ultimately knowable elec- 
tronic circuits. Although this approach is not without its 
power, the fact remains that nervous systems are far more 
than complex electronic circuits, and multidimensional ap- 
proaches are ineluctably necessary. We  have only to look at 
the profusion of neuro~hemicall~ discrete subsystems that 
have recently been identified in the brainstem reticular core 
(Dahlstrom and Fuxe, 1965) to document such a notion. 
Our own studies of neural substrate are based primarily on 
modifications of the silver impregnation methods of Golgi, 
which are, so far as we know, silent on the chemical nature 
of the neural ground. Nevertheless, we intend to avoid the 
usual linear circuit diagrams as much as possible in favor of 
an approach that we first used in our study of the inferior 
olive, 15 years ago (Scheibel and Scheibel, 1955). Then, as 
now, we believed that field analysis might ultimately prove 
more significant than the traditional line-dot-line drawings. 
As did Herrick, we conceive of the field as "an organized 
living structure in action characterized both by an archi- 
tecture and by a continuing pattern of fluctuation in the 
excitatory state" (Herrick, 1948). 

The range of structural entities that we consider, i.e., the 
grain of our inquiry, obviously depends on the methodol- 
ogy involved. Most of these data depend on Golgi im- 
pregnations examined under the light microscope, so it is 
clear that the vast trove of information available at the sub- 
microscopic level is not considered here, save when we 
specifically utilize some datum from a colleague's work. 
Nevertheless, we believe that, at the level of resolution to 
which we are committed, several meaningful statements 
about the structure and interrelationship of field elements 

are possible. This should serve as an adequate preface, not 
only to the elegant microelectrode analyses of Purpura 
(this volume) but also to the more detailed ultramicroscopic 
studies that are just becoming available. 

Modality and topographical specificity 

One of the operational characteristics of the thalamic 
somatosensory relay appears to be the considerable degree 
of synaptic security that marks transmission through the 
ventrobasal (Vb) nuclear complex. Synaptic effectiveness 
combined with maintenance of mode and locus specificity 
suggests the presence of structural substrates uniquely 
adapted to this type of high$delity transmission. The presence 
of bushy terminals capping the thalamopetal relay from 
more caudal sensory relay structures (the gracile and cuneate 
nuclei) undoubtedly provide such a structural motif. These 
arbors are generated by repeated branching of the terminal, 
unmyelinated segments of each parent axon, with the 
consequent production of a roughly cone-shaped neuropil 
plexus. Each resultant structure is characterized in turn by a 
geometrical increase in the amount of axonal surface area 
relative to that of the parent fiber and the presence of large 
numbers (between lo3 and lo4) of branch points (Figure 1). 
Additionally, in the adult preparation, it appears that such 
fibers develop clusters of large boutons on at least some of 
their terminal elements, a secondary specialization that may 
be related to a proportion of the synaptic transactions ef- 
fected by these elements. 

Immersed in these terminal arbors are the postsynaptic 
receptive elements. These include the thalamocortical relay 
cells, several populations of local circuit (short-axoned cell) 
elements the relative densities of which are species-de- 
pendent, and restricted numbers of large, sparsely branched, 
dendrite-bearing neurons which we have called "integrator 
elements" (Figure 2). 

The thalamocortical relay cells are most notable for the 
peculiar structure of the dendritic domain. Each of the four 
to 10 principal dendrite shafts leaving the cell body (soma), 
which is 20 to 30 ,.i in size, quickly breaks up into an in- 
tensively reduplicated shaft system that produces a tufted or 
bushy appearance (Buschzellen or cellules en buisson of 
Ramdn y Cajal, 1911). It would appear that this structural 
characteristic maximizes postsynaptic surfaces within a 
relatively limited area, i.e., the area subtended by one or 
several of the presynaptic arbors. The net result of these 
presynaptic and postsynaptic structural specializations of- 
fers optimal conditions for axodendritic interaction between 
ascending sensory relay (lemniscal) fibers and thalamo- 
cortical relay cells. Szenthgothai (1967) believes that the 
latedeveloping, grapelike clusters of boutons on the bushy 
terminal elements represent an added specialization ensuring 
high-priority transmission in this system. Although such an 
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FIGURE 1 Summarizing illustration by Ram6n y Cajal 
which shows some of the ascending thalamopetal pathways 
and the main axonal elements interconnecting thalamus and 
cortex. A, principal sensory nucleus; B, C, accessory sensory 
or trigeminal nuclei (sic) ; D, posterior thalamic nucleus; E, 
nucleus of the zona incerta; F, lateral mammillary nucleus; 
G, medial lemniscus; H, central path for the trigeminal 
nuclei and other systems; I, mammillary peduncle; J, optic 
chiasm; K, hippocampus; R, superior colliculus; S, elements 

of posterior commissure; T, motor cortex; V, visual cortex; 
a, corticothalamic fibers; b, thalamocortical fibers; c, bushy 
arbor generated by terminating medial lemniscus fiber; d, 
thalamocortical projection cell; e, terminal plexus of corti- 
cothalamic fiber; f, fibers of the optic thalamocortical radia- 
tion; g, terminalafferent plexus ofthe optic radiation. (From 
Ram6n y Cajal, 1911, Figure 323; reproduced by permission 
of Consejo Superior de Investigaciones Cientificas, Ma- 
drid.) 

FIGURE 2 Summary of cell types found in the ventrobasal 
nuclear complex. A, thalamocortical projection cell; B, lo- 
cal circuit (Golgi type 11) cell with very restricted axonal 
path; C, local circuit cell with more extensive axon system 
and clawliie terminals on some dendrites; D, similar, pre- 
sumably local-circuit cell, but without demonstrable axon; 
E, local circuit cell with flattened axonal and dendritic do- 
main. This type of cell is found in the ventral anterior nu- 
cleus and also in the ventrobasal nucleus, shaped against the 
periphery of the nuclear field. F, large reticular-like cell with 
bifurcating axon (integrator cell) ; G, protoplasmic astrocyte ; 
H, oligodendrocyte variant with multiple swirled processes; 
a, clawlike structures at dendrite tips of some local circuit 
cells. Drawn from many sections of 20- to 70-day cat thala- 
mus stained by Golgi variant. x 600. 
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idea is.attractive and appears to gain some degree of support 
from electron-microscope analysis (Tombol, 1967; Ralston 
and Herman, 1969), we have also found that such bouton 
clusters appear to interdigitate with clawlike structures 
crowning the tips of some local circuit cells (Figure 2). 
These structures are reminiscent of the granule-cell claws 
in the cerebellum and underline our conviction that present 
knowledge of the synaptic anatomy of the thalamus is still 
far from complete. 

No matter what further structural analyses of this system 
have to offer, we can be reasonably certain that sequences of 
thalamopetal sensory afferents generate ensembles of bushy 
arbors of relatively restricted diameter (250 to 400 p, de- 
pending on species), partially overlapping one another, and 
engulfing limited numbers of thalamocortical relay cells 
(as few as three to 10 in rodents, and 20 to 50 in monkeys). 
The resultant anatomical pattern appears to insure spatially 
localized, intensively reduplicated, axodendritic interac- 
tions, a notion that receives powerful support from physio- 
logical data (Purpura, this volume). 

Because of the importance we attach to the bushy arbor 
in insuring high-fidelity transmission, further reflection on 
this unique structure seems appropriate. This structural 
paradigm, marked by spatially localized and intensively 
reduplicated bifurcations of terminating sensory fibers, has 
been recognized in primitive vertebrates (Herrick, 1948) 
and in such invertebrate forms as the Cephalopoda (Ram6n 
y Cajal, 1917) and the Arthropoda (Ram6n y Cajal and 
Sanchez, 1915). These studies point to a relationship be- 
tween sensory representational systems, featuring some 
degree of precision, and the bushy terminal pattern. We 
have previously suggested that this structural idiom ". . . 
may well represent a neurologically archaic mode of gen- 
erating a relatively intense, localized disturbance of ap- 
preciable duration among a group of postsynaptic com- 
ponents following a stimulus with some localizing signa- 
ture" (Scheibel and Scheibel, 1966~). 

Mountcastle (1961) has called attention to another func- 
tional characteristic of lemniscal neurons, whether at lower 
brainstem, thalamic, or cortical levels. This is the tendency 
of postsynaptic elements in these systems to respond with 
brief repetitive trains of impulses, even when the input over 
the first-order afferents is ". . . made as synchronous as 
possible by electrical stimulation of the skin." He contrasted 
this type of postsynaptic volley with the individual impulse 
that characterizes the output of the motor neuron, even 
when activated by trains of presynaptic stimuli. Intracellular 
analyses show that such output trains occur on the summits 
of prolonged excitatory postsynaptic potentials (EPSPs) 
(Andersen et al., 1964). Eccles (1964) has suggested that this 
reflects prolonged activity of synaptic transmitter sub- 
stance, a notion that receives some degree of support from 
the discovery of glomeruli (Szentigothai, 1963; Pappas et 

al., 1966) or synaptic complexes (Ralston and Herman, 1969) 
in many thalamic stations. These structures appear to be 
characterized by the presence of a cluster of synaptic struc- 
tures of varying morphology, usually surrounded by a 
protective sheath of glial lamellae. Their possible signifi- 
cance as an anatomically economic means of information 
processing is reviewed by Szentigothai in this volume, but 
it is the presence of the glial capsule which is assumed to - 
provide the means for prolongation of the postsynaptic 
potential by delaying dissipation of the transmitter. Al- 
though this notion is attractive, it clearly depends on the 
efficacy of several thicknesses of glial membrane to dam 
transmitter molecules, which are ordinarily rather mobile. 
It also presupposes that such sheaths encapsulate the 
synaptic complex spherically. So far, we are not familiar 
with any three-dimensional reconstructions of such systems 
that would support this concept. For the moment, then, the 
"lingering transmitter" explanation of prolonged thalamic 
EPSPs and the accompanying repetitive unit discharge pat- 
terns must await both functional confirmation and a proved 
anatomical substrate. 

In the meantime, it seems worthwhile to mention an al- 
ternative substrate for the prolonged action of the postsyn- 
aptic elements that we have discussed previously (Scheibel 
and Scheibel, 1966~). The development of each bushy arbor 
involves increasing numbers of branch points, gradual at- 
tenuation in the diameter of the parent axon as its branching 
continues, and a geometric increase in axonal surface area. 
Each of these conditions must tax the spike-propagative 
abilities of the system, and it seems reasonable to expect that, 
in many cases, the original afferent spike sequence might die 
at branch points or at many stations in the arbor as branches 
become finer and more numerous and conduction safety 
factors are exceeded (McCulloch et al., 1952). The result 
could well be the generation of an intense, relatively long- 
lasting depolarization, maintained within the confines of 
the arbor and presumably capable of influencing the con- 
tained postsynaptic elements for an appreciable period of 
time. We conceive of the "field effect" as intensifying the 
powerful axodendritic articulations effected by synaptic 
structures on terminal arboreal fibers, thereby adding to the 
synaptic effectiveness and specificity of this lemniscal link. 

We have paid particular attention to terminal patterns 
generated by the medial lemniscus, because it represents the 
main source of new information from body surface and 
underlying muscle masses. This may accordingly be con- 
sidered the principal means for updating information in the 
ventrobasal-cell matrix and in the thalamocortical complex 
for which it serves as portal. The individual terminal 
arbors appear (in rodents at least) to be arranged in con- 
centric lamellae, which can be seen in both sagittal and 
frontal sections (Figure 3). We assume that these represent 
part of the anatomical substrate for mode and locus specific- 



ity maintained through this field. Equally specific, if dif- 
ferently patterned, arrangements can, however, be mapped 
out for axon terminals from other sources, each involving 
unique groupings and sequences of Vb neurons from the 
total pool (Figures 3 and 4). The resulting convergence of 
afferent systems and fractionation of cell domains generated 
by each afferent must lead to essentially unique combina- 
tions of afferent loading on virtually every cell of the Vb 
pool (Figure 10). The possible significance of this complex 

patterning to information readout and retrieval is worth noting 
and is commented on below. 

W e  have made no mention of the possible role of col- 
lateral or "surround" inhibition as a means of enhancing 
the modal and topographical specificity maintained through 
the ventrobasal thalamocortical relay. As is indicated in a 
subsequent section on synchronization, the usually sub- 
sumed substrate of  recurrent collaterals and a population of 
local-circuit (short-axoned) interneurons cannot be dem- 

FIGURE 3 Neuropil patterns characteristic of thalamic fields 
as seen in horizontal section. Vb, Ventrobasal complex; G, 
~ateral  geniculate; a, corticothalamic discoid afferent termi- 
nal developing symmetrically from parent fiber; b, similar 
discoid afferents developing asymmetrically from parent 
fibers; c, corticothalamic fiber generating broadly branching 
terminal pattern; d, part of the terminal system of cortico- 
thalamic fiber to medial nonspecific nuclear system com- 
posed in part of: 1, parataenial; 2, anterior ventral; 3, inter- 
anteromedial; 4, anterior medial; 5, central medial; 6, cen- 
tral lateral; 7, interventricular ; 8, centre median-parafascicu- 
lar complex. Also, e, part of plexus generated by centrifugal 
fibers in area of n. reticularis thalami; f, afferent terminals in 
lateral geniculate nucleus; and g, in tegmentum. Drawn 
from several sections of 10- to 2Oday-old rat brain stained 
by rapid Golgi variant. x 200. 

FIGURE 4 Thalamic afferent systems descending from more 
rostra1 stations as seen in horizontal section. Corticothalamic 
axons (A) generate widely branched terminal patterns 
spreading over appreciable portions of the ventrobasal nu- 
cleus. Corticothalamic axon (B) terminates in a dense, chip- 
like terminal field at right angles to its course. Corticotha- 
lamic axon (C) produces a complex system of terminals in 
multiple stations of the thalamic nonspecific system, includ- 
ing the medial half of the ventral anterior nucleus (D) ; ante- 
rior medial nuclei (E); posterior components of the medial 
nuclei (F) ; parts of the posterior thalamic cell mass (G) ; and 
the medial part of the tegmentothalamic interface (H). Axon 
of neuron in nucleus reticularis thalami forming part of the 
intrathalamic feedback system (I). Drawn from several sec- 
tions of 10- to 3Oday-old rat and cat brain stained by rapid 
Golgi variants. x 200. 
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onstrated with the degree of regularity which we would 
expect necessary to fulfill a function of this type. Further- 
more, there has been no convincing physiological dem- 
onstration that an inhibitory surround characterizes the 
operation of this relay. 

No such problem faces us at the level of the sensory 
receptive cortex, where an elaborate architecture of co- 
lumnar modules linked by feed-forward and feed-back in- 
hibitory lines serves to intensify modal and topographic 
specificity and to enhance contrasts. Although operations 
analysis of thalamic substrates remains our primary focus, 
cortical architecture presents sufficiently compelling ex- 
amples of operation-tagged subsystems to warrant brief 
consideration. 

dendritic spread for any pyramid in a specific cortical area 
(within 5 to 7 per cent), it follows that the diameter of the 
cylindrical module for any one cortical area may be con- 
sidered a constant (Globus and Scheibel, 1967~). The length 
of the apical shaft, however, and therefore the height of the 
module, may vary from approximately 200 p to somewhat 
more than 2000 p. If we assume a rough relationship be- 
tween the number of synaptic termini and the available 
length of synaptic surface, we conclude that all pyramidal 
cell modules of any one cortical area receive approximately 
equal numbers of intracortically derived terminal elements 
but vastly different numbers of extracortically derived 

Cortical elements are so organized in repetitively recogniz- 
able sequences as to allow their categorization in groups, 
each of which appears structurally determined and func- 
tionally significant. 

1. The unique structure of the individual cortical pyra- 
mid, and the topographical precision with which various 
presynaptic systems are applied along the soma-dendrite 
surface, suggest that each pyramidal neuron should be con- 
sidered a modular entity capable of data sampling over a 
wide range of inputs. Using fifth-layer pyramids from 
primary visual cortex of the rabbit as an example, recent 
studies (Globus and Scheibel, 1967a) show that corticipetal 
volleys from the lateral geniculate nucleus are applied 
densely along the middle third of the apical shafts by ter- 
minals of the thalamocortical relay (Figure 5). Cortical 
projections from medial thalamic (nonspecific) fields and 
probably from the upper portion of the brainstem reticular 
core terminate in long, climbing, axodendritic sequences 
along the entire length of the apical shaft of each pyramid, 
probably including portions of the apical arches (Scheibel 
and Scheibel, unpublished). Callosal afferents connecting 
mirror-image sectors of the two hemispheres make synaptic 
connections entirely upon oblique branches of the apical 
shafts (Globus and Scheibel, 1967b), but recurrent collaterals 
of adjacent pyramidal cell axons appear to be limited to 
basilar dendrites and to the tips of the apical arches 
(Globus and Scheibel, unpublished). It is clear from these 
data that information of extracortical origin reaches only 
the vertical component of the individual pyramidal cell 
module, and intracortically derived information is brought 
exclusively to horizontal or obliquely oriented elements. It 
has been found that a cylindrical figure can be inscribed 
around each pyramid, the height being determined by the 
length of the apical shaft, whereas the diameter depends on 
the total spread of apical arches and basilar dendrites. Be- 
cause of the striking quantitative similarity in horizontal 

FIGURE 5 The individual cortical pyramid conceived as the sim- 
plest modular element of cortex, showing the location of major 
presynaptic terminal ensembles. A, diffuse distribution of nonspe- 
cific (brainstem reticular and intralaminar) afferents along the en- 
tire vertical dendrite system; B, distribution of recurrent collat- 
erals on basilar dendrites and apical arches; C, distribution of cal- 
losal (contralateral) afferents on oblique branches; D, distribution 
of specific afferent projection on central third of apical shafts (of 
fdth-layer pyramids). Approximate vertical and horizontal mea- 
surements of typical pyramidal module are indicated. Drawn on 
basis of Golgi impregnations at various magnifications. 



synaptic terminals. It is therefore conceivable that depth of 
the individual pyramidal cell in the cortex determines, in 
part, the nature of its correlation+function. 

2. That group of cortical pyramids and associated local 
circuit (stellate, short-axoned, Golgi type 11) cells which are 
included within the field of arborization of a single termi- 
nating thalamocortical sensory fiber can be considered to 
constitute a module. All such elements are exposed to ap- 
proximately the same input, although the degree of con- 
tamination by inputs from immediately adjacent com- 
ponents varies because of the partially shifted overlap dis- 
played by successive terminal fields. Because the diameter 
of an individual sensory terminal field is of the order of 300 
to 500 p, depending on cortical area and species, it seems 
likely that the functional columnarization of sensory cortex 
(Mountcastle, 1961; Werner, this volume) is significantly 
determined by this substrate. It is worth noting that, al- 
though arrays of neurons with specific responsive signatures 
are distributed in columnar arrays of the order of 500 p in 
diameter, cells toward the edges of these modules have 
lower response rates than those more central in position, 
owing probably to decreasing synaptic densities from 
branches of the parent module fiber (Figure 6). Similarly, 
such peripheral elements are driven with increasing ef- 
fectiveness by afferents to adjacent cortical-cell columns. 
On the basis of this structural paradigm, one might predict 
a series of maxima and minima for each mode and locus 
with relatively smooth interface gradients and fairly low 
resolution, save for the presence of three further structural 

components, each of which adds another dimension of 
processing to the cortical arrays. 

3. The nonspecific systems of brainstem and thalamus 
reach cortex via several routes, the details of which are not 
particularly relevant at this point. Once at the grey-white 
interface, each of these axons appears to break up into a 
series of branches that ascend vertically toward the cortical 
surface, establishing sequences of axodendritic contacts with 
the spines of apical shafts and terminal arches. This array of 
ascending axon components appears to generate somewhat 
asymmetric modules of from 1 to 3 mm in diameter. The 
resulting roughly cylindrical modules are characterized by 
relatively low synaptic densities compared with those 
produced by specific afferents. There is also considerable 
mutual interpenetration of axonal domains, so that within 
the confines of a single 2- to 3-mm module, components of 
several dozen adjacent elements may be represented. Most 
of the several tens of thousands of pyramidal-cell apical 
shafts in the area of this domain will carry at least one such 
"climbing fiber" of reticular or medial thalamic origin. 
Some dendrites may carry more than one such component. 
In any case, the low density of synaptic endings from this 
source along the shaft and the presence of such termini as 
far from the soma1 trigger area as the apical arches suggest 
that these elements are not likely to exert significant degrees 
of phasic control over the output of the pyramid. As sug- 
gested by the model proposed by Rall(1964), this pattern of 
synaptic distribution is more likely to result in low levels 
of tonic control over the trigger zone. The resultant biasing 

FIGURE 6 B: Fragment of the cortical cell matrix and two ent fiber from brainstem reticular formation of thalamic 
of the afferent elements which impinge upon it. A: Terrni- intralaminar system. Drawn from a number of sections of 
nalaxonal plexus generated by specific afferent sensory fiber. 10- to IOOday-old rat and cat brain stained with rapid Golgi 
C: Diffuse terminal domain established by nonspecific affer- variants. x 200. 
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of pyramidal-cell output may not only introduce a signif- 
icant component of vertical organization into cortex, but 
may also insure a plastic element in this organization. For it 
is quite conceivable that as the relationship of the organism 
to its environment changes, resulting in qualitative and 
quantitative differences in output of the ascending reticular 
activating system and medial thalamic core, consequent 
changes of biasing activity at the cortical level may alter 
sequence or emphasis in the columnar sensory arrays. This 
reversible type of regulation, or.focusing, in a system with a 
high degree of modal and topographical specificity offers a 
number of advantages in sophisticated information proc- 
essing under changing input conditions. 

4. Each pyramidal-cell axon releases three to 10 collaterals 
before entering the subgriseal white matter. Most of these 
collaterals run for hundreds or thousands of micra within 
the cortex, ascending obliquely toward the surface, or 
running parallel to the cortical surface at varying depths. 
Figure 7 shows most, although probably not all, of the col- 
laterals generated by three pyramidal axons in one plane 
250 p in thickness. There is now little doubt that the role of 
these collaterals is largely inhibitory, reducing by a fairly 
constant fraction the output of a large number of pyramids 
in the surrounding area (Kameda et al., 1969) and serving 
thereby as a source of low-level feedback control. Each 
pyramid or cluster of pyramids thus constructs for itself an 
inhibitory surround of moderate effectiveness, extending up 
to 3 mm around the core element. 

5. A more effective, if less broadcast, type of inhibition 
(of the feed-forward type) is apparently generated by axons 
of some local circuit cells in an activated column. As first 
shown by Ram6n y Cajal (1911), many of these cells send 

FIGURE 7 Ensemble of recurrent collaterals 
which surround three pyramidal cells in cortex. 
For any small group of core neuronal elements this 
may be considered the domain of recurrent 

their axons laterally for short to moderate distances (100 to 
1000 p), terminating in baskets upon small numbers of 
pyramids in adjacent modules. The presumed effectiveness 
of the soma-initial segment locale as the site for inhibition 
(Eccles et al., 1964) marks this structural element as a power- 
ful factor in enhancing contrast through afferent inhibition. 

We have assumed that a plastic and effective contrast en- 
hancement mechanism is maintained in cortex through a 
combination of nonspecific system biasing, low-level feed- 
back inhibition via recurrent collaterals, and more inten- 
sive, if selective, feed-forward inhibition via local-circuit 
"basket-type" cells. It appears reasonable to assume that 
these mechanisms represent some of those necessary to 
maintain the locus and mode-specificity characteristic of the 
primary receptive areas. These areas represent, however, 
only a fraction of the total cortical mass. So far as we can 
tell from histological analysis of "motor" and "association" 
areas, essentially similar structural paradigms are found. It 
will be of considerable interest to determine whether they 
serve as substrate to dissimilar mechanisms in nonreceptive 
cortical areas. 

The thalamic synchronizatiorz process 

The characteristic alternation of excitatory and inhibitory 
postsynaptic potentials occurring widely throughout the 
thalamus synchronously with long-latency, evoked cortical 
potentials now constitutes a well-documented aspect of 
thalamic physiology (e.g., Adrian, 1941, 1951; Dempsey 
and Morison, 1942; Purpura and Cohen, 1962; Andersen 
and Andersson, 1968). Of the several hypotheses advanced 
to account for this impressive degree of thalamic synchro- 

inhibition. Drawn from several sections of 60-day 
cat cortex stained by a rapid Golgi variant. ~ 2 0 0 .  
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nization, the one proposed by Andersen and Eccles (1962) 
and elaborated by Andersen and Andersson (1968) is prob- 
ably best known. These workers have invoked a local, re- 
current, inhibitory circuit depending on short-axoned cells 
of Renshaw type (Renshaw, 1941; Eccles et al., 1954) to 
provide the necessary inhibitory feedback modulated by 
shorter periods of postanodal exaltation. Although it is as- 
sumed that this model would, in itself, adequately account 
for the rhythmically occurring sequences, an added factor 
of innate rhythmicity peculiar to thalamic neurons has been 
proposed to provide intrinsic pace-making properties of a 
facultative nature. 

To develop a reasonable anatomical model to account for 
the rapid development of widespread thalamic neuronal 
synchronization, and particularly of the prolonged IPSPs 
which suppress spontaneous and evoked thalamic discharge, 
several factors must be considered. 1. Although recurrent 
collaterals are a frequent feature of thalamocortical axons, 
they are by no means regularly present, nor are they always 
found at locations appropriately distant from the parent 
soma for initiating a recurrent loop. Even Eccles has ob- 
served that ". . . the large [thalamo-cortical] cells are re- 
ported to have fewer axon collaterals [Ram611 y Cajal, 19111 
than would be expected according to our postulate of a 
powerful recurrent inhibitory action" (Eccles, 1966). 2. 
The short-axoned cell, which is considered necessary to the 
recurrent loop to change the sign of excitation to inhibition 
(thereby fulfilling the same role as the hypothesized Ren- 
shaw cell of the spinal cord), is not an invariable feature of 
the ventrobasal field. Our own studies indicate that there 
are very few, if any, of these local circuit elements in the 
thalami of small rodents, and their number becomes ap- 
preciable only in carnivores and primates. 

If we assume that mechanisms as basic to vertebrate brain 
systems as thalamic synchrony characterize the operations 
of rodent thalami (Burke and Sefton, 1966), it is unreason- 
able to attribute the effect to a structure (the short-axoned 
cell) which may not even be present in these species. 

Another problem inherent in this proposed model is the 
rapid development of the synchronous process throughout 
large areas of the thalamus (Andersen and Andersson, 1968). 
If its spread depended on participation of the recurrent col- 
lateral-interneuron system as proposed by Andersen and 
Eccles (1962), very appreciable latencies would be involved 
as progressive sequences of synapses were crossed by the 
burgeoning process. In suggesting an alternative model, we 
draw on structural data concerning the nucleus reticularis 
thalami, which we have reported previously (Scheibel and 
Scheibel, 1966b, 1967a). This sheetlike nuclear complex 
surrounding the lateral and anterior borders of the thalamus 
has, until recently, been considered a final common path- 
way on the route from nonspecific systems in the thalamus 
to cortex (Hanbery et al., 1954). However, Golgi prepara- 

tions clearly show that the vast majority of reticularis-cell 
axons project caudally upon thalamus and upper brainstem 
rather than rostrally upon cortex (Figure 4). Virtually all 
specific and nonspecific thalamocortical systems perforate 
the nucleus reticularis on their rostra1 path, generating a 
complex neuropil of collaterals and terminals as they pass 
through. An ideal substrate is thereby provided for generat- 
ing feedback control over thalamic operations, activated by 
each thalamofugal volley. Furthermore, the vast majority 
of thalainic neurons are only one synapse away from the 
postulated source of inhibition, thereby assuring rapid de- 
velopment and spread of synchrony. Physiological support 
is supplied for this notion by the recent studies of Massion 
(1968). 

Thalamically iilduced desynchroizixation 

Thalamocortical desynchronization can be achieved by 
stimulation of the medial thalamic nuclear complex at 
relatively high frequencies (Moruzzi and Magoun, 1949). 
The process appears characterized by suppression of syn- 
chronized high-amplitude, low-frequency rhythms in con- 
junction with augmentation of excitatory postsynaptic 
drive and inhibition of prolonged synchronizing IPSPs 
(Purpura, this volume). With regard to the underlying cir- 
cuit paradigm, Schlag and Chaillet (1963) observed that, 
when the mesencephalic tegmentum directly behind the 
thalamus was destroyed, cortical desynchronization could 
no longer be obtained after high-frequency stimulation of 
the medial thalamus. The authors concluded that "activa- 
tion" apparently depends exclusively on the mediation of 
the ascending reticular formation of the brain stem. 

We believe it is possible to account for this frequency- 
selection effect by referring to certain structural features 
which we have mentioned above and elsewhere (Scheibel 
and Scheibel, 1966a, 1966b, 1967a, 1967b). It has already 
been noted that virtually all thalamocortical transactions, 
including those of the nonspecific system, are carried out by 
thalamofugal elements ascending through the domain of 
the nucleus reticularis thalami. Rostral-coursing axons of 
the brainstem reticular core, however, follow a different 
path. Beyond the crucial branch point, which occurs just 
caudal to the centre median-parafascicular complex (Nauta 
and Kuypers, 1958; Scheibel and Scheibel, 1958), the shorter 
dorsal lamella is lost in a group of posterior and medial 
thalamic nuclei. The ventral component ascends through 
zona incerta and hypothalamus and continues forward into 
the fields of the preoptic and basal forebrain region. Ap- 
proximately 10 per cent of these elements may reach 
cortical stations without synaptic interruption (Scheibel and 
Scheibel, 1958; Magni andwillis, 1963), but the majority 
reach these levels following one or more synapses. Signifi- 
cantly, the ascending reticular fibers are situated ventral 



to the nucleus reticularis thalami and therefore do not 
penetrate its domain on their rostral course. 

If the nucleus reticularis is conceived of as a frequency- 
sensitive gate, open to low frequencies and closed to high, 
the meaning of the Schlag-Chaillet observation becomes 
clear. Low-frequency stimulation of the medial thalamus 
is immediately effective in synchronizing electrical activity 
over huge areas of thalamus and cortex, because this 
roughly matches the frequency range established by the 
reticularis gate. Higher-frequency stimulation is blocked 
once the transmitting elements enter the field of the 
nucleus reticularis. Caudally directed components of the 
medial cell masses (Figure 8), however, establish abundant 
synaptic links with elements of the ascending reticular 
formation at mesencephalic levels and thus, more indirectly, 
can produce changes at cortical levels that include flattening 
and frequency enhancement of ongoing cortical electrical 
activity. 

The existence of frequency-specific dual pathways from 
axial portions of the brainstem to cortex recalls the experi- 
ments of Rossi (1963) and Jouvet (1967), who have shown 
that appropriately placed lesions can destroy the capability 
of the organism to experience slow-wave, spindle-rich 

FIGURE 8 Schematic representation of the projection paths of the 
two nonspecific systems. The brainstem reticular core (1) ascends 
through the mesencephalic tegmentum (Teg) and divides into a 
smaller dorsal lamina (2) which projects into several nuclei of the 
thalamus, Th, and a larger ventral lamina (3) which projects into 
subthalamus (Sb) and hypothalamus (H). The thalamic nonspecific 
(intralaminar) system (4) sends a major projection rostrally 
through the nucleus reticularis thalami, nR, and a secondary pro- 
jection (5) caudally into tegmentum. (From Scheibel and Scheibel, 
1967a, with permission of the publisher.) 

sleep on the one hand, or "activated," rhombencephalic, 
REM (low-voltage, fast wave) sleep on the other. 

Multiplexing and parallel processing 

The thalamocortical relay-cell axon exemplifies the type 
of tagged line that projects specifically to a receptive site 
without major branching along its course. The only ex- 
ceptions here are the collaterals that may develop in the 
first few hundred microns of its trajectory through the 
mass of the ventrobasal field and, possibly, during its pene- 
tration of the nucleus reticularis thalami. In contrast, the 
axons of most cells making up the complex of medial- 
thalamic nonspecific and intralaminar nuclei are char- 
acterized by complex trajectories, which include both 
rostral and caudal branches of bifurcation and elaborate 
lateral branching (Figure 9). As in the case of neurons of the 
brainstem reticular core (Scheibel and Scheibel, 1958, 
1967b), these axons of cells in the thalamic nonspecific sys- 
tem appear to penetrate a wide variety of nuclei of highly 
diverse functions. As an example, the axon of a single cell 
in the anterior third of the thalamic nonspecific system may 
project major branches anteriorly upon orbitofrontal cortex 
and posteriorly into the mesencephalic tegmentum. Phys- 
iological support for these structural observations are 
available in the literature (Skinner and Lindsley, 1967; 
Starzl and Whitlock, 1952). Secondary branches may 
simultaneously innervate multiple nuclei of the nonspecific 
thalamic complex on both sides of the midline while 
penetrating obliquely across one or more of the adjacent 
specific thalamic fields. Many branches have been followed 
into the densest neuropil fields of ventrolateral and ventral 
anterior nuclei, where frequency-specific control exerted 
by these nonspecific systems over projection neurons has 
been demonstrated (Purpura, this volume). Furthermore, 
branches have been followed in various sagittal planes of 
section into hypothalamus, preoptic areas, and basal ganglia, 
thereby rounding out a picture characterized by extensive 
multiplexing of thalamic nonspecific output (Scheibel and 
Scheibel, 1967a). It might also be noted that thalamopetal 
afferents from more rostral, ~ r e sumab l~  cortical, centers 
projecting upon the medialthalamic cell complex show 
similar patterns of extensive branching and widespread 
terminal patterns throughout the length of thalamus and in 
some cases even farther caudally (Figures 3 and 4). 

One of the significant problems associated with this type 
of multiplexed distribution lies in the nature of the output 
at the various synaptic stations that have been established. 
There is no reason to doubt that each of the presynaptic 
terminals can be functionally active, but there are insufficient 
data for a definition of the nature and sequence of these 
activities. Purpura (this volume) has shown that both 
EPSPs and IPSPs, of varying duration and intensity, may be 



FIGURE 9 contrast in axonal trajectories of specific and through the ventral anterior (VA) nucleus. Terminals of the 
nonspecific thalamic cell systems. 1 and 2: Bifurcating, pallidothalamic bundle (PT) cross the VA nucleus and pro- 
richly branched axons of thalamic nonspecific neurons vide substrate for synaptic interface with the nonspecific 
(NSP). 3: Relatively simple and almost unbranched axons of system. Drawn from several sections of 10- to 5Oday rat 
two thalamic ventrobasal (Vb) cells. The bifurcating axon of and cat cut in horizontal plane. Rapid Golgi variant. X 200. 
an integrator cell, 4, projects both caudally and rostrally 

produced in a number of different neural subcenters sup- 
plied by the medial thalamic structures. But it is still to be 
determined whether this range of effects can be produced by 
branches of the individual nonspecific axon, and whether 
the complete roster of terminals from one such fiber is al- 
ways active. With regard to the first question, a number of 
investigators (Tauc and Gerschenfeld, 1961; Kandel et al., 
1967) have now shown that individual terminals of a single 
axon in Aplysia can produce differing postsynaptic effects, 
owing presumably to specificity of receptor sites along 
postsynaptic surfaces. Somewhat more indirect evidence 
from vertebrates may be drawn from our own structural 
studies in spinal cord (Scheibel and Scheibel, 1969), which 
indicate that at least 30 per cent of primary afferent col- 
laterals directly supply both flexor and extensor motor 
neurons without intercalated interneurons. The presump- 
tion here is that both facilitatory and inhibitory effects can 
be produced appropriately at postsynaptic neuronal sites 
of antagonistic function. Clearly, the critical experiment has 
yet to be done in the mammalian vertebrate nervous sys- 
tem. 

In the same way, we are at present equally without a solu- 
tion to the problem of obligatory versus facultative activity 
at all the presynaptic loci on the various branches of a multi- 

plexed, nonspecific axon.We first faced this problem with 
similar elements in the brainstem reticular core (Scheibel 
and Scheibel, 1958, 1967b) and are attempting to approach 
it through the use of multiple microelectrode techniques. 
As methodologically difficult as the problem still appears, 
whether the individual axon can gate its output through 
multiple branch points or whether all branches passively 
transmit all volleys that are carried over the main axonal 
lines is certainly of more than theoretical interest. 

The corticothalamic rejlux 

One of the characteristics of interaction between neural 
subsystems is reciprocity of connections, such that if A + B, 
then B + A. The highly ordered projection of the ventro- 
basal nucleus upon somesthetic receptive (sensory) cortex 
is matched by complex corticothalamic fiber systems sup- 
plying the ventrobasal fields. At least two general con- 
figurations of terminal neuropil have been identified, al- 
though the specific intracortical source of each has not been 
precisely determined. The first type of fiber (type I), 
originally described by Ram& y Cajal (1911), ramifies 
widely but sparsely over large portions of the sensory 
thalamic field, generating a repetitively branching axonal 
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field of roughly cone-shaped configuration. The branches 
of a single fiber may encompass as much as 20 to 30 per cent 
of the entire Vb nucleus. The density of terminal structures 
that it generates in any one locale is accordingly low. The 
second type (type 2) appears characterized by a somewhat 
thicker parent fiber and a unique terminal-axonal domain. 
Each fiber generates, at right angles to its trajectory through 
the thalamus, one or more highly reduplicated, yet es- 
sentially two-dimensional, neuropil plates. The individual 
plate is composed of innumerable small branches, each 
bearing clusters of knoblike terminal structures. The max- 
imal dimension of each plexus is realized in the transverse, 
or coronal, plane, where it may cover two-thirds or more 
of the ventrobasal field. In the rostrocaudal dimension, 
however, its extension is minimal (Figures 3 and 4). As a 
result, each Vb field appears to be transsected by hundreds 
(in rodents) or thousands (in carnivores) of these chiplike 
terminal modules stacked one after another along the entire 
rostrocaudal axis of the nucleus. 

These two corticothalamic elements form a dramatic 
contrast in terms of the terminal patterns that they generate, 
and presumably serve different intrathalamic roles. Un- 
fortunately, there are, as yet, insufficient data to document 
the functional status of either of these elements, so assign- 
ment of roles to either must be considered purely hypo- 
thetical. 

It is difficult to conceive of a specific n a m i n ~  or addressing 
function for the more diffusely patterned terminal, if it is 
conceived as operating individually. The extent of its tri- 
dimensional penetration of the Vb area and the apparent 
low density of terminal synaptic structures from any one 
element argue for a highly general type of function ap- 
propriate to broad neuronal fields, and presumably inde- 
pendent of bin position or domain locale. Drawing from 
our experience with broadly distributed, nonspecific, pro- 
jection fibers to cortex, we suggest some type of across-the- 
board threshold manipulation or bias adjust function for these 
elements. 

The terminal organization of the second element appears 
to fit it for a function involving rather precise degrees of 
locus definition, in this case a chiplike sector across the 
height and width of the Vb nucleus. As these terminal 
neuropil fields are stacked in rostrocaudal sequence, the 
entire array can be thought of as constituting a series of 
trans-domain samples from front to rear. In this case, the 
read-out system would apparently seek information inte- 
grated across the successive tiers of concentric lamellae, 
which characterize the terminal distribution of medial 
lemniscal fibers (Figure 3). 

A somewhat different hypothesis as to the role of both 
corticothalamic fibers operating in concert can be entertained, 
based very freely on certain core-selection techniques in 
current use in computer circuitry. Although the type-1 

afferents spread widely as they run caudally into the Vb, 
effecting low-density innervation over wide neuronal fields, 
structural evidence suggests that they are stacked rather 
tightly in rostrocaudal sequence, with their apices anterior. 
In aggregate, they have the opportunity of contributing to 
the synaptic ensemble of virtually all Vb cells. The type-2 
discoid afferents are also tightly stacked and cut perpen- 
dicularly across the axis of this sequence of conical domains, 
so each Vb cell may be considered to receive double cortical 
innervation. Imposition of an X, Y grid upon a spatially 
regular matrix of discrete elements is an effective way to 
provide read-out capability for any one element of the 
matrix. Such arrangements are, in fact, used in the coin- 
cident-current selection technique for reading out an individual 
core from a computer memory array. In this case, each 
member of the array can be individually selected by con- 
vergence of half-strength current pulses in two sets of 
selection lines perpendicular to each other. At this point, 
we can do no more than speculate that these two categories 
of corticothalamic fibers may also represent the substrate 
for a cortical read-out systetiz playing upon thalamus. Implicit 
in such a suggestion is a role for the ventrobasal nucleus far 
richer than the "relayH function all too frequently assigned 
to it. 

Conclusion 

In the preceding pages we have described the structural 
organization of several thalamic and cortical subsystems to 
the extent that they can be revealed by light-microscope 
techniques. On the basis of these descriptions, we have sug- 
gested putative relationships to a group of operations 
significant in information processing. The extreme com- 
plexity of the neur~histolo~ical matrix and the virtual ex- 
clusion from these studies of data from electron microscopy 
and molecular biology assure the inadequacy of our 
analogies. Nevertheless, system analysis must begin some- 
where, and we have selected a level of resolution at which 
patterns are clearly etched. The beauty and consistency of 
these structural arrangements throughout much of the 
vertebrate line offer eloquent testimony to the meaningful- 
ness of their form. Appropriate interpretation of their pat- 
terns clearly awaits more powerful research methods and 
more penetrating insights. 

Summary 

Thalamus and cortex have been scanned for systems in 
which structural and functional data are conducive to some 
degree of operations analysis. In so doing, we have sought 
possible relations between neural operations and those gen- 
erally considered significant in information processing. 

1. The lemniscal relay through the ventrobasal nucleus of 
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the thalamus is examined as an example of a high-priority 
transmission system. Structural patterns generated by pre- 
synaptic and postsynaptic elements appear to insure spatial 
localization and temporal extension of ascending thala- 
mopetal volleys. The operational role of the system is con- 
ceived as updating the thalamic sensory neuron banks. 

2. Cortical operations may be considered within the 
framework of a hierarchy of interacting modules of in- 
creasing size and complexity. 
A. The soma-dendrite system of the individual pyramidal 

cell constitutes the simplest module. Its horizontal and 
vertical components receive spatially ordered arrays of 
intracortically and extracortically derived afferents, re- 
spectively, providing substrate for data sampling and 
correlation analysis. 

B. The cell ensemble within the domain of a single, termi- 
nating, specific, thalamocortical fiber constitutes a 

module the elements of which are, to varying degrees, 
under the synaptic drive generated by a single thalamic 
element. This module probably provides the structural 
substrate for the physiologically demonstrated cortical 
sensory column, although peripheral limits of the two 
are not necessarily congruent. 

C. Cells within the terminal field generated by a cor- 
ticipetal, nonspecific, afferent fiber constitute a modular 
entity under the bias adjustment range of one non- 
specific (brainstem or thalamic) neuron. 

D. The ensemble of recurrent collaterals generated by a core 
group of pyramidal neurons encompasses a cortical 
domain of considerable size. Virtually all the cortical 
pyramids in this area can be considered as constituting a 
module exposed to low-level feedback control by the 
central core elements. 

E. Horizontally oriented modules of smaller extent result 

FIGURE 10 Highly simplified schematic drawing suggesting nonspecific afferents (B) move obliquely across the Vb field 
the interpenetration and overlapping of presynaptic and matrix, making synaptic contact with irregular linear en- 
postsynaptic domains in the ventrobasal nucleus. The en- sembles of neurons, and the corticothalamic discoid afferents 
semble of overlapping circles represents the dendritic do- (C) establish rather precise synaptic domains across the Vb 
mains of a number of thalamocortical cells. The partially nucleus. The different intensities of the gray screen give 
overlapped conical figures (A) indicate the fields generated some idea of the convergence of afferents and the conse- 
by presynaptic terminals of the lemniscal afferents. Thalamic quent fractionation of domains. 
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from the selective impingement of local circuit (Golgi 
type 11) cell terminals on limited numbers of cortical 
cells. Neurons in these domains apparently receive a 
relatively high level of inhibition of feed-forward type. 

3. The development of thalamic synchronization is 
usually considered to depend on a substrate of recurrent col- 
laterals from thalamic relay neurons playing back on local, 
short-axoned elements, which, in turn, modulate the parent 
relay elements. Problems inherent in this model are con- 
sidered and an alternative is suggested, involving the nucleus 
reticularis thalami as a major short-latency feedback that 
controls and synchronizes thalamic activity. 

4. Thalamically induced de~~nchronization after high- 
frequency stimulation of nonspecific thalamic nuclei has 
been shown to depend on caudal projections upon the 
mesencephalic tegmentum. It is suggested that the rostrally 
directed tegmental reticular relay escapes the frequency- 
sensitive gating action of the nucleus reticularis thalami by 
running ventral to it through the hypothalamus and the 
preoptic region. The resultant operation of frequency- 
specific dual pathways from axial portions of the brainstem 
to cerebral cortex can also be demonstrated by selective 
abolition of activated or slow-wave sleep by appropriately 
placed brainstem lesions. 

5. The output of cells in the thalamic nonspecific system 
is characterized by richly branching axons, in contradistinc- 
tion to the almost unbranched projection of neurons in the 
thalamic specific system. The significance of multiplexed 
outputs is considered in the light of local gating control of 
the individual branches. 

6. The corticothalamic reflux upon somatic-sensory 
thalamus (Vb) appears characterized by at least two major 
types of fibers, one with extensive divaricating branches 
covering large areas of the field, and a second with dense 
discoid arbors lined up along the rostrocaudal axis like a 
row of chips. One possible functional interpretation of this 
structural substrate is modeled on the coincident current 
selection technique for retrieval of items from a computer 
memory core. The possibility of a cortical read-out system 
for the thalamic field argues against a purely relay function 
for this nucleus. 

Although neural circuit organization as depicted by the 
Golgi methods appears to offer a reasonable starting point 
for operations analysis, the restricted range of our data and 
the consequently tentative nature of our hypotheses are 
emphasized. 
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42 Operations and Processes in Thalarnic and 

Synaptically Related Neural Subsys terns 

D O M I N I C K  P. P U R P U R A  

Scope ofthe inquiry 

THE THALAMUS IS A major target of exteroceptive, intra- 
cerebral, and special sensory projection systems, the chief 
source of input to the cerebral cortex and the basal ganglia, 
and an essential link in the limbic-midbrain circuit. The 
strategic role of the thalamus in virtually all forebrain trans- 
actions compels examination of those processes and opera- 
tions that are likely to be consequences of special features of 
thalamic synaptic organizations. In such a survey, emphasis 
is to be placed on internuclear interactions that not only 
illustrate key operations of thalamic integrative mechanisms 
but also provide an understanding of thalamic influences 
on synaptically related neuronal subsystems. 

The analysis of intrathalamic and thalamocortical synaptic 
organizations that began with the pioneering studies of 
Dempsey and Morison (1942) and Morison and Dempsey 
(1942) has been considerably advanced as a result of the in- 
tensive application of intracellular recording techniques. Al- 
though many details of functional relationships have been 
elucidated, only rarely has it been possible to define the 
morphological basis for these relationships (cf. Scheibel and 
Scheibel, this part of the volume). The reason is to be 
sought, in part, in the nature of the rich internuclear syn- 
aptic pathways which link fundamentally different types of 
neuronal organizations. These pathways are of the utmost 
complexity, representing as they do the highest degree of 
elaboration of central internuncial systems. The synaptic 
mechanisms underlying thalamic operations are 
in this interneuronal matrix, the functional organization of 
which has been sketched only in broad brush strokes. 
Nevertheless, some of the impressions gleaned from in- 
tracellular studies should serve as a useful guide to future 
analyses of thalamic operations. 

An attempt is made here to describe elementary processes 
in these operations and to indicate, whenever feasible, the 
probable synaptic substrate required for specific processes. 

D o M I N I c K P. P u R P u R A Department of Anatomy, Albert Ein- 
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This approach aims to define principles that can be ex- 
pressed in relatively simple operational terms. Operations 
demonstrable in thalamic and related neuronal subsystems 
include high-fidelity transmission, input selection, output 
tuning, synchronization, desynchronization, filtering, gat- 
ing, parallel processing, storing, alternation, attenuation, 
and step-down transformation. Suffice it to say that, in 
some obscure fashion, all these operations and many more 
are smoothly integrated in thalamic neuronal organizations 
to provide a suitable substrate for the most complex func- 
tions of the mammalian brain. 

Features e~zsuvirzg tnodality and 
topographical specijicity 

Requirements for maintaining segregation and specificity of 
input in relay nuclei that have prominent and direct pro- 
jections to cortex are set largely by operations of first-order 
elements in which are effected major transformations of 
sensory information into spatiotemporal impulse codes 
(Mountcastle et al., 1969; Werner, elsewhere in this vol- 
ume). The secure synaptic relations that obtain at succes- 
sively higher relays in these projection systems involve 
postsynaptic elements in the thalamus that are topographi- 
cally and functionally linked to labeled lines, with minimal 
or no cross-modality dispersion. The consequences are well 
illustrated in finegrained modality and place-specific maps 
of the thalamic ventrobasal complex, as displayed in text- 
books of neurophysiology (cf. Mountcastle and Darian- 
Smith, 1968). 

Major features of specific relay activity are evident in dis- 
crete input and high-fidelity transmission with minimal 
distortion of output signal, at least in unanesthetized prep- 
arations (Mountcastle et al., 1963; Poggio and Mount- 
castle, 1963; Mountcastle et a]., 1969). Synaptic security is 
achieved despite penalties imposed by predominant dis- 
tribution of second-order (lemniscal) afferents to dendrites 
of ventrobasal (VB) neurons (Ralston, 1969; Scheibel and 
Scheibel, 1966, and elsewhere in this volume). Similar 
axodendritic relations obtain between brachium con- 
junctivum afferents and velltrolateral (VL) neurons that 



give rise to  primary afferent projections to motor cortex. 
Compensation for signal attenuation is achieved in these 
elements by "all-or-none" excitatory postsynaptic poten- 
tials (EPSPs) and by partial and full spike initiation in den- 
drites (Maekawa and Purpura, 1967a; Purpura, 1967) 
(Figure 1). Intrinsic properties of specific relay neurons, such 
as their minimal adaptation to injected depolarizing cur- 
rents and absence of significant threshold differences be- 
tween initial segment and soma membrane, also undoubt- 
edly contribute to the maintenance of dynamic relations in 
input-output characteristics (Maekawa and Purpura, 1967a). 

Entirely different input-output characteristics are ob- 
served in VB cells in barbiturate-anesthetized animals 
(Mountcastle, 1961). Presynaptic inhibition at prethalamic 
and thalamic levels may be greatly enhanced by barbiturate 
anesthesia, which may also facilitate the operation of recur- 
rent inhibition of VB neurons (Andersen et al., 1964a; 
1964b). Both processes probably serve to suppress dynamic 
aspects of input-output relations without influencing static 
responsiveness of VB elements. The development of syn- 
chronized thalamocortical rhythms during barbiturate 

narcosis also has important consequences for specific relay 
transmission, as discussed below. 

Modality and topographically specific information trans- 
ferred through thalamic relays is deposited in cortical 
regions representing primary projection target areas of 
specific thalamocortical afferents. Specifically responsive 
neurons are distributed in columnar arrays, in which con- 
stituent elements exhibit limited cross-modal interaction 
(Werner, elsewhere in this volume). The remarkable simi- 
larity in discharge pattern of cortical neurons at different 
depths in a particular radial column that is activated by 
specific thalamocortical afferents is seen in an examination 
of intracellular records obtained during a single penetration 
of cortex (Figure 2). The generation of similar patterns of 
excitatory and inhibitory postsynaptic potentials (EPSPs- 
IPSPs) in these elements requires activation, by primary 
afferents, of  elements distributed in a rigorously specified 
connectivity pattern. As in the case of thalamic relays, 
specific thalamocortical afferents powerfully excite or in- 
hibit cortical neurons (Purpura and Shofer, 1963). In fact, 
it is rare indeed to record subliminal EPSPs in cortical 
neurons in response to  peripheral or  specific thalamic 
stimulation that is capable of eliciting a primary evoked 
potential. 

Columnar organizations of neurons in somatosensory 
cortex are replicated in motorsensory cortex in relation to 
corticofugal projection systems (Welt et al., 1967). Still to 

FIGURE 1 Characteristics of "all-or-none" excitatory postsynaptic 
potentials (EPSPs) and variations in firing level of a ventrobasal 
(VB) thalamic neuron activated by medial lemniscal stimulation 
(at arrows). A-D. Photographically enlarged segments of records 
from continuous recording. Spikes are truncated for display 
purposes. E. Example to show full spike amplitude and primary 
response (upper channel) at cortical surface to lemniscal stimula- 
tion. A. Lemniscal stimulation elicits a fast-rising EPSP which 
initiates a spike discharge at a higher level of membrane potential 
than do preceding spontaneous spikes. B-C. Lemniscal stimulation 
is preceded by internal capsule stimulation (at dots), which evokes 
long-latency, inhibitory postsynaptic potentials (IPSPs) in the VB 
relay neuron. In C, spike generation is suppressed by the IPSP, 
whereas in D, the EPSP fails in an "all-or-none" fashion. Varia- 
tions in firing level are indicated by x, which also identifies spikes 
preceded by fast depolarizing prepotentials. (Data from Maekawa 
and Purpura, 1967a.) 

FIGURE 2 PSP patterns evoked during augmenting responses in 
four nonpyramidal-tract cells impaled during a single penetration 
of motor cortex. Approximately 10 to 20 minutes elapsed between 
the recording of each series of responses. A. Cell situated at a depth 
of 0.8 mm. exhibits high-frequency repetitive discharges during 
surface positivity, and late IPSPs during surface negativity. Dis- 
charges reappear prior to stimulation. B. Cell at a depth of 0.85 
mm. Short-latency, complex IPSPs observed throughout period 
of stimulation. C. Cell at 0.95 mm. shows IPSPs during augmenta- 
tion. D. Cell at 1.00 mm. exhibits IPSPs during all phases of 
cortical-surface response. Note similar PSP patterns observed in 
B-C during third response of each series. Calibrations 0.1 second; 
50 mV. (From Purpura, Shofer, and Musgrave, 1964.) 
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be determined is the extent to which intercolumnar labeling 
(sensory to motor, and vice versa) also operates to achieve 
selectivity and specificity in sensorimotor performance 
(Asanuma et al., 1968). In both types of columnar organiza- 
tion, afferent inhibition (Mountcastle, 1961) and recurrent 
inhibition are demonstrable ancillary mechanisms for en- 
hancing contrast (Brooks and Asanuma, 1965; Phillips, 
1959; Stefanis and Jasper, 1964). These are reinforced by 
localized, corticothalamic, excitatory and inhibitory inputs 
to thalamic relays, which fulfill a similar role in input 
selection within a specific thalamocortical projection sys- 
tem (Andersen et al., 1964b; Maekawa and Purpura, 1967b). 

Thalamic synchronization process 

Neurons in widespread parts of the thalamus, including 
many functionally different nuclear groups, are capable of 
exhibiting synchronized discharges that are succeeded by 
"silent periods" lasting 80 to 100 milliseconds (Verzeano 
and Negishi, 1960). Coarse electrodes applied to the surface 
or inserted into different parts of the thalamus may record 
six- to 12-per-second rhythms during these sequences of 
neuronal discharge-synchronization and silence. A similar 
rhythm, recordable from the cortical surface or scalp, 
represents the typical alpha rhythm of the EEG (Brazier, 
1968). EEG-synchronization in the intact animal and in man 
is, in part, a consequence of the operation of thalamocortical 
synaptic mechanisms that are predominantly, but not 
uniquely (Andersen and Andersson, 1968), related to the 
activity of nonspecific thalamic nuclei and their interactions 
with specific projection nuclei. Intracellular studies of the 
thalamic (Purpura and Cohen, 1962) and cortical (Purpura 
et al., 1964) stages of the synchronization process provide a 
clear illustration of the operation of thalamic interneuronal 
circuits involved in one of the most impressive electro- 
gaphic phenomena associated with the behavioral state of 
drowsiness or light sleep. 

The thalamic synchronization process is best demon- 
strated during low-frequency (six- to 12-per-second) stim- 
ulation of medial components of the thalamic reticular 
system (Jasper, 1949). Such stimulation induces the classical 
recruiting response (Dempsey and Morison, 1942; Morison 
and Dempsey, 1942)-a progressive build-up of long- 
latency evoked potentials which characteristically "wax and 
wane" in amplitude during continued stimulation, much in 
the fashion of spontaneous EEG waves of the drowsy ani- 
mal or an animal lightly narcotized with barbiturates 
(Brazier, 1968). 

Intracellular recording from thalamic neurons during 
evoked EEG synchronization reveals that widespread syn- 
chronization of neuronal discharges is effected by excitatory 
and inhibitory postsynaptic potentials (EPSP-IPSP se- 
quences) with an over-all duration of 100 to 150 milli- 

seconds (Purpura and Cohen, 1962) (Figure 3). The major 
feature of the synchronization process is a prolonged IPSP 
that effectively suppresses spontaneous and evoked dis- 
charges. Two features of the synchronization process are 
noteworthy: (1) the latencies of evoked PSPs and (4 ,  the 
synchronous timing of these PSPs in neurons in funda- 
mentally different types of thalamic nuclear organizations 
(Purpura and Shofer, 1963; Purpura et al., 1966a) (Figure 4). 
Although EPSP latencies of 8 to 10 milliseconds are com- 
mon, it is not unusual for succeeding IPSPs to develop with 
a latency of 20 to 40 milliseconds. Thus, the overt simplicity 
of the synaptic mechanisms that underlie the synchroniza- 
tion process belies the extraordinary complexity of the 
interneuronal networks which generate the EPSP-IPSP re- 
sponses. Similar PSP responses are observed in thalamic 
neurons during spontaneous six- to 12-per-second EEG 
waves in unanesthetized (Maekawa and Purpura, 1967a, 
1967b) and barbiturized animals (Andersen et al., 1964b). 

- 
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FIGURE 3 Patterns of intracellularly recorded activities of thalam- 
ic neurons during evoked EEG synchronization (recruiting re- 
sponses) elicited by low-frequency (seven per second), medial- 
thalamic stimulation. A. Characteristics of surface-negative re- ,, 
cruiting responses (motor cortex) elicited throughout the experi- 
ment from which the intracellular records (B-E) were obtained. 
B. Neuron in ventral anterior region of thalamus exhibiting pro- 
longed IPSP after first stimulus, then EPSP-IPSP sequences with 
successive stimuli. C. Relatively quiescent ventrolateral neuron de- 
velops double discharge with first stimulus. The ensuing IPSP 
is succeeded by another evoked EPSP and cell discharge. Note al- 
ternation of IPSP. D. Neuron with discharge characteristics similar - 
to that shown in B. E. Neuron in intralaminar region exhibiting 
an initial, prolonged IPSP that interrupts spontaneous discharges. 
The second and all successive stimuli evoked prolonged EPSPs 
with repetitive discharges that are terminated by IPSPs. (From 
Purpura and Shofer, 1963.) 



Two mechanisms have been proposed to account for the 
synchronization of thalamic neuronal discharge. The view 
championed here implicates complex organizations of 
excitatory and inhibitory interneurons in the synchroniza- 
tion process. The hypothesis originally proposed by Ander- 
sen and Eccles (1962) and elaborated by Andersen and 
Andersson (1968) relies on additional processes of recurrent 
inhibition and postanodal excitation in the mechanism of 
rhythmically recurring IPSP sequences in some thalamic 
neurons. It has also been proposed by the latter workers 
that thalamic neurons have intrinsically unstable excitability 
states, which endow them with unique properties as 
"facultative pacemaker" elements in generating localized 
thalamocortical spindle bursts (Andersen and Andersson, 
1968). The data supporting this view would appear to be 
applicable under conditions of barbiturate anesthesia and 
partial destruction of nonspecific thalamic nuclei, which, 
under ordinary circumstances, are the major source of 
synchronizing input to specific thalamic nuclei. 

GATING AND FILTERING OPERATIONS OF THALAMIC 
SYNCHRONIZATION That specific thalamic nuclei par- 
ticipate i~ the evoked EEG-synchronization process that is 
initiated by low-frequency stimulation of medial thalamic 
regions provides a useful illustration of gating and filtering 
operations, and has important consequences for behavior- 
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FIGURE 4 Temporal relations of EPSP-IPSP sequences in neurons 
situated in different thalamic regions during motor-cortex recruit- 
ing responses (upper channel records) evoked by seven-per-second 
stimulation of medial-thalamic, nonspecific nuclei. The three uni- 
dentified neurons were impaled at different depths from the 
dorsolateral surface of the exposed thalamus during a single 
penetration of the microelectrode. Depths as follows: A, 2.0 mm.; 
B, 4.5 mm.; C, 6.5 mm. Timing of the first three spike discharges 
elicited by EPSPs is synchronized in the three elements. IPSP 
latencies and duration are similar except during late phases in B. 
Note IPSP summation leading to progressive hyperpolarizing 
shift of membrane potential during continued stimulation. Dashed 
lines are drawn through "firing levels" determined by first syn- 
aptically evoked response of each series. (From Purpura et al., 
1966a.) 

clearly revealed in studies of ventrolateral (VL) relay neu- 
rons in the cerebello-thalamocortical projection pathway 
(Cohen et al., 1962). As noted above, stimulation of the 
brachium conjunctivum elicits monosynaptic, "all-or- 
none" EPSPs, which invariably initiate spike discharges in 
VL-relay cells (Purpura et al., 1965). 

In contrast, medial thalamic stimulation induces pro- 
longed synchronizing EPSP-IPSP sequences in VL neu- 
rons, as noted above. The combination of brachium con- 
junctivum and medial thalamic stimulation will result in 
complete inhibition of relay discharges when the brachium 
stimulus is applied at any time during the IPSP of 100- 
millisecond duration that is evoked by medial thalamic 
stimulation (Figure 5). Conversely, relay activity will be 
facilitated during the brief EPSPs induced from the medial 
thalamus. Inasmuch as VL cells are under active inhibition 
for 70 to 80 per cent of the time during which EEG 

FIGURE 5 Gating effect of synchronizing EPSP-IPSP sequences in 
a ventrolateral (VL) relay neuron. A-F. Segments taken from a 
continuous recording in a VL cell during interaction of PSPs 
evoked by stimulation of the brachium conjunctivum and medial 
thalamus. Upper channel, primary and recruiting responses re- 
corded from motor cortex. Lower channel, intracellular records 
obtained from a VL neuron monosynaptically activated by 
brachium conjunctivum stimulation (at arrows). A. Brachium 
conjunctivum stimulation alone. B-F. Variations in temporal rela- 
tions of applied stimuli. Note in C that brachium conjunctivum 
stimulation is effective during the EPSP phase of the EPSP-IPSP 
sequence induced by medial-thalamic stimulation. Prior to and 
after this, EPSPs evoked from the brachium conjunctivum fail to 
initiate spikes because of the prolonged summating action of the 
IPSPs evoked from the medial thalamus. 



synchronization is elicited, it is not unlikely that this partial 
"functional deafferentation" of motor-cortex elements may 
play a major role in effecting the alteration in discharge 
patterns of corticospinal neurons that has been observed in 
freely moving monkeys during the transition from wake- 
fulness to drowsiness or light sleep (Evarts, 1964). 

It has already been recognized that the suppression of VL 
relay activity during EEG-synchronization and behavioral 
sleep (Steriade et al., 1969) is explicable on the basis of the 
gating operation of synchronizing EPSP-IPSP sequences in 
VL cells. Gating effects of synchronizing PSPs initiated by 
medial-thalamic stimulation are also observed in VB neu- 
rons, but to a lesser extent than that observed in VL cells 
(Maekawa and Purpura, 1967b). Nevertheless, it is clear 
that spontaneous thalamocortical synchronizing activities 
may be associated with similar EPSP-IPSP sequences, which 
effectively modulate VB relay activity. It is not unlikely 
that the internuclear interactions effected between non- 
specific thalamic nuclei and VB relay cells and interneurons 
may be involved in the periodic behavior of spontaneous 
VB cell discharges (Poggio and Viernstein, 1964). 

Desynchrorzization as a thalamic operation 

The transition from light sleep to wakefulness is accom- 
panied by a dramatic alteration in the EEG, consisting of 
suppression of synchronized low-frequency, high-ampli- 
tude rhythms and the production of low-amplitude, high- 
frequency activity (Brazier, 1968). The discovery of the 
brain-stem reticular activating system (Moruzzi and Ma- 
goun, 1949) and subsequent studies of the effects high- 
frequency, medial-thalamic stimulation have on the initia- 
tion of EEG desynchronization have provided adequate 
models for examining the role of thalamic synaptic organi- 
zations in the de~~nchronizing process (Purpura and Shofer, 
1963). 

It will be recalled that the evoked EEG-synchronization 
process initiated by medial, nonspecific, thalamic stitnula- 
tion is frequency specific, requiring stimuli in the range of 
six to 12 per second for optimum development of EPSP- 
IPSP sequences in thalamic neurons. Increases in stimulus 
frequency beyond this range effectively curtail and then 
suppress the prolonged IPSPs that are characteristic of the 
synchronizing process. One result of this input tuning is 
seen in the summation of EPSPs and an augmentation of 
cell discharge (Figure 6). Intracellular studies that replicate 
the original experimental paradigm of Moruzzi and 
Magoun (1939) illustrate the dramatic attenuation of syn- 
chronizing IPSPs produced by high-frequency, brain-stem, 
reticular stimulation delivered on a background of EEG 
synchronization that is elicited by low-frequency, medial- 
thalamic stimulation (Purpura et al., 1966b) (Figure 7). It is 
apparent from Figures 6 and 7 that the basic thalamic 

operations underlying the transition from synchronization 
to desynchronization of neuronal activity involve an at- 
tenuation or inhibition of prolonged synchronizing IPSPs 
and an augmentation of excitatory synaptic drives. The 
consequences of this alteration in the synaptic pattern of 
nonspecific input to specific relay cells are evident in the dis- 
inhibition and facilitation of the VL relay discharges that ac- 
company reticulocortical activation (Figure 7). The opera- 
tions illustrated in Figures 6 and 7 adequately account for the 
facilitation of specific evoked potentials recorded from VL 
during the transition from sleep to wakefulness in chroni- 
cally implanted animals (Steriade et al., 1969). 

The analysis of synchronizing and desynchronizing proc- 
esses in thalamic neuronal networks has revealed additional 
operations of these circuits apart from their gating, filtering 
and modulating effects on relay and other elements. The 
PSP patterns that underlie these fundamentally different 
processes are elicited by frequency specific mechanisms, 
which suggests the operation of reciprocally acting, in- 
hibitory pathways with different dynamic ranges of input 
selection. The analysis also discloses postactivation facilita- 
tion of augmented excitatory drives and suppression of in- 
hibitory (synchronizing) pathways as a consequence of 
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FIGURE 6 Effects of repeated, high-frequency, medial-thalamic 
stimulation on a ventromedial cell that exhibited a synchronization 
pattern characterized by short-latency EPSPs and prolonged 
IPSPs prior to activation. A-E. Continuous record. A. Low- 
frequency, medial-thalamic stimulation succeeded by a phase of 
hyperexcitability (B). At first arrow in B, a prolonged IPSP is 
initiated by the first stimulus of the high-frequency (60 per second) 
repetitive train. Successive stimuli after the IPSP evoke summating 
EPSPs associated with high-frequency spike attenuation. D. Sec- 
ond period of low-frequency, medial-thalamic stimulation after 
repolarization initiates only prolonged, slowly augmenting 
EPSPs. Changes in stimulus frequency between arrows, in C and 
D, induce high-frequency, repetitive discharges superimposed on 
depolarization, the magnitude of which is related to stimulus fre- 
quency. F. Several seconds later. Note reappearance of IPSPs 
during low-frequency, medial-thalamic stimulation. (From Pur- 
pura and Shofer, 1963.) 



brief periods of high-frequency stimulation of the thalamic 
and brain-stem reticular system. "Storage" of these effects 
in interneuronal circuits is also evident from intracellular 
observations of persisting excitatory synaptic drives after 
brief periods of stimulation (Figure 6). 

FIGURE 7 Intrathalamic synaptic events associated with desyn- 
chronizing effect of pontine-reticular stimulation. Upper channel 
records obtained from motor cortex. A, B. From an unidentified 
ventrolateral thalamic neuron. A. EPSP-IPSP sequence induced by 
low-frequency, medial-thalamic stimulation that elicits a promi- 
nent polyphasic recruiting response in cortex. B. Simultaneous 
low-frequency, medial-thalamic and high-frequency, pontine- 
reticular stimulation. Note marked attenuation of IPSP during 
reticular stimulation. (From Purpura et al., 1966a.) 

C-E. Disinhibiting effect of reticular activation on VL relay 
neuron inhibited during low-frequency, medial-thalamic stimula- 
tion. C. Evoked response of VL neuron to brachium conjunctivum 
stimulation (at arrow) alone. D. Low-frequency, medial-thalamic 
stimulation (dot) precedes brachium stimulation by 50 millisec- 
onds. A small EPSP is revealed in isolation when the brachium 
stimulus is applied during the prolonged IPSP. E. Effects of 
reticular stimulation on excitabilitv of VL neuron. F. Same as in 
D, but during concomitant reticular stimulation that attenuates the 
IPSP evoked by medial thalamic stimulation. (From Purpura et al., 
1966b.) 

G. Details of the blocking effect of high-frequency, pontine- 
reticular stimulation on a prolonged IPSP evoked in an unidenti- 
fied thalamic neuron by low-frequency, medial-thalamic stimula- 
tion. Superimposed traces show cortical surface and intracellular 
records during response to seven-per-second, medial-thalamic 
stimulation and during continued low-frequency, medial-thalamic 
and high-frequency, reticular stimulation. Reticular stimulation 
virtually eliminates thecortical potential evoked by medial thalam- 
ic stimulation. Note short-latency, reticulocortical responses at 
cortical level and smallEPSPs in thalamic neuron. Low-frequency, 
medial-thalamic stimulation is unable to elicit IPSPs during re- 
ticulocortical activation. 

H. Same experimental design as in G, but from another prepara- 
tion. Reticular activation suppresses recruiting response but does 
not affect IPSP. This was observed in a small proportion of 
neurons. (Modified from Purpura et al., 1966a.) 

Reciprocity in spec@-nonspecijic 
internuclear interactions 

The foregoing internuclear operations in the thalamus have 
emphasized various effects of medial, nonspecific, thalamic 
stimulation on elements in specific relay nuclei. Recent 
studies have sought the existence of reciprocal internuclear 
pathways in experimental designs, in which stimulation of a 
specific VL nucleus was carried out during intracellular 
recording from neurons of the medial, nonspecific thalamus 
(Desiraju et al., 1969). The salient results of this study are 
summarized in Figure 8 by recordings taken from four dif- 
ferent preparations. Stimulation in VL, which elicits typical 
primary evoked responses in motor cortex, evokes short- 
latency (1.5 to 4.0 milliseconds), prolonged IPSPs in a large 
proportion of medial, nonspecific, thalamic neurons. Sim- 
ilar effects are observed during low-frequency repetitive 
stimulation in VL, which elicits typical augmenting re- 
sponses. Although a somewhat larger proportion of medial 
thalamic neurons exhibits short-latency EPSPs that precede 
IPSPs during primary evoked responses, summation of 
IPSPs with repetitive VL stimulation effectively suppresses 
the discharge capabilities of these EPSPs. 

The observations in Figure 8 not only point to the opera- 
tion of powerful synaptic pathways linking specific and 
nonspecific nuclei; they also indicate that transit time in the 
specific-nonspecific pathways is extremely rapid in contrast 
to nonspecific-specific interactions. Suffice it to say that the 
inhibition in medial thalamic neurons subsequent to VL 
stimulation represents the shortest latency inhibitory effect 
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FIGURE 8 Inhibitory interactions between specific and nonspecific 
thalamic nuclei. Examples of intracellular recordings (lower chan- 
nel records) obtained from medial-thalamic neurons in four dif- 
ferent preparations. Specific responses to VL stimulation recorded 
monopolarly from motor cortex are shown in upper channel 
records (negative upward). A, B. Cells exhibiting 30- to 40-mV 
spike potentials prior to VL stimulation and short-latency IPSPs 
immediately after stimulation. C, D. Cells partially depolarized 
after impalements. In these elements, as well as in A and B, IPSPs 
are not preceded by EPSPs. Dashed horizontal lines are drawn 
through baseline membrane potential level. (From Desiraju et al., 
1969.) 



observed to date in intracellular studies of thalamic neurons. 
Elucidation of the inhibitory action of VL stimulation on 

medial, nonspecific, thalamic elements provides an adequate 
explanation of the short-lasting suppression produced by 
prior VL stimulation on medial-thalamic, evoked EPSPs in 
pyramidal-tract neurons (Figure 9). Without knowledge of 
the internuclear synaptic transactions taking place at the 
thalamic level, it might have been inferred from the find- 
ings of Figure 9 that the transient suppression of medial- 
thalamic, evoked EPSPs was an example of "presynaptic 
inhibition" in cortical pathways. The designation of this as 
"very remote" inhibition is probably far more appropriate, 
inasmuch as the EPSP suppression is a consequence of the 
persisting inhibition of thalamic nonspecific pathways that 
is caused by VL stimulation. 

Several examples of thalamocortical operations that en- 
hance channel selection have been noted previously. The 
demonstration that VL stimulation inhibits nonspecific 
thalamic neurons provides a powerful mechanism for en- 
hancing the effectiveness of a particular VL input pathway 
to motor cortex by suppression of irrelevant spontaneous 
activity in nonspecific thalamocortical projection systems. 

FIGURE 9 Interaction of specific and nonspecific evoked post- 
synaptic activities in a pyramidal-tract (PT) neuron of motor 
cortex. A-D. From a continuous recording. A. Low-frequency 
stimulation in medial thalamus elicits a single or, occasionally, a 
double discharge of the PT neuron. The discharge is initiated by a 
small EPSP of 20- to 30-millisecond latency. B. Concomitant 
stimulation of the ventrolateral thalamic nucleus (at dots) induces 
powerful and prolonged EPSPs, associated spike discharges, and 
spike inactivation. Arrows in B identify the two medial-thalamic 
stimuli immediately after cessation of VL stimulation. Note that 
the medial-thalamic evoked EPSP is either not detectable or is 
subthreshold for several hundred milliseconds after the last VL 
stimulus. C. Onset of a second period of VL stimulation after 
recovery of nonspecific evoked responses. D. Same as in B, to show 
suppression of medial-thalamic evoked EPSPs after the last VL 
stimulus. As explained in the text, the data reflect at the cortical 
level the operation of an inhibitory internuclear pathway in the 
thalamus that is activated by VL stimulation. Calibrations: 50 mV, 
100 milliseconds. 

Parallelprocessing ofnonspecijic thalamic output 

Examination of the synaptic effects observed in a wide 
variety of forebrain stkuctures activated by stimulation of 
medial, nonspecific, thalamic nuclei discloses a feature of 
thalamic reticular-system operations that is not encountered 
in specific projection pathways. Stimulation of specific thal- 
a m i ~  nuclei, such as VL or VB, elicits responses localized to 
relatively restricted areas of neocortex. 

In contrast, stimulation of medial-thalamic nuclei acti- 
vates synaptic organizations in the neocortex, the corpus 
striatum (Shimamoto and Verzeano, 1954), the amygdaloid 
complex, and the mesencephalic reticular regions, in ad- 
dition to producing the powerful intrathalamic synaptic 
eflects noted above. One can infer from this that once the 
thalamic reticular system is stimulated by appropriate inputs 
it distributes activity in many parallel projection systems. 
The synaptic transformations that occur in different struc- 
tures receiving nonspecific thalamic input depend on in- 
trinsic difference~ in the organization of excitatory and in- 
hibitory neurons in these structures, as well as on differ- 
ences in properties of responding elements (Purpura, 1969). 

Experimental methods similar to those described above 
have been utilized to characterize the different patterns of 
synaptic activity initiated in forebrain structures during 
cortical-surface recruiting responses, the electrographic 
' 6  . ngnature" of adequate stimulation of medial and intralam- 
inar, nonspecific, thalamic nuclei (Figure 10). At the level 
of the neocortex, nonspecific thalamic stimulation elicits, in 
pyramidal-tract neurons, slowly rising EPSPs of long 
latency (Purpura et al., 1964) (Figure 10A). Such EPSPs are 
generally uninfluenced by hyperpolarizing currents that are 
applied intracellularly, which suggests that they are gener- 
ated predominantly at axodendritic synapses (Creutzfeldt et 
al., 1966; Purpura and Shofer, 1964). These EPSPs in 
pyramidal-trac; neurons induce variable spike discharges in 
contrast to the powerful EPSPs initiated by specific thalamic 
stimulation (Figure 9). Nonpyramidal-tract neurons are 
readily driven by nonspecific thalamic stimulation, and may 
exhibit prominent EPSP-IPSP sequences not unlike those 
observed in thalamic neurons during induced EEG syn- 
chronization (Purpura et al., 1964). 

Different components of the basal ganglia exhibit funda- 
mentally different PSP patterns during nonspecific thalamic 
stimulation. A large proportion of caudate neurons develop 
prolonged (80- to 100-millisecond) EPSPs of 10- to 20- 
millisecond latency ; these bear a remarkable resemblance to 
EPSPs observed in pyramidal neurons in the motor cortex 
(Purpura and Malliani, 1967). Caudate neurons show little 
or no spontaneous discharges and exhibit one, or at the 
most a few, spike discharges in association with rather 
prominent EPSPs (Figure 10B). Thus, despite their different 
phylogenetic history and markedly different morphology, 



caudate neurons and corticospinal neurons appear to be 
similarly influenced by nonspecific thalamic stimulation. 

It has been suggested elsewhere that, with the phylogene- 
tic elaboration of the neocortex, synaptic relations estab- 
lished between nonspecific thalamic nuclei and neostriatum 
were functionally replicated in the development of a parallel 
projection system to neocortex (Purpura, 1969). However, 
in response to medial-thalamic stimulation, not all elements 
of the neostriatum exhibit PSP patterns that are typically 
encountered in neocortical pyramidal-tract neurons. For 

FIGURE 10. Parallel processing of unspecific thalamic output in 
synaptically related neuronal subsystems. Upper channel records, 
obtained from motor cortex, disvlav the characteristics of re- 
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cruiting responses elicited in different preparations during medial- 
thalamic stimulation. A. Typical responsiveness of a pyramidal- - .  
tract neuron in motor cortki. ~ a s h e d  line drawn through firing 
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level. Nonspecific thalamic stimulation elicits a progressively in- 
crementing EPSP with a slow rise time and a prolonged decay 
phase. Calibrations: 50 mV, 100 milliseconds. (From Purpura et al., 
1964.) B. Intracellular svnavtic events recorded in a caudate neuron , L 

during nonspecific thalamic stimulation. Note remarkable similar- 
ity in EPSP characteristics in the caudate and PT neuron. (From 
Purpura and Malliani, 1967.) C. Pattern of EPSP and spike dis- 
charges generally observed in putamen neurons. D. ~ong-latency 
IPSP detectable in a neuron of the nucleus entopeduncularis during 
medial-thalamic stimulation. (C and D, from Malliani and Pur- 
pura, 1967). E, F. Characteristics of discharge patterns of neurons 
in mesencephalic reticular formation during medial thalamic stim- 
ulation (From Maekawa and Purpura, unpublished). G. Respon- 
siveness of a neuron in the amygdaloid complex during stimula- 
tion of intralaminar nuclei of the nonspecific projection system. 
(From Santini and Purpura, in preparation.) 

example, neurons in ventral parts of the caudate show PSP 
patterns similar to those observed in ventrolateral and ven- 
troanterior nuclei of the thalamus (Purpura and Malliani, 
1967), whereas putamen neurons characteristically respond 
with more potent EPSPs and associated spike discharges 
(Malliani and Purpura, 1967) (Figure 10C). Cells of the 
globus pallidus and entopeduncular nucleus generally ex- 
hibit IPSPs with very long latencies after medial-thalamic 
stimulation (Figure 1OD). It is to be noted that none of the 
synaptic effects observed in different components of the 
corpus striatum after nonspecific thalamic stimulation de- 
pend on indirect relays involving neocortex. But it is not to 
be inferred from this brief survey that the physiological data 
indicating widespread activation (and inhibition) of neu- 
ronal organizations in the corpus striatum are indicative of 
the operation of direct projection systems from medial and 
intralaminar thalamic nuclei, despite neuroanatomical evi- 
dence in favor of such connections (Powell and Cowan, 
1954; 1956). In point of fact, there can be little doubt that 
virtually all the synaptic effects initiated by nonspecific 
thalamic stimulation in the corpus striatum, the amygdaloid 
complex (Santini and Purpura, 1969) (Figure lOG), and the 
mesencephalic reticular regions (Maekawa and Purpura, 
unpublished) (Figure 1OE and F) involve polysynaptic and 
small-fiber projection systems (Verhaart, 1950) that de- 
scribe complex trajectories through the basal ganglia and 
brain stem (Frigyesi and Purpura, 1967). 

The functional significance of parallel processing of non- 
specific thalamic output is not difficult to envision, because 
this provides a mechanism whereby activities in diverse 
structures can be influenced from central, nonspecific, 
modulator systems that receive convergent input from dif- 
ferent sources (Albe-Fessard and Fessard, 1963). The notion 
that nonspecific influences are predominantly modulatory, 
rather than pacemaker, in operation is consistent with the 
data at hand, inasmuch as true pacemaker or autorhythmic 
activities have not yet been observed in intracellular record- 
ings taken from a large number of medial and intralaminar 
thalamic neurons. 

Operations o f a  thalarnic iiztervleuronal "interface" 

The ansa lenticularis is !generally regarded as the major out- 
flow pathway of the corpus striatum (Wilson, 1914). In the 
cat, this projection system arises from the globus pallidus 
and entopeduncular nucleus, the latter representing the 
homologue of the medial pallidal segment of primates (Fox 
et al., 1966; Nauta and Mehler, 1966). Lenticular projec- 
tions to the thalamus are prominent in ventroanterior-ven- 
trolateral (VA-VL) nuclei as well as in medial or paramedial 
nuclei, such as the nucleus centrum medianum (Mehler, 
1966). The most impressive afferents to VL and, to a lesser 
extent, VA arise from lateral cerebellar nuclei and project to 



the thalamus via the brachium conjunctivum. The VL 
nucleus of the thalamus, as noted above, is the major source 
of afferents to the cerebral motor cortex. From the stand- 
point of its relationships to the cerebellum, corpus striatum, 
and motor cortex, VL may be viewed as a unique ''inter: 
face" between motor-control systems of the basal ganglia 
and cerebellum on the one hand and the neocortex on the 
other. It will be recalled at this juncture that VL neurons 
exhibit prominent EPSP-IPSP sequences during EEG syn- 
chronization induced by medial, nonspecific, thalamic stim- 
ulation (Purpura et al., 1965). Therefore, particular im- 
portance attaches to the analysis of convergent operations of 
VL relay cells and interneurons activated by pallidofugal, 
cerebellofugal, and nonspecific-specific internuclear path- 
ways in the assessing of the integrative activities of inter- 
neuronal synaptic organizations of the thalamus. 

Recent intracellular studies have established that there is a 
population of VL relay neurons that receives convergent 
monosynaptic excitation from the cerebellum and outflow 
pathways of the corpus striatum (Desiraju and Purpura, 
1969). Convergent monosynaptic EPSPs evoked in VL re- 
lay neurons by stimulation of the brachium coniunctivum 
and the ansa lenticularis have basically similar characteristics 
but differ in latency by 0.5 to 0.8 millisecond, the time re- 
quired for impulse conduction in the longer cerebellofugal 
pathway (Figure 11A-D). Monosynaptic EPSPs evoked in 
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VL cells by stimulation of the brachium conjunctivum are 
frequently succeeded by IPSPs. Although similar EPSPs are 
elicited by stimulation of the ansa lenticularis, these are 
generally not followed by IPSPs (Figure 11E and F). The 
inference here is that collaterals of brachium conjunctivum 
afferents to VL relay neurons engage a parallel inhibitory 
circuit that is not available to projections of the ansa lentic- 
ularis that distribute to the same VL relay cells. 

Disynaptic and polysynaptic PSPs are also observed in 
VL neurons after stimulation of the ansa lenticularis and the 
brachium conjunctivum. In contrast to the exclusively ex- 
citatory monosynaptic actions of these inputs to relay cells, 
however, synaptic effects observed in nonrelay elements 
(interneurons) may be reciprocal in nature (Figure 11G and 
H). Latencies of such reciprocal PSPs are in the range of four 
to six milliseconds, indicating considerable dispersion of 
cerebellofugal and striatofugal projection activity in VL in- 
terneuronal organizations. Longer (> 10 milliseconds) 
latency PSPs have also been noted in VL neurons in re- 
sponse to stimulation of the ansa lenticularis, but these are 
rarely encountered with stimulation of the brachium con- 
junctivum. Such VL neurons commonly exhibit conver- 
gence of long-latency responses evoked by stimulation of 
lenticular and thalamic nonspecific nuclei (Figure 11 I-L). 

Remarkably, the PSP patterns induced in these interneu- 
rons by pallidal-entopeduncular stimulation resemble in all 

FIGURE 11 Intracellular recording of convergent monosynaptic 
excitation of a VL neuron by stimulation of the ansa lenticularis 
(A, C,  and D) and the brachium conjunctivum (B). Spikes in B and 
C truncated for display purposes. Note minimal latency differences 
ofEPSPs in B and C. EPSP evoked by ansa lenticularis stimulation 
is shown in isolation in D. E, F. Records obtained from a different 
VL neuron after stimulation of ansa lenticularis (E) and brachium 
conjunctivum (F). Only the brachium-evoked EPSP is succeeded 
by a prolonged IPSP, the early phase of which exhibits low- 
amplitude oscillations. G, H. Example of convergent but reciprocal 
synaptic effects observed in a VL neuron following ansa lenticularis 
(G) and brachium conjunctivum (H) stimulation. Responses in . , 

each case were elicited at two levels of membrane polar&tion. G. 
Upper record obtained during spontaneous discharges; lower 
record, during a phase of increased membrane polarization, during 
which spontaneous discharges were eliminated. In each instance, 
ansa lenticularis stimulation evokes a four- to six-millisecond 
IPSP. H. Lower record of the pair obtained during a spontaneous 
long-duration IPSP. Brachium conjunctivum stimulation elicits a 
four- to six-millisecond latency EPSP and spike discharge. The 
EPSP is revealed in isolation during the spontaneous IPSP. I-L. 
Example of similar long-latency EPSP-IPSP sequences elicited in a 
VL neuron by repetitive stimulation in the region of nucleus 
entopedunculaiis (i and J, continuous recording) and stimulation 
of medial thalamus (K and L, continuous recording). Upper chan- 
nel records obtained from motor cortex. Note prominent long- 
latency, surface-negative, recruiting response evoked by medial- 
thalamic stimulation (From Desiraju and Purpura, 1969.) 



respects those evoked by stimulation of nonspecific-specific 
internuclear projections, possibly as a consequence of the 
fact that ansa lenticularis stimulation is also capable of 
evoking PSP patterns of variable latency in medial and 
intralaminar neurons (Desiraju and Purpura, unpublished 
observations). 

The data illustrated in Figure 11 indicate a wide range 
of complex interrelationships of lenticulof~~al, cerebello- 
fugal, and nonspecific evoked activities in VL neuronal 
organizations. At one end of the temporal spectrum, and 
"spatially" in respect to VL relay elements, monosynaptic 
excitatory effects are induced by convergent projection of 
the brachium conjunctivum and the ansa lenticularis. Poly- 
synaptic convergence may also take place within inter- 
neuronal organizations, but this is more likely to be re- 
flected in reciprocal synaptic actions. Finally, at the other 
end of the temporal spectrum, long-latency PSPs are ob- 
served with ansa lenticularis and nonspecific thalamic stim- 
ulation but not with brachium conjunctivum stimulation. 
The difference suggests that VL neurons are organized in 
functional domains related to inputs that define particular 
synaptic territories within the domains. 

Whereas cerebellar inputs are relatively restricted in dis- 
tribution to relay cells and interneurons closely linked to re- 
lay neurons, ansa lenticularis projections are distributed to 
elements that gain access to virtually all components of the 
interneuronal network. Polysynaptically activated VL neu- 
rons beyond the "synaptic range" of cerebellofugal pro- 
jections appear to be readily accessible to nonspecific- 
specific internuclear pathways and ansa lenticularis projec- 
tions. When viewed in this fashion, it is clear that the im- 
portant transactions which take place in programing afferent 
volleys to motor cortex from VA to VL are consequences of 
interactions carried out in interneuronal domains related to 
cerebellar, basal ganglia, and nonspecific inputs (Frigyesi 
and Purpura, 1964). Within these domains, signal selection 
by one input may be replicated, facilitated, inhibited, or 
uninfluenced by another input. The operations suggested by 
intracellular studies of the VA-VL interneuronal "interface" 
between nonspecific thalamus, cerebellum, and basal 
ganglia on the one hand, and the motor cortex on the 
other, are undoubtedly capable of generating a wide range 
of discharge patterns in corticospinal neurons. Little won- 
der, then, that, in the search for appropriate "high-priority" 
sites for detecting tremorogenic neuronal activities in 
patients with various types of abnormal movement dis- 
orders, the interface here defined as the VA-VL neuronal 
organization (cf. Jung and Hassler, 1960) has been a most 
favorable target (Albe-Fessard et al., 1966; Gaze et al., 1964; 
Jasper and Bertrand, 1966). 

I have emphasized some of the transactions carried out in 
the VL interface by using examples of internuclear inter- 
actions that illustrate gating, output tuning, and filtering of 

VL relay activity. Another particularly interesting opera- 
tion has been demonstrated recently in studies of the effects 
on responses of some VL neurons of prolonged, repetitive 
stimulation of pallidal-entopeduncular regions. The essential 
features of this operation are illustrated in Figure 12. In this 
study, low-frequency stimulation in the entopeduncular 
nucleus initially elicited little or no synaptic activity in a 
VL neuron. Continued stimulation then resulted in pro- 
gressive enhancement of a long-latency EPSP, which 
evoked one or more spike discharges. When this EPSP 
became well established, continuing stimulation resulted in 
a pattern of responsiveness in which only rllternate stimuli 
elicited the EPSP and associated spikes. Thus, despite a 
steady input, the output burst from the VL neuron was at 
half of the frequency of the input stimulus. 

The results shown in Figure 12 had not been observed 
previously in intracellular studies of thalamic neurons or, for 
that matter, in studies of other vertebrate neurons. It is of 
some significance that the phenomenon of EPSP alternation 

FIGURE 12 Example of step-down transformation of striopallido- 
thalamic input to VL neuronal organizations. Upper channel 
records obtained from motor cortex to illustrate absence of evoked 
response during continued six-per-second stimulation in region of 
nucleus entopeduncularis-ansa lenticularis. A-F. Continuous re- 
cording. Stimuli marked by dots. A, B. Initial period of stimula- 
tion elicits a slowly incrementing EPSP in a VL neuron. C. With 
continued stimulation, a delayed EPSP of considerable magnitude 
makes its appearance with alternate stimuli of the six-per-second 
train. When the alternation pattern is well established, as in D-F, 
discharges are superimposed on the long-latency EPSP. These 
occur in bursts at half the input frequency as a consequence of the 
alternating EPSP. (From Desiraju and Purpura, in preparation.) 



is detectable in those basal ganglia-thalamic synaptic organ- 
izations that have been implicated in tremorogenic processes 
encountered in human dyskinesias (Yahr and Purpura, 
1967). This raises the intriguing possibility that, under con- 
ditions of prolonged and excessive excitatory synaptic drive 
from pallidal entopeduncular elements, VA-VL neuronal 
organizations may be capable of converting a high-fre- 
quency input to a low-frequency output via their intrinsic 
excitatory and inhibitory elements. The alternation of the 
EPSP observed under these conditions is reminiscent of the 
IPSP alternation that characterizes the effect of low-fre- 
quency stimulation of medial, nonspecific, thalamic nuclei 
on many thalamic neurons (Purpura and Cohen, 1962). 
Both alternation processes or step-down transformations 
must surely result from complex and prolonged excitatory 
and inhibitory interneuronal interactions with different 
temporal characteristics. The reader will be spared details of 
the many possible permutations and combinations of circuit 
elements required for the observed effects. 

Some consequences ofconjoint thalamic operations 

The foregoing analyses of several obvious operations and 
processes, identifiable from intracellular studies, might be 
considered little more than an amusing treatment of experi- 
mental data were it not that, when taken together, these 
operations provide important clues to integrative functions 
of the thalamus. For integration implies the cooperative 
activity of neurons in many and diverse functional organi- 
zations intrinsic both to the thalamus and to other structures 
reciprocally related to these neuronal organizations. Perhaps 
there has been too much emphasis on detailed studies of 
"specific" relay nuclei on the one hand and of "nonspecific" 
nuclei on the other, each nuclear system being considered in 
isolation, without concern for their interactions and inter- 
relations. Whenever possible, attempts have been made to 
focus on aspects of internuclear relations, in the expectation 
that a more meaningful view of thalamic integrative func- 
tion than has been available heretofore will emerge from 
the analysis of conjoint operations. 

The complex but orderly functional organization of 
thalamic interneuronal systems is clearly exemplified in the 
processes that underlie synchronization and desynchroniza- 
tion of thalamic neuronal activity. Both events have opera- 
tional consequences that are secondary derivatives of altera- 
tions in thalamic discharge patterns. Synchronizing and 
desynchronizing processes gate transmission effectively 
through specific relays with prominent and reciprocal 
cortical projections, and induce a variety of synaptic effects 
in structures activated in parallel with cortex. The conse- 
quences of parallel processing are to be seen in dramatic 
positive and negative feedback actions on thalamic neurons, 

which, in turn, will exert feed-forward influences on other 
subsystems. 

Additional operations, including storing, filtering, input- 
selection attenuation, alternation, and output tuning, are 
also demonstrable as elements of the functional integration 
of intrathalamic and extrathalamic synaptic systems. These 
examples of thalamic operations gain in importance when it 
is appreciated that they reflect the functional properties of a 
neural substrate consisting of VA-VL and synaptically re- 
lated structures (motor cortex, cerebellum, basal ganglia, 
and nonspecific nuclei), generally considered essential for 
the elaboration of sensorimotor functions of the utmost 
complexity. It is not dficult to envision the results of 
abnormal perturbations in any of these cortical operations 
concerned with information processing in cerebello- 
thalamic, thalamocortical, thalamo-striatal, and intra- 
thalamic subsystems. Even relatively minor disturbances in 
the latency, timing, and proportion of excitatory and in- 
hibitory drives in a particular organization will exert wide- 
spread effects on related subsystems and lead to marked 
alterations in discharge patterns in ~ ~ r a m i d a l  and extra- 
pyramidal outflow pathways of the forebrain. A major 
task that remains is to specify the nature and origin of the 
functional disturbances resulting from pathophysiological 
processes involving one or more of the subsystem operations 
illustrated in this report. Such an endeavor should permit 
formulation of hypotheses of dynamic systems operations 
that are capable of embracing the wealth of isolated and 
seemingly unrelated data on the role of neocortex, cerebel- 
lum, thalamus, and basal ganglia in sensorimotor integra- 
tive processes. 

Summary 

Physiological processes that underlie a variety of operations 
of thalamic neuronal subsystems are considered in terms of 
their elementary synaptic mechanisms and organizational 
substrate. Operations demonstrable in thalamic and related 
neuronal subsystems include high-fidelity transmission, in- 
put selection, output tuning, synchronization, desynchroni- 
zation, filtering, gating, parallel processing, storing, signal 
attenuation, and step-down transformation. These opera- 
tions are illustrated in intracellular studies of neurons in 
specific and nonspecific nuclei of the thalamus, cerebral 
cortex, and corpus striatum. 

Such studies emphasize the functional significance of re- 
ciprocal, internuclear, synaptic pathways linking specific 
and nonspecific nuclei and the mode of activation of neo- 
cortical and striatal elements by thalamic projection. Lentic- 
ulofugal and cerebellofugal projections to the thalamus are 
shown to engage elements that constitute an interneuronal 
interface between corpus striatum and cerebellum on the 



one hand and motor cortex on  the other. Physiological 
dissection of this interneuronal interface in VA-VL permits 
definition of synaptic domains described by convergent in- 
puts from medial nonspecific thalamus, corpus striatum, 
and cerebellum. Operations and processes effected in the 
interneuronal interface are considered of fundamental im- 
portance for the generation of different temperospatial pat- 
terns in input pathways to motor cortex. The intracellular 
data illustrated in relation to  identifiable thalamic processes 
provide an understanding of synaptic mechanisms in 
neuronal subsystems implicated in sensorimotor integrative 
processes and their disturbances. 
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Discrimination in Cortex 

P. 0. BISHOP 

IT IS PERHAPS NATURAL to assume that seeing with two eyes is 
more complex than seeing with one, and to believe that the 
solution of the problems of binocular vision must wait on 
an understanding of monocular vision. Because it is not 
easy to appreciate any change in the appearance of objects 
when we close one eye, the intuitive conclusion-hardly 
surprising-is that form is first elaborated for each eye 
separately and that stereopsis is added at a subsequent stage 
by the conjunction of uniocular forms. This view has been 
widely held: Sherrington (1906), for example, concluded 
"that during binocular regard . . . each uniocular mechanism 
develops independently a sensual image of considerable 
completeness. The singleness of binocular perception results 
&om union of these elaborated uniocular sensations." Para- 
doxically, the reverse is probably more nearly the case. I 
believe that estimates of binocular depth are made on the 
fairly raw data before form analysis has proceeded very far. 
If so, it opens the possibility of providing a neural mecha- 
nism for stereopsis without confronting the much more 
formidable problem of form perception. A strong hint in 
this direction is provided by the fact that, although a well- 

developed body of knowledge exists in relation to the 
psychophysics of binocular depth perception, the same can 
hardly be said about form and pattern recognition. Neuro- 
physiological advance is certainly handicapped by the a b  
sence of a satisfactory psychophysics of form. It is perhaps 
to be expected, then, that this paper will be concerned large- 
ly with binocular single vision and depth discrimination 
and only to a relatively minor extent with form vision. 

There are many ways in which both monocular and 
binocular visual depth may be estimated. In thls paper only 
binocular depth perception, or stereopsis, is considered. 
Stereoscopic perception is based on the fact that each eye 
sees the world from a slightly different vantage point. As 
a result, the retinal images in the two eyes are slightly differ- 
ent, and this horizontal, retinal-image disparity provides 
the cue for depth discrimination. 

Although stereoscopic techniques have been used to 
nullify attempts at camouflage, the theoretical implications 
of these earlier outdoor observations have only recently 
been appreciated as a result of Julesz' (1964) use of random 
dot patterns as stereo pairs (Figure 1). When viewed mo- 

FIGURE 1 Random dot stereo pair. When viewed monocu- front of its surround, an effect caused by the displacement 
larly, the two fields appear as random sets of dots, without of the central square region in one field laterally in respect 
recognizable features. Viewed stereoscopically, there is a to the same region in the other. (From Julesz, 1964.) (Copy- 
vivid depth impression, with a central square floating in right 1964 by AAAS.) 

nocularly, the two fields appear as random sets of dots, 
P. 0. B I s H O P  Department of Physiology, John Curtin school without recognizable features. viewed stereoscopically, 
of Medical Research, Australian National University, Canberra, however, there is a vivid depth impression, with a central 
Australia square floating out in front of its surround. This effect is 



caused by the displacement of the central square region in 
one field laterally with respect to the same region in the 
other field. A number of important suggestions can be made 
as a result ofJulesz' work: 

1. As stated above, the neural mechanisms for binocular 
depth discrimination are likely to be, in a sense, less com- 
plex than those required for form recognition and also 
antecedent to them in the brain. 

2. The analyses by which depth discriminations are made 
have a mosaic point-by-point or feature-by-feature basis. 
Line contours of any appreciable length are not required. 

3. That form perception can arise binocularly by the 
viewing of a pattern of dots that are merely random to 
monocular inspection suggests that the mechanisms con- 
cerned are an integral part of the chain of events leading to 
pattern recognition. 

The partial chiasmal decussation in the carnivores and 
primates, whereby the fibers from the temporal retina of 
the ipsilateral eye and the nasal fibers from the contralateral 
eye come together in an optic tract, provides the kind of 
anatomical substratum necessary for binocular mecha- 
nisms underlying stereopsis. The pathways from the two 
eyes pass through the lateral geniculate nucleus with only 
minimal interaction (Sanderson et al., 1969) and come to- 
gether effectively, for the first time, immediately on reach- 
ing the striate cortex. The receptive field organization of 
genialate neurons resembles that of retinal ganglion cells, 
which suggests that the analyses underlying form recogni- 
tion are deferred for the cerebral cortex and take place 
after the two pathways have come together in Layer IV. 
Furthermore, the retinocerebral fibers from corresponding 
retinal areas come together in the striate cortex with con- 
siderable precision (see below; Nikara et al., 1968). All 
these observations are in keeping with the suggestions 
above, based on Julesz' work 

Any mechanism for depth discrimination based on pre- 
cise retinocerebral connections from corresponding retinal 
areas clearly requires that the extraocular muscles maintain 
a level of binocular fixation of a very high order. The ob- . - 
servation that the movements of the two eyes are precisely 
correlated has long been known as Hering's law of equal 
innervation. More recently, work with binocularly stabi- 
lized retinal images has shown that the retinal disparity 
due to imperfect correlation between the motions of the 
two eyes is of the same order as, or somewhat less than, the 
extent of Panum's fusional area (D. Fender, personal com- 
munication). 

From the above considerations, it is possible to suggest, 
in fairly general terms, some of the features of the neural 
mechanisms underlying human stereoscopic perception. 
Stereopsis is likely to be based, not on a higher-order dis- 
parity estimate between fully elaborated uniocular images, 

but rather on a precise "bundle-by-bundle" conjunction 
of the retinocerebral pathways from very small but closely 
corresponding areas in the two retinas, the conjunction 
taking place at or soon after the arrival of the pathways at 
the level of the striate cortex. Such an anatomical arrange- 
ment would be difficult to achieve without a partial decussa- 
tion at the optic chiasma, and its operation requires an 
accurate synergy between the two sets of extraocular 
muscles whereby corresponding retinal areas are kept in 
fairly precise visual register at all times. The nature of 
binocular depth-discrimination mechanisms in animals is 
still largely unknown, although the development of Julesz' 
random dot patterns now makes it possible to test for stere- 
opsis. As vertebrates below the Mammalia have complete 
decussation at the chiasma, it is likely that any mechanisms 
for binocular depth discrimination to be found among them 
will be radically different from those for human stereopsis. 
Even among the Mammalia it is probable that stereoscopic 
mechanisms are, for the most part, fairly rudimentary, 
because only the carnivores and primates have a well-devel- 
oped partial decussation at the chiasma. However, the 
quality of the binocular control of eye movements among 
the carnivores, subhuman primates, and the mammals 
generally has not been investigated. 

Having put forward some general ideas, I shall now show 
how recent studies of the receptive fields of single neurons 
in the striate cortex have made it possible to develop these 
ideas in considerable detail, particularly in respect to binoc- 
ular depth discrimination. 

RecePtivejeld organization: some basic concepts 

Over the past 10 years or so, a number of concepts have 
gradually emerged, based on the idea of a receptive field; 
these have a general relevance for the organization of the 
visual system. Each neuron in the visual pathway, at least 
up to the level of the occipital cortex, is thought of as con- 
cerned with the analysis of features of objects or patterns 
present in its receptive field. The particular stimulus pattern 
that brings out the strongest response from the neuron is 
sometimes referred to as its trigger feature (Barlow et al., 
1964). A growing number of classes of units at all levels of 
the visual pathway has been distinguished on the basis of 
trigger features. The directionally selective ganglion cells 
in the rabbit retina form the class that has been analyzed in 
the greatest detail (Barlow and Levick, 1965). The cells re- 
spond to small movements anywhere in the receptive field, 
provided they are in the preferred direction. There is no 
response in the opposite, or null, direction. Barlow and 
Levick (1965) suggested that the stimulus specificity for 
direction of movement is achieved by a local inhibitory 
action that prevents discharge in the null direction. The 



proposed mechanism for stimulus generalization involves 
the pooling on the ganglion cells of the outputs of a series 
of like elements-the bipolar cells. 

A second important concept concerns the sequential 
processing of visual information at successive levels in the 
visual system. Hubel and Wiesel(1962, 1965a) have devel- 
oped the idea of a hierarchical order of visual neurons that 
permits cells with simple stimulus requirements to dis- 
charge onto higher-level cells with more complex require- 
ments. They have distinguished a number of functional 
classes of neurons in the visual cortex that have receptive 
fields of ascending complexity, namely, simple, complex, 
lower-order hypercomplex, and higher-order hypercom- 
plex. These cells distinguish contour features of increasing 
complexity, from simple lines or edges with a specific loca- 
tion defined by the receptive field of a simple cell up to spe- 
cific angles or corners situated anywhere within the recep- 
tive field of a higher-order hypercomplex cell. The transfor- 
mations that are assumed to take place over the four classes 
of cell involve the repetition of two basic steps: increased 
stimulus specificity at one level, followed by the generaliza- 
tion of the same specific stimulus at the next level. 

Many cortical neurons have receptive fields for both 
eyes, so that they have binocular stimulus specificities in 
addition to those relating to one eye. It is to be expected 
that, when the eyes converge, the binocular receptive-field 
pairs will superimpose in the plane of the object of regard. 
The distribution of the receptive fields of binocularly acti- 
vated neurons is, however, such that only a small propor- 
tion can correspond exactly with one another at any one 
time. The remainder are said to show receptive-field dis- 
parity (Nikara et al., 1968). This concept has been developed 
to provide a basis for binocular single vision and depth 
discrimination (Barlow et al., 1967; Bishop, 1970). 

Classijication ofstriate neurons 

Based on the organization of their receptive fields and the 
nature of the stimuli to which they respond, the cells in 
the striate cortex have been classified as simple, complex, 
hypercomplex, and nonoriented (Hubel and Wiesel, 1962, 
1968). All four types occur in both cat and monkey. As 
mentioned above, a valuable working hypothesis is to think 
of these cells as belonging to a hierarchical order of increas- 
ing complexity, whereby simple cells feed onto complex, 
complex onto hypercomplex, and so on. Nevertheless, 
there are difficulties with the above classification at the 
lowest and the highest levels of organization. Current 
accounts of the organization of the striate cortex place the 
simple neurons as the first link in the chain. However, it 
is now clear that there are striate cells with nonoriented 
receptive fields that do not have directional selectivity, but 

have properties that are, in many ways, intermediate be- 
tween those of lateral genialate neurons and simple cortical 
cells (Baumgartner et al., 1965; Denney et al., 1968; Joshua 
and Bishop, 1970; Henry, Bishop, and Coombs, unpub- 
lished observations). The recognition of them as cortical 
neurons as opposed to geniculate axons seems clear when- 
ever the units are binocularly discharged and their spikes 
have a cell type of waveform (Bishop et al., 1962a). The 
distinction, however, may be difficult to make when the 
units are discharged only monocularly, particularly as units 
with nonoriented receptive fields are most commonly 
found at about Layer IV, the layer of termination of genic- 
ulostriate axons (Hubel and Wiesel, 1968). Cortical units of 
this type have, as yet, been studied relatively little, and it is 
by no means clear whether, in the sequence of cortical 
activation, they are prior to or belong at the same level as 
simple cells. At the other extreme of the hierarchical order, 
cells with hypercomplex receptive fields are being dis- 
covered in increasing numbers in the striate cortex (Hubel 
and Wiesel, 1968), and the classification will doubtless 
eventually require upward extension. 

The account of the cortical beginning of visual form and 
binocular depth discrimination given below is confined 
largely to a consideration of the relevant properties of simple 
cells in the striate cortex. Because their responses are rel- 
atively simple and the units concerned are found most com- 
monly in Layer IV of the striate cortex, a reasonable hypo- 
thesis is to identify units of the simple type as stellate cells. 
Probably the geniculostriate axons terminate on the stellate 
cells in this layer. 

Simple cells and inhibitory phenomena 

We also have found it convenient to classify striate units as 
simple and complex (Pettigrew et al., 1968a), but our inter- 
pretation of the receptive-field organization of simple cells 
differs in important respects from that of Hubel and Wiesel 
(Henry et al., 1969, and unpublished observations). The 
difference arises largely because, up to the present, inhibitory 
influences have been generally neglected or misinterpreted. 
Hubel and Wiesel(1959, 1962) distinguished units as simple 
because, using flashing but stationary spots or slits of light, 
they were able to subdivide the receptive fields into regions 
that responded by discharging either at light ON or at light 
OFF. These regions were then regarded as excitatory and 
inhibitory, respectively, excitation being equated with an 
ON discharge and inhibition with an OFP discharge. In their 
descriptions, however, cortical cells were said to differ from 
those in the retina and lateral geniculate nucleus by reason 
of the elongated side-by-side arrangement of the "excit- 
atory" and "inhibitory" regions. 

It is important to recognize that no necessary, or even 
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usual, relationship exists between ON discharges and excita- 
tion on the one hand and OFF discharges and inhibition on 
the other. Both ON and OFF stimuli can lead to inhibition, as 
well as to excitation. Because cortical cells, and particularly 
simple units, may have a relatively low or absent main- 
tained discharge, true inhibitory effects (i.e., a reduction in 
firing as opposed to an OFF discharge) have been generally 
neglected. We have recently developed a method for 
demonstrating inhibition that has a general application 
throughout the visual system (Henry et al., 1969). A brief 
description of the method is given below. By its use, we 
have been able to demonstrate both the inhibitory and the 
excitatory regions in the receptive fields of striate neurons. 
In particular, we have shown that the receptive fields of 
simple cells are largely inhibitory in nature and that the 
excitatory zone is confined to a relatively small region sit- 
uated toward the center of the field. For simple cells, this 
excitatory zone probably corresponds to the receptive fields 
as mapped by Hubel and Wiese1(1959,1962). 

There are also receptive fields which are apparently only 
inhibitory. In addition, our method has revealed a new 
component in the organization of receptive fields, namely, 
zones of subliminal excitation. We  believe that these zones 
in the receptive field of the nondominant eye supply an 
important gating effect for striate neurons in relation to 
binocular depth discrimination (see below). Our method has 
other important applications in the study of binocular 
vision, because the excitatory and inhibitory effects of 
binocular receptive-field interactions can be determined 
much more easily and in much greater detail than by the 
prism-shift method introduced by Pettigrew et al. (1968b). 
It is to be expected that special procedures would be 
necessary to demonstrate inhibition because, in their study 
of binocular vision, Burns and Pritchard (1968) could find 
no evidence of mutual inhibition between the two retinal 
inputs. 

Simple receptivefields: monocular 
stimulus spec$cities 

The responses of simple cells used to illustrate this paper 
have all been recorded from the striate cortex of the cat, 
the cells being distinguished as a class in the following way 
(cf. Pettigrew et al., 1968a). They have little or, commonly, 
no spontaneous or maintained discharge. For this reason, 
they are easily missed and must be sought by the continual 
presentation of a stimulus, which itself is being changed 
continually. One hopes that, in this way, the stimulus com- 
plex specific for each cell will be tried as the cell comes 
within the recording range of the advancing micro- 
electrode. The excitatory zone in the receptive field is 
usually very small (frequently 0.5 degree or less across), 
particularly when it is close to the center of gaze. The units 

respond best to a straight edge or contrast border with a 
particular angle of orientation, and moved slowly across 
the receptive field in a specific or preferred direction (Hubel 
and Wiesel, 1959, 1962). If the direction of movement of 
the slit departs from the optimum by about 20 degrees, the 
firing is markedly reduced or abolished (Figure 3F) (Camp- 
bell et al., 1968). Most frequently they respond in one direc- 
tion of movement and little (Figure 3A) or not at all (Figure 
2) in the opposite direction. As a stimulus, stationary spots 
of light flashed on and off are not so effective as a moving 
slit, and may be completely ineffective. The average re- 
sponse histogram obtained by means of a multichannel 
scaler is probably the simplest quantitative measure of the 
extent and sensitivity of the excitatory zone. 

Our general experimental method may be described 
briefly (Pettigrew et al., 1968a; Joshua and Bishop, 1970). 
A cat, anesthetized (NzO/Oz) and completely paralyzed, 
faces the rear-projection tangent screen, which is 2 meters 
in front of the animal. The striate unit is stimulated by a slit 
of light projected onto the back of the translucent screen by 
reflection from a system of two mirrors, each mounted on 
the coil of a moving coil galvanometer (see Figure 6B). In 
this way, the slit of light can be positioned readily anywhere 
on the screen. The slit may be varied in length, width, and 
orientation, and the speed and amplitude of movement are 
controlled precisely by applying the output of a function 
generator to the galvanometer coils. A pulse from the 
function generator at the start of a cycle sets the multi- 
channel scaler advancing from channel to channel in step 
with the steadily advancing slit. As the slit passes over the 
excitatory zone of the receptive field, counts of the single- 
unit discharges are added to the appropriate bins in the 
scaler. The slit then passes back over the receptive field 
before it begins another cycle. 

Figure 2 shows typical, sharply-defined, unimodal 
average-response histograms from a simple unit. They were 
produced by an optimally-orientated long narrow slit of 
light moved broadside forward and backward across the 
receptive field. The unit was highly selective in that it 
responded in only one direction of movement and then 
only to the trailing edge of the slit. The single peak pro- 
gressively shifted to a later and later position on the back 
sweep of the histogram as the slit was widened from 9 
minutes of arc to about 6 degrees (Figure 2), while the start- 
ing position of the trailing edge on the forward sweep was 
kept constant. 

Figure 3 was prepared from another simple cell. His- 
togram A is the response to the movement of a slit 17 min- 
utes of arc in width. The cell is almost completely direction 
selective, and the response is confined largely to a single 
peak on the back sweep. This peak was due to the summed 
effect of the responses to the leading (positive) and trailing 
(negative) edges of the slit as is shown by the fact that when 
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the slit width was increased from 1 cm to 12 cm (Figure 3B), 
the responses to the leading (L) and trailing (T) edges were 
clearly separated from one another by an amount closely 
related to the width of the slit. As the starting position of 
the trailing edge was kept constant, it was easy to assign the 
peaks in the histogram to the appropriate edge. The nature 
of the organization of the receptive field center may, how- 
ever, lead the relationship between slit width and ;esponse 
separation to be nonlinear for very narrow widths, and this 
effect will then persist as a constant small difference between 
the parameters at larger slit widths (Figure 3A and B ;  
Henry, Bishop, and Coombs, unpublished observations). 

Although still only responding to edges, various units 
show a range of different response patterns. Some units 

A 

Stimulus sweep 

respond only to one edge, either positive or negative, and 
then only in one direction. Others respond to one edge but 
in both directions ofmovement. Still others respond to both 
edges in the forward direction and only one edge in the 
backward sweep, and so on. Furthermore, whether a 
response occurs to a particular edge depends on additional 
factors, such as the presence or absence of other edges and 
their spatial relation to the edge in question. 

Recently we have shown that the excitatory zones in the 
receptive fields of simple units are always partly enclosed by 
a large inhibitory surround, which is particularly intense 
immediately adjacent to the excitatory zone (Figure 3C and 
D; Henry et al., 1969, and unpublished observations). We 
demonstrated the inhibitory regions by using two indepen- 
dently controlled slits of light, moving asynchronously with 
respect to each other, but both at about the same optimal 
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FIGURE 2 Average response histograms from a simple striate unit 
to movements of a slit of light forward and backward across its re- 
ceptive field. The arrow indicates the turnaround point. The unit 
responds only to movement in the backward direction and then 
only to the trailing edge of the slit. Successive responses are to in- 
creasing slit widths as indicated, the starting position of the trailing 
edge for forward movement being kept constant throughout. The 
graph (B) plots slit width against position of the response peak in 
the histogram. (Henry, Bishop, and Coombs, unpublished obser- 
vations.) 

FIGURE 3 A, B. Average response histograms from a simple 
unit to movements of a slit of light forward and backward 
across its receptive field. Responses to both leading and 
trailing edges of the slit on the backsweep are indicated by 
the use of slits of different width. C, D. Average response 
histograms from the same unit, showing how inhibitory 
regions in the receptive field are revealed by the use of the 
testing slit of light against the background of an artificially 
induced discharge. Dotted areas show the level of the in- 
duced discharge in the absence of the testing stimulus. The 
histograms are for two directions of movement of the test- 
ing stimulus: C, in the preferred direction; D, at right angles 
to the preferred direction. (Henry, Bishop, and Coombs, 
unpublished observations.) 
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speed. The movement of one slit (conditioning) was of 
small amplitude and confined to the excitatory zone of the 
receptive field, and the other (testing) had a large sweep that 
moved right across the whole of the receptive field. When- 
ever the conditioning stimulus moved in the preferred 
direction it produced a relatively high spike discharge, 
which, in the absence of the testing stimulus, filled the bins 
in the multichannel scaler fairly uniformly (Figure 3, dotted 
areas). The filling was uniform because the spike discharge 
caused by the conditioning stimulus was random with 
respect to the cycling of the multichannel scaler. The 
recycle pulse for the scaler always came from the function 
generator used to drive the testing stimulus, and the function 
generator for the conditioning stimulus operated asyn- 
chronously to it. Inhibitory regions in the receptive field 
are readily demonstrated against this artificially-induced 
maintained discharge by having the two slits, conditioning 
and testing, operating at the same time. 

All the histograms in Figure 3 were obtained from one 
simple cell. The responses A and B give no indication of the 
presence of inhibitory regions in the receptive field. The 
latter were, however, clearly shown when the receptive 
field was mapped by the above method. The two examples, 
C and D, are for movements of the testing stimulus in two 
directions, one in the preferred direction (C) and the other 
at right angles to it. In sharp contrast to the excitatory zone, 
the intensity of the inhibitory surround is relatively in- 
dependent of the direction of stimulus movement. By 
confining the testing stimulus to the excitatory zone, it 
can be shown that the surround inhibition is not an essential 
component in the directional selectivity for excitation 
(Henry, Bishop, and Coombs, unpublished observations). 
The stimulus movement is always least effective for excita- 
tion at right angles to the preferred direction. The excit- 
atory zone, which has an elongated shape like the simple 
receptive field plots described by Hubel and Wiesel(1959, 
1962), is always much smaller than the inhibitory surround 
(Figure 4; center 0.6 degree across, surround about 6 degrees 
across). In the axis of the preferred movement, the inhibit- 
ory regions are not a surround but are more in the nature of 
bands on each side of the excitatory center. It must be 
stressed that no response takes place in the surround either 
at light ON or light OFF; it is purely inhibitory, whatever the 
stimulus. 

Beginnings ofform discrimination 

Simple units require highly specific stimulus features for 
their discharge. They monitor small parts of the visual field 
for light-dark contours or those segments of contours that 
fall within their receptive fields. A contour is analyzed in 
terms of its orientation at the particular locality, the speed 

and direction of its movement, and the polarity of its con- 
trast (i.e., light-dark or dark-light). In addition, the analysis 
takes into consideration the presence of more than one con- 
tour within the receptive field, as when there are slits of 
light or dark bars. Both facilitatory and inhibitory mech- 
anisms contribute to this specialization. It is clear that 
inhibitory mechanisms suppress the activity of a cell when- 
ever stimulus features inappropriate to its specialization are 
presented in the receptive field of the unit. Furthermore, at 
any one time, a given small part of the visual field is un- 
likely to provide appropriate stimuli for more than a small 
proportion of the cells with receptive fields in the area, so 
that the activity of most of them will be suppressed. A com- 
mon observation is that the level of the maintained dis- 
charge of cortical units is much less than for units lower 
down on the visual pathway (Herz et al., 1964). Undoubted- 
ly the inhibitory effects of inappropriate stimuli play an 
important part in reducing the maintained activity of cells, 
particularly those of the simple type. 

By contrast, facilitatory effects are highly specific and 
must be relatively uncommon occurrences. Undoubtedly, 
certain combinations of appropriate stimuli, such as addi- 
tional contours, boost the responses of the cell, although the 
operation of these facilitatory mechanisms is not so clear as 
is that for inhibition. The general picture that emerges is one 
of highly selective facilitation against a background ofwide- 
spread general inhibition. The dominant theme, however, is 
inhibitory. 

Simple receptivejelds: binocular 
stimulus specijicities 

So far we have considered the properties of the receptive 
field for one eye. Almost without exception, however, 
simple units have receptive fields associated with both eyes 
(Henry et al., 1969), and these binocular receptive-field 
pairs provide the essential basis for binocular depth discrim- 
ination. Although nearly all the cells in the lateral geniculate 
have a binocular influence of an inhibitory nature (Sander- 
son et al., 1969), there is apparently no excitatory interaction 
between the two retinal inputs until the visual pathways 
come together on simple cells in the striate cortex (see 
Figure 6A). A very important feature of the binocular 
receptive fields of striate neurons is that the highly specific 
stimulus complex required for their discharge is always 
closely similar for the two eyes. The two receptive fields 
have the same size and arrangement, so that whatever 
stimulus is the most effective for one eye (in form and 
orientation and in direction and rate of movement) is also 
the most effective for the other (Hubel and Wiesel, 1962, 
1965a; Barlow et al., 1967; Pettigrew et al., 1968b). Almost 
without exception, the only difference between the two 



receptive fields, as judged by hand plotting, relates to the 
phenomenon of eye dominance which has been studied in 
detail by Hubel and Wiesel (1962, 1963, 1965a, 1965b; 
Wiesel and Hubel, 1963,1965a, 1965b). 

The use of binocular parallax as a basis for depth dis- 
crimination clearly requires that the cortical neurons make 
estimates of the parallax produced by viewing the same 

feature in the visual field from the separate viewpoints of 
the two eyes. The essential first step in binocular depth 
discrimination is, therefore, the selection (from the retinal 
images in each eye) of those separate parts that are images 
of the same feature in the visual field. This first step is 
provided by the fact that each striate neuron is discharged 
only when its two receptive fields, one for each eye, are 
presented with the same highly specific stimulus complex, 
so each separate part of the retinal image in one eye is 
accurately paired with its fellow image in the other eye. 
Because of eye drifts and flicks, the pairings are being 
continually lost and remade, as first one pair of receptive 
fields and then another pick up the same object feature. The 
next step is the assessment of the magnitude and direction of 
the binocular parallax between the corresponding parts of 
the two retinal images. This step involves the phenomenon 
of receptive-field disparity. 

Receptive-jield disparity 

The concept of receptive-field disparity, which has been 
developed in detail elsewhere (Barlow et al., 1967; Nikara 
et al., 1968; Joshua and Bishop, 1970; Bishop, 1970), is 
illustrated in Figure 4. The receptive fields are conventional- 
ly represented as variously-shaped rectangles (cf. Bishop, 
1970). Paralysis of the extraocular muscles in the cat prep- 
aration causes the eyes to assume a fixed position of slight 
divergence. For this reason, the two receptive fields of a 
binocularly activated unit are horizontally separated on the 
tangent screen. Let us now consider a group of binocular 
receptive-field pairs chosen so that all the members for the 
right eye have the same, but arbitrary, visual direction 
(Figure 4). Because they have precisely the same direction, 
all the right-eye fields lie accurately one on top of the other 
on the tangent screen. If we now look at the left-eye mem- 
bers of the receptive-field pairs, we can see that they are not 
in register but form a two-dimensional scatter to which the 
term "receptive field disparity" has been applied (Nikara et 
al., 1968). The upper part of Figure 4 is purely diagrammatic, 
but the histogram at A, taken from the experiments of 
Nikara et al. (1968), shows the actual distribution of the 
horizontal receptive-field disparities for a group of receptive 
fields within about 5 degrees of the visual axis. When the 
vertical dimension is taken into account, the scattergram 
of the receptive-field disparities for the same group is shown 

in B. The distribution is approximately Gaussian, with a 
standard deviation of about 0.5 degree in both horizontal 
and vertical directions. The mean receptive-field position 
for the left-eye distribution may be taken as exactly cor- 
responding to the center of the superimposed receptive 
fields for the right eye. Under experimental conditions, 
however, it has not been possible to plot a sufficient number 
of binocular receptive-field pairs having all the members 
for one eye with the same visual direction. The distribution 
in Figure 4B was thus obtained by moving the receptive 
fields for one eye to a common position and adjusting the 
members for the other eye by a similar amount in each case. 
In this way, all the receptive-field scatter has been trans- 
ferred to the group for the second eye. 

Exactly corresponding receptive fields - 

Degrees 
I .  

FIGURE 4 Diagram of the method used to obtain a quantitative 
measure of receptive-field disparities. A. Histogram showing 
actual distribution of horizontal receptive-field disparities of 54 
binocular receptive-field pairs within about 5 degrees of the visual 
axis. B. Scattergram of the horizontal and vertical receptive-field 
disparities of the same units as in A. (Bishop, 1970; data for A and 
B from Nikara et al., 1968.) 
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Figure 5 has been developed &om Figure 4 by a con- 
verging of the eyes, ss in life, so that they fixate a point F in 
the plane of the tangent screen. Under these circumstances, 
the corresponding points for central vision in the two eyes 
will coincide at F, and the receptive field at the center of the 
left-eye distribution will fall precisely over its partner for 
the right eye. It can be seen, however, that the receptive 
fields at the periphery of the left-eye distribution fail to 
superimpose their partners for the right eye and do so only 
in planes closer to or farther away fiom that of the tangent 
screen (Figure 5, dotted receptive fields). In order to use 
receptive-field disparities for binocular depth discrimina- 
tions, the cortical mechanisms must be able to take account 
not only of the amounts by which particular receptive-field 
pairs depart from the condition of exact correspondence, 
but also of the direction of the disparity. 

In embryological development there is presumably a 
limit to the precision with which the fibers from cor- 
responding parts of the two retinas can come together on 

FIGURE 5 Diagram of a rearrangement of the upper part of Figure 
4 to indicate the way in which the phenomenon of receptive-field 
disparity might form the basis of a neural mechanism for binocular 
depth discrimination. The exactly corresponding receptive fields 
have been superimposed in the plane of the tangent screen. The 
dotted receptive fields show the planes at which the other receptive 
fields superimpose. F is the fixation point at which the eyes con- 
verge. 

neurons in the striate cortex. Possibly this initially random 
element in the fiber connections is subsequently developed 
into a "known" pattern of receptive-field disparities and 
used as a basis for binocular depth discriminations. It is 
shown below that the condition of exact correspondence of 
receptive fields is signaled in the brain by the marked 
facilitation of the striate-neuron discharge that occurs when 
the receptive fields are precisely superimposed in the plane 
of the stimulus. A slight departure from exact correspon- 
dence leads to mutual inhibition by the two receptive fields 
and to the suppression of firing by the striate neuron. 

Binocular mechanisms ofdepth discrimination 

Before describing the binocular mechanisms by which depth 
discriminations are made, I must refer again to our exper- 
imental methods (Pettigrew et a!., 1968a, 1968b; Henry et 
aL, 1969). Figure 6A shows the pathways from the two eyes 
passing independently through the lateral geniculate nucleus 

Bore in OA Bore out 
A 

FIGURE 6 General experimental arrangement for recording from 
single, binocularly activated, striate neurons in cat. The animal, 
anesthetized (Nz0/02) and completely paralyzed, faces a rear- 
projection tangent screen 2 meters in front of it. A. Prisms before 
each eye serve to position the receptive fields on the translucent 
tangent screen. B. A slit of light projected onto the back of the 
screen by reflection from a mirror mounted on the coil of a mov- 
ing coil galvanometer. LGN, lateral geniculate nucleus; OA, zero 
prism diopters. 



before finally coming together on neurons in the striate 
cortex. The divergence of the eyes due to the paralysis is 
overcome by means of prisms in front of each eye. In this 
way, the two receptive fields of a striate neuron can be 
moved over the tangent screen so that they come into exact 
correspondence, designated OA (zero prism diopters) for 
descriptive purposes. By keeping the position of the left- 
eye receptive field constant and moving the right-eye field 
to one or the other side of this position, we can study the 
nature of the binocular response when the receptive fields 
are out of correspondence by varying amounts. When the 
right-eye prism is placed base out, the receptive field is 
moved to the right of the left-eye field and, in like manner, 
to the left for the base in position. Shifting the receptive 
fields in this way is equivalent to moving the plane of the 
stimulus closer to and farther away from the animal, while 
keeping the relative positions of the receptive fields con- 
stant, which is, of course, the situation that obtains under 
natural conditions. 

As described above, the organization of the receptive 
fields of simple striate neurons includes a long, narrow, 
directionally selective, excitatory center and a roughly cir- 
cular, nondire~tionall~ selective surround. The term 
"receptive axis" has been used for the h e  of sight passing 
through the center of a receptive field of a visual neuron 
(Bishop et al., 1962b). By definition, therefore, the two 
receptive fields of a binocularly-activated neuron will super- 
impose in the frontoparallel plane where their receptive 
axes cross. The diagrams in Figure 7 show the essential 
features of the interaction between the receptive fields of a 

simple striate neuron at successive fiontoparallel planes 
along the two receptive axes. By way of simplification, the 
excitatory centers of the receptive fields in Figure 7A have 
been given a vertical orientation, the cell responding pref- 
erentially to a horizontally moving stimulus. In this case, 
the centers extend over the greater part of the vertical 
dimension of the receptive fields, the inhibitory surrounds 
or side bands, drawn conventionally as ellipses, lying mainly 
to the left and right. 

Figure 7B is a highly simplified diagram showing the 
average response histograms to be expected at the different 
frontoparallel planes as a result of the interactions between 
the two receptive fields. In the plane of exact correspon- 
dence, the receptive axes cross and the excitatory centers 
superimpose. Under these circumstances, the binocular re- 
sponse is markedly facilitated. Just in front of and behind 
this position, the receptive fields have moved out of register 
so that the excitatory center of each receptive field lies in 
the inhibitory surround of the other field. The binocular 
response is then greatly depressed or abolished. Still farther 
in front and behind, the receptive fields have become suf- 
ficiently separated for each to produce a response indepen- 
dently of the other. 

It must be emphasized that the diagrams in Figure 7 show 
the interactions of the two receptive fields of a single striate 
neuron. The extrapolation from these ideas to concepts such 
as Panum's fisional area and regions for diplopia must be 
made on the basis of populations of striate neurons with 
partially shifted, reciprocally overlapping distributions of 
receptive-field disparities. For the one eye there are, of 

Binocular receptive fields Binocular responses 

FIGURE 7 Schematic diagram of the essential neural mech- histograms, showing facilitation and depression of the bin- 
anisms underlying binocular single vision and stereopsis. A. ocular responses to stimuli situated at the same frontoparal- 
Superimposition of the binocular receptive fields of a striate lel planes as the receptive fields in A. Marked facilitation 
neuron at successive frontoparallel planes in the vicinity of occurs at the intersection of the receptive axes, and depres- 
the intersection of the two receptive axes. The receptive sion at positions immediately in front of and behind the 
axis is the line of sight passing through the center of a recep- intersection. 
tive field. B. Schematic representation of average response 
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course, a large number of sets of striate neurons, such that 
the members of each set have receptive fields with the same 
visual direction, but with the visual direction varying from 
set to set. For the other eye, each set will have associated 
with it a two-dimensional distribution of receptive fields, 
similar to that shown in Figure 4. The separate distributions 
for the latter eye will be spatially offset with respect to one 
another in a way that closely corresponds to the spatial 
arrangement of the sets of receptive fields for the former eye. 
The above concepts have been developed more fully else- 
where (Bishop, 1970). 

A rather more complicated pattern of binocular responses 
is usually obtained under experimental conditions even 
when the stimulus is a single light-dark border. The added 
complexities arise mainly from asymmetries both in the 
spatial arrangement and in the intensity of the excitatory 
and inhibitory areas of the two receptive fields as well as 
&om the presence in the fields of regions of subliminal 
excitation. Furthermore, when slits or bars are used as 
stimuli, responses may occur to both leading and trailing 
edges. 

Figure 8 shows the experimental results obtained by inter- 
acting a binocular receptive-field pair in a manner analogous 
to that shown in Figure 7 (Henry, Bishop, and Coombs, 
unpublished observations). The unit was selected for the 
relative simplicity of its responses, and the stimulus was a 
single, vertically orientated, light-dark border moved 
horizontally from left to right across the receptive field and 
then back again. Before recording began, the two receptive 
fields were brought into exact correspondence by means of 
prisms (see Figure 6A-OA). Then the monocular responses 
were obtained first by the occlusion of one eye and then of 
the other (Figure 8, Right eye, Left eye). The two monoc- 
ular average-response histograms show that the unit 
responded about equally from the two eyes and that the 
discharges in each case were also about equal for the two 
directions of stimulus movement. 

The interaction of the two receptive fields was then 
studied by keeping the position of the left-eye receptive 
field constant on the tangent screen and moving the right- 
eye receptive field froni the superimposed position (OA) 

first to the left (44 base in) and then to the right (64 base 
out). Without changing the stimulus parameters used for 
the monocular histograms, we recorded a series of binocular 
responses by sweeping the light-dark border over the two 
receptive fields at successive one-diopter (1A = 0.57 degree) 
steps of receptive-field separation. In order to simplify the 
illustration, only the portions of the histograms for the 
backward sweep are shown, although those for the forward 
sweep are quite similar. During the backward sweep, the 
light-dark border moved from right to left on the tangent 
screen. Hence the response from the right eye appears to- 
ward the end of the histogram when the location of its 
receptive field is to the left of the central position (i.e., 
prism base in). 

When the receptive fields were exactly superimposed 
(OA), the binocular response was greatly facilitated, being 
84 per cent greater than the sum of the monocular responses. 
For positions on either side of exact correspondence the 
responses from the two eyes are virtually abolished. Farther 
again to one or the other side, the responses recover, but, 
although the prism steps covered a total range of 4 degrees, 
this was, unfortunately, still not sufficient to show the full 
extent of the receptive-field interaction. At the two 
extremes of the range, the response from one eye was still 
fairly depressed, while that fiom the other had passed 
through a stage of slight facilitation corresponding to pe- 
ripherally situated zones of subliminal excitation in the 
receptive field. Despite such complication, the !general 
pattern of binocular interaction closely resembles the 
schematic representation in Figure 7. 

The quality of stereoscopic acuity in man suggests that 
the sensitivity of striate neurons to a change in binocular 
receptive-field alignment must be of a very high order. A 
striking and characteristic feature of the binocular responses 
of simple cells is the extremely sharp transition from facili- 
tation to inhibition for very small shifts in binocular recep- 
tive-field alignment. The binocular responses in Figure 7 
changed from maximal facilitation to almost total inhibition 
for a change in alignment of only about 0.5 degree (OA to 
1A base in). The cell may well have revealed a greater sen- 
sitivity had finer prism settings been used. Other units have 

FIGURE 8 Upper right: Monocular average-response histo- 
grams of a simple striate neuron to horizontal movements 
of a vertically orientated light-dark border passing across 
each receptive field from left to right and back again. The 
arrow indicates the turnaround point in each case. The re- 
sponses are about equal for the two eyes and for the two di- 
rections of movement in one eye. Left column: Binocular 
average-response histograms for the same unit with the use 
of the same stimulus. Only the second halves (backward 

sweep) of the histograms are shown. Binocular responses 
were recorded over a range of right-eye receptive-field po- 
sitions to one (6A base out) and the other (48 base in) side of 
the left-eye receptive field which was held constant through- 
out. The full extent of the facilitated response when the 
fields were exactly superimposed (OA) is shown at the right 
of the column. (Henry, Bishop, and Smith, unpublished 
observations.) 



been studied with changes in prism power as small as 0 . 1 ~ .  
In one instance, the transition from the peak of facilitation 
(167 per cent) to complete inhibition occurred for a change 
in receptive-field alignment of less than 10 minutes of arc 
(Henry et al., 1969). The determination of the limits of the 
sensitivity of striate neurons for binocular depth discrimina- 
tions is set by present techniques for eliminating or obviat- 
ing residual eye movements. 

Binoculargate neurons 

Many of the cells in the striate cortex, particularly those of 
the simple type, are reported to be exclusively monocular 

and without influence from the other eye (Hubel and 
Wiesel, 1962, 1968). Recently, however, Henry et al. 
(1969) have shown, in the cat, at least, that many, if not 
most, of these monocularly discharged simple cells have 
powerful inhibitory and subliminal excitatory receptive 
fields for the nondominant eye. This new kind of receptive 
field has been revealed against the background of an arti- 
ficially induced maintained discharge, with the use of a 
technique similar to that described above for demonstrating 
inhibitory regions in the receptive field of the dominant 
eye. Although discharged from only one eye, these simple 
cells, it has been suggested, act as binocular gate neurons 
(Bishop, 1970). In the binocular situation they allow the 
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discharge of the cell only when the specific stimulus is at the A simplified explanation can now be given in neurophy- 
precise depth in space at which the subliminal excitatory siological terms. A more adequate statement calls for a 
region in the field of the nondominant eye corresponds detailed extrapolation from single units to neuron popula- 
with the excitatory region for the other eye (Figure 9). The tions (cf. Bishop, 1970). A striate neuron will be discharged 
binocular gate mechanism is shown diagrammatically in when the specific stimulus is presented at the precise depth 
Figure 9. in space where the two receptive axes cross. Binocular 

depth for f i r ing  

Subliminal pi-/ -_..... - excitation 

*\'/ ( Inhibition 

/ Left Eye Right Eye \ 

BINOCULAR GATE NEURON 

FIGURE 9 Diagrammatic representation of the interaction be- liminal and subliminal excitatory regions of the two receptive 
tween the receptive fields of a binocular gate neuron. With mon- fields coincide at this point. Small misalignments of the receptive 
ocular stimulation, the unit is discharged only from the left (dom- fields, either in front of or behind the critical depth, lead to mutual 
inant) eye, but, when the optimal stimulus is applied monocularly inhibition. Under monocular stimulating conditions, the dis- 
to the small central region of the receptive field of the nondomi- charge from the dominant eye would not, of course, be subject to 
nant eye, the excitatory state of the cell is raised above the resting, this inhibitory influence, and the cell would fire much as it does 
but below the firing, level. In the binocular situation, the critical when stimulated binocularly at the critical depth. 
depth for firing occurs where the receptive axes cross, because the 

Binocular single vision and stereopsis 

The study of receptive-field disparities in the paracentral 
visual field has provided a definition of the horopter in 
neur~ph~siological terms and has led to the development 
of a construction analogous to Panum's fbsional area (Joshua 
and Bishop, 1970). The detailed application of this new 
knowledge to the problems of binocular single vision and 
stereopsis has been considered elsewhere (Bishop, 1970). 
Figures 7 and 8, however, provide the opportunity for 
referring briefly to the solution of one of the hitherto un- 
resolved key problems. There have long been difficulties 
associated with any simple concept of corresponding retinal 
points as a basis for binocular single vision and stereopsis. 
Binocular depth perception entails the stimulation of hori- 
zontally disparate retinal elements by a single object point, 
yet the ultimate percept is that of a single object point. How 
can single vision arise from the stimulation both of corre- 
sponding retinal points and of noncorre~pondin~ retinal 
points? 

single vision results fiom the simultaneous stimulation of 
the two receptive fields, and the depth assessment that is 
made will depend on the receptive-field disparity of the 
neuron concerned (Figure 4). Double vision results from the 
successive stimulation of the two receptive fields, whch is 
to be expected when the stimulus is presented in a plane 
either nearer to the animal or farther from the site where 
the receptive axes cross. Double vision in the immediate 
vicinity of the crossing point is prevented, however, by the 
mutual inhibition exerted by the two receptive fields. This 
effect is doubtless related to the phenomenon of obligatory 
single vision that obtains within Panum's fusional area. 
Figure 7 shows that diplopia will nevertheless occur when 
the plane of the stimulus departs still farther from the spe- 
cific depth for binocular facilitation. The two receptive 
fields then become sufficiently separate for their successive 
stimulation to escape mutual inhibition. In man, when 
single objects are observed outside Panum's fusional area, 
diplopia occurs, although a measure of stereoscopic experi- 
ence still persists for a short space both in front of and behind 



the area. It is postulated that diplopia results when the 
majority of binocular receptive-field pairs are stimulated 
successively, although some depth discrimination may still 
be possible in the face of the diplopia if a significant popula- 
tion of binocular receptive fields remains with sufficient 
disparity to be stimulated simultaneously (Bishop, 1970). 

Higher-level discrimination 

It is beyond the scope of the present paper to consider what 
is known of the subsequent stages in the discrimination 
of form by the higher-order cells, both in the striate cortex 
itself and in the parastriate area (cf. Hubel and Wiesel, 
1965a), but brief mention is made of the role that complex 
cells may play at a higher level by generalizing the binoc- 
ular depth specificities of simple cells (Pettigrew et al., 
1968b). 

Complex units: speci$cities andgeneralization 

Complex receptive fields have been distinguished in the 
following way (Pettigrew et al., 1968a). The neurons con- 
cerned generally have a fairly brisk spontaneous activity, 
and their receptive fields are relatively large-generally 

more than 3 degrees across. The response to moving con- 
tours is highly directionally selective, and the discharge is of 
relatively high frequency and well maintained. The average 
response histograms are complex and multimodal in form. 
An important characteristic of this type of receptive field is 
that very small amplitude movement, much smaller than 
the field dimensions, of a slit or line stimulus will produce a 
response, provided the orientation and direction of move- 
ment are not too far from optimal. The direction of move- 
ment and orientation of the slit are important, but the exact 
position within the receptive field is not. In other words, 
the unit has specificity for movement in a particular direc- 
tion, but has generalization for position (i.e., visual direc- 
tion), and commonly this generalization also extends to the 
sign of the contrast edge (i.e., whether positive or negative). 

Hubel and Wiesel(1962) have suggested that the proper- 
ties of complex units are derived from pooling the outputs 
of a number of simple units, all of which have the same 
directional selectivity for movement, and our work suggests 
that there may, in turn, be directionally selective subunits 
even within the small fields of these simple-cell components 
(Pettigrew et al., 1968a). 

Figure 10 shows the binocular responses of a complex 
unit to a precisely oriented slit moved in the preferred 

Down 
Prhsrn set t lngs on contro lotero l  e y e  

FIGURE 10 Binocular interaction on a complex unit with its 
receptive fields in varying degrees of noncorrespondence to 
show the narrow range of facilitation despite large recep- 
tive-field size. The receptive fields are represented by rec- 
tangles in the lower portion of the graph. and the relative 
positions of the IPSI (unbroken outlines) and CONTRA (bro- 
ken outlines) receptive fields are shown at contralateral 
prism settings of 2 A up, 1 A up, 0 A and 1 A down. The 
receptive fields were quite large, measuring 6 degrees across. 
The histograms show responses to movement of a slit 

stimulus (3 degrees x 0.2 degree) in the preferred direction 
across the monocular (lower right: IPSI and CONTRA) and 
across both receptive fields at different prism settings on the 
contralateral eye. Horizontal broken lines indicate the 
amplitudes of the separate monocular responses; the two 
monocular average-response histograms are shown at the 
extreme right. The graph shows mean evoked response as a 
function of prism setting. The ipsilateral eye was dominant. 
(From Pettigrew et al., 1968b.) 



direction across the length of the two receptive fields, both 
when they were in exact correspondence and also when in 
varying degrees of nonalignment (Pettigrew et al., 1968b). 

When the receptive fields were dut of correspondence 
by little more than 1 degree ( 2 ~  = 1.1 degree), the binoc- 
ular response fell close to or below the level for the non- 
dominant eye, and would doubtless have fallen still farther 
had tests been made at greater receptive-field separations. 
In other words, the two receptive fields had to be moved 
out of alignment by only about one-sixth of their length to 
produce marked depression of the binocular response. They 
would, of course, have been able to discriminate disparities 
that were much smaller than 1 degree. The specificity of 
some complex units for a narrow range of binocular dis- 
parities may therefore be comparable with that found in the 
case of simple units. 

If we again consider the complex unit having as input 
a number of simple cells, all with the same directional 
selectivity, we must now suppose that the input cells may 
also have receptive fields with the same (or very nearly the 
same) binocular correspondence. Thus, we may suppose 
that there has been a pooling of units, all of which have the 
same directional selectivity and the same binocular dis- 
crimination with respect to depth. Under natural condi- 
tions, such a unit would be optimally activated by a line 
stimulus over a relatively wide range of visual directions 
(6 degrees for the unit in Figure 10) but only over a much 
narrower range of depth in space. Depth discrimination 
would be generalized for visual direction and probably also 
for contrast. The selectivity for depth discrimination is 
again achieved by binocular facilitation for the optimal 
stimulus when it is presented at the depth in space at which 
the receptive fields correspond and by mutual inhibition for 
stimuli at other than the preferred depth. 

Conclusion 

The beginnings I have described have not taken us very far 
toward an understanding of the brain mechanisms by which 
we discriminate the visual forms of everyday life. Even the 
most complex cells so far studied in the higher visual areas 
still seem to be concerned with the elements of form rather 
than coherent wholes. Cells have yet to be discovered that 
respond only when the simplest of forms, such as a rec- 
tangle or a circle, is presented in the visual field. Of course, 
it may well be that the simplest forms for the particular 
animal are not simply geometrical. Unfortunately, we still 
have only a very rudimentary understanding of form dis- 
crimination in animals, using behavioral methods, and a 
satisfactory psychophysics of form perception has yet to be 
developed for man. The discrimination of form may al- 
ways be the property of goups of neurons, perhaps always 
of large assemblies of neurons and never in any sense the 

trigger feature for one neuron. If such were the case, it 
would explain why the stimulus requirements attributed to 
the higher-order hypercomplex cells in Area 19 are still 
surprisingly simple in relation to what might have been 
expected from the enormous complexity of the three visual 
areas. It also means that the concept of a trigger feature for 
single neurons, as applied in the more peripheral parts of the 
visual pathway, may no longer be relevant in the cerebral 
cortex or may at least become increasingly less relevant. 

Summary 

The concept of a receptive field is the central idea in visual 
neurophysiology at the present time. The receptive field 
of a visual neuron is the small part of the total visual field 
in which the specific stimulus must be applied in order 
for the cell to be discharged or for that discharge to be in- 
hibited. Recent studies of the receptive fields of single neu- 
rons in the visual cortex, particularly in the cat, have made 
it possible to present a detailed neur~ph~siological theory 
of binocular single vision and stereopsis for the first time. 
By contrast, much less progress has been made toward an 
understanding of the neural basis of form perception, re- 
flecting the much greater difficulties inherent in such a task. 
Relative progress in these two fields depends in large mea- 
sure on corresponding developments in p~~chophysics. The 
ne~roph~siologist studying visual mechanisms looks to 
psychophysics to define the nature of the stimulus and to 
give an account of the perceptual process. The psycho- 
physics of binocular vision has been well developed since 
the nineteenth century, and important advances continue 
to be made, but a psychophysics of form barely exists today. 

The present account of the cortical beginning of binoc- 
ular depth discrimination and form vision is largely limited 
to a consideration of the receptive fields of simple cells in 
the striate cortex. Simple cells are presumed to be the stel- 
late cells situated principally in Layer IV where they receive 
geniculocortical axon terminals. These cells require highly 
specific stimulus features for their discharge and monitor 
small parts of the visual field for light-dark contours or 
those segments of contours that fall within their receptive 
fields. A contour is analyzed in terms of its orientation at a 
particular locality, the speed and direction of its movement, 
and the polarity of the contrast. Both facilitatory and inhib- 
itory mechanisms contribute to this specialization, and 
stimuli that are inappropriate for the particular cell lead to 
the inhibition of its discharge. The picture that emerges is 
one of highly selective facilitation against a background of 
widespread general inhibition. Although it may be said 
that simple cells are concerned with the elements of form 
rather than coherent wholes, such also appears to be true of 
the most complex cells yet studied in the higher visual areas. 

Many cortical neurons have receptive fields for both eyes, 



each field having the same highly specific stimulus require- 
ments. There are, in addition, binocular stimulus speci- 
ficities. At the crossing point of the lines of sight through 
their centers, the two receptive fields are accurately in 
register, one over the other. When such is the case, the 
stimulus that is optimal for one receptive field must also be 
so for the other, and the firing of the cell is greatly facilitat- 
ed. At other depths, the receptive fields are out of align- 
ment, and mutual inhibition occurs. The spatial distribution 
of the binocular receptive-field pairs is such that only a small 
proportion can exactly correspond in the frontoparallel 
plane which contains the fixation point. The remainder are 
said to show receptive-field disparity. This concept has been 
developed to provide a neural mechanism for binocular 
single vision and stereopsis, and resolves the long-standing 
difficulty posed by the perception of a single object from 
the stimulation of disparate retinal elements. 
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44 Neural Subsystems: An Interpretive Summary 

L E O N  D. H A R M O N  

AMBROSE BIERCE, in his The Devil's Dictionary, defined mind 
as follows: 

Mind, n.-A mysterious form of matter secreted by the brain. Its 
chef activity consists in the endeavor to ascertain its own nature, 
the futility of the attempt being due to the fact that it has nothing 
but itself to know itself with. 

Perhaps Bierce's pessimism is as overemphasized as it is 
oversimplified, but in all truth we are obliged to face up to - 
some staggering problems now that neurophysiology is 
emerging from its naive infancy. Because the problems 
range from molecular to behavioral, we may find it useful 
to ask a rather curious question: What exactly do we mean 
by saying we wish to "understand" the brain? There are 
several different answers, descriptions, and models, each 
capable of being true, but each profoundly different. 

Consider an analogy couched in computer terms. I shall 
give you a desert island and on it place a high-speed digital 
computer, complete with terminal equipment. I shall keep 
it in good repair indefinitely, through any trauma you im- 
pose. Your task is to "understand" that system. My condi- 
tions are that you may import any number of people of any 
discipline, any knowledge, except that they must know 
nothing a priori about computer theory, structure, or func- 
tion. 

You are to obtain "understanding" in three different 
ways. First, one of your teams must find out how to operate 
the computer; they must discern its gross input/output 
functions. They will convince me of their "understanding" 
when they are able to write a complete programing manual 
for the system. 

Another group must seek understanding at a quite dif- 
ferent level. They are required to find out, for instance, 
what a shift register is and how an adder works. This group 
will convince me of their understanding when they are able 
to design a similar machine-not identical, but using the 
same principles of subsystem organization, operation, and 
interaction. 

A still different level of "understandingH must be pro- 
vided by the third group. It is required that they find out 
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how the elemental components operate. They must, for ex- 
ample, discern how a transistor works, elucidate the prop- 
erties of electronic tubes, and find out about magnetic 
storage. They will convince me of their "understandingv 
when they are able to produce complete equivalent-circuit 
diagrams of all components, both active and passive. 

Now, the conclusion at each of these three levels of un- 
derstanding will be perfectly true and yet very different. 
That is, there are several distinct yet equally valid kinds of 
understanding, depending on one's domain of discourse. 
How well can relations be seen among these various con- 
clusions? To begin with, it is dacu l t  to see how under- 
standing at one level helps that at another. For example, 
those persons who wish to understand at the programing- 
manual level could not care less whether the system uses 
tubes or transistors. Those who are trying to understand at 
the subsystem circuit level (adders and shift registers, for in- 
stance) need know nothing about programing languages or 
pattern-recognition algorithms. And those who wish to un- 
derstand how a transistor functions are not helped either by 
adder theory or by Fortran IV. 

Of course, there are logical and causal relationships 
among all three levels, but in this computer analogy, at any 
event, there seems to be little useful extrapolation from one 
level to another. At the very least, the ease of extrapolation 
is markedly direction-sensitive. For instance, it appears un- 
likely that any knowledge of the structure or function of an 
adder can lead to an understanding of a pattern-recognition 
operation, because the adder is the same whether the com- 
puter is calculating T, is recognizing a geometric figure, or is 
composing a fugue. Similarly, in ne~roph~siology, it seems 
equally hopeless to accept the standard argument that one 
must start at the lowest levels (cg., molecular, subcellular), 
opening all black boxes before going on to greater system 
complexity. 

Extrapolation in the other direction may, however, be 
somewhat easier. Knowledge at a higher level may help one 
develop strategy for investigation at a lower level. For ex- 
ample, if one knows something about the process involved 
in a computer's pattern-recognition algorithm, there is 
some chance of deducing the role of an adder (which may be 
required to execute that process). 

The difference is primarily one of hierarchical levels of 



code and language. That is, the descriptions of information 
flow and process are entirely different at these various levels; 
the simpler (lower level) signal structures do not yield a 
prediction of those at higher levels. Here is an example of 
wholes being not only greater than but quite different from 
the parts that constitute them. Furthermore, there is a mat- 
ter of nonuniqueness. An adder may play a role in an in- 
finite number of higher-order processes, whereas a size-in- 
variant, triangle-recognition processor may have only a 
limited kind and number of underlying logical and arith- 
metical operators. Extrapolation from low level to high 
level diverges, but that from high to low converges. 

Another kind of difficulty in coming to an understanding 
of nervous systems is that we may be conditioned into 
thinking about them in ways that are more constrained than 
we like to admit or are sufficiently aware of. Such concepts 
as serial computation, discrete subsystems, Aristotelian 
logic, and coding theory may well be forcing us to view, 
say, neocortical function in lights that are wholly inap- 
propriate. 

Subsystems 

The positions taken by the contributors to this section of 
this book are closest to level two of the computer analogy. 
Neural subsystems, i.e., small nets of neurons, can be likened 
to shift registers and adders. We  wish to understand the 
functions of a relatively complicated cooperative ensemble 
(network) of working devices (neurons), in which the 
signal-processing properties of the ensemble can be clearly 
and specifically determined. Furthermore, we wish to un- 
derstand the operationally significant relationships among 
such subsystems, i.e., the functional organization of the en- 
tire system. Thus, the emphasis here is on function rather 
than on structure or on signal codes. 

There are many kinds and numbers of subsystems in a 
human being ; for example, there are several hundred thou- 
sand different kinds of molecules with their replicating 
mechanisms, thousands of metabolic subsystems, and per- 
haps two or three thousand neural subsystems. We shall be 
concerned only with several of the latter (both in man and 
in lower animals), as they are involved in particular proces- 
sing of input (sensory), central, and output (motor) signals. 

It is necessary to point out that in nervous-system analysis, 
the idea of "subsystems" may be misleading or even falla- 
cious. Neural systems may be holistic to the extent that sub- 
system subdivision is arbitrary and useless; despite observed 
specificities of some gross tracts or particular nets, perhaps 
the mammalian CNS operates as an entity according to 
information-processing principles that we do not even sus- 
pect at present. 

The two distinctions between circuits and systems that 
Lewis (this volume) has drawn have considerable impor- 

tance, both conceptually and practically, for neurophysio- 
logical research. Because their implications bear strongly on 
the ensuing discussion, I first restate them in slightly dif- 
ferent form. 

Lewis defines a circuit as a collection of interacting ele- 
ments, no subgroup of which can readily be analyzed to dis- 
close separation of cause (input) and effect (output). This is a 
matter of orientation; in general, circuits are not unambigu- 
ously oriented; input and output terminals are ambiguous 
with respect to underlying organization. In contrast, sys- 
tems (entire organisms) usually contain subgroups which 
have inputs that can be differentiated from outputs; this 
permits specification of cause and effect and hence facilitates 
analysis. The latter subgroups are called subsystems-the 
subject of this section of the book. 

The second distinction is that of structural context. Lewis 
raises the troublesome question of whether neurons (or 
possibly even subsystems) can, in general, be considered in 
isolation. Owing to profuse interconnection and widespread 
reciprocal interaction, many of the measured properties of a 
system are likely to be determined ultimately by the entire 
system and are not uniquely and unequivocally assignable to 
individual components (just as epistatic interaction in chro- 
mosomes demonstrates intergene influences). consequently, 
in the worst case, a ~erturbation anywhere in the system will 
be reflected in reaction throughout that system. Conversely, 
the state and the response of an individual element are not 
context-free-they must ultimately reflect the states and 
responses of all other elements. 

The elements that comprise circuits generally are em- 
bedded in a structure that has strong interactive influence on 
those elements, so a clear separation of element function 
and, hence, circuit analysis is impossible unless complete 
structural context is taken into account. Properties of a 
circuit cannot be attributed to individual, particular ele- 
ments. On the other hand, subsystems are by definition 
structurally (hence functionally) isolable; although they 
may be surrounded by other subsystems, that context need 
not be taken into account. 

In what follows we define element, circuit, subsystem, 
and system by example and in terms of orientation and 
context. Elements (such as neurons) are interconnected into 
circuits (such as neural nets) ; one or more circuits forms a 
subsystem (such as a ganglion); one or more subsystems 
forms a system-perhaps an entire organism. Thus we 
might view a retinal bipolar cell as an element, a bipolar- 
amacrine-ganglion cell network as a circuit, and an entire 
retina as a subsystem. 

The critical distinction between circuit and subsystem 
should be viewed in terms of a bounded domain which has 
clearly observable input and output terminals. Within that 
domain we have one or more circuits; interactions are pro- 
fuse, and cause and effect are obscure. Thus, with respect to 



input and output terminals the domain is irreducible. Out- 
side that domain the signal flows are discernible; context 
can be assessed, and cause and effect can be traced. The 
bounded domain is a subsystem, is viewed as a black box, 
and consists of at least one circuit. We refer to the domain 
either as a subsystem or as a circuit, depending on whether 
it is being viewed from outside or inside. 

In the light of Lewis's observations on the immense dif- 
ficulty of coming to an understanding of such a relatively 
small circuit as the nine-cell cardiac ganglion of the lobster, 
I wonder whether it is profitable to continue to seek the full 
internal (circuit) analysis of such a subsystem. Again the 
question arises-How far down in level must black boxes 
be opened in order to comprehend a system? One class of 
answer to that question, although addressed to a higher 
level of organization than our subsystem level, uses control- 
system analytic techniques. Such systems as eye tracking 
(Stark et al., 1962; Fender, 1964), pupillary servomechan- 
isms (Stark and Sherman, 1957), and optokinetic orienting 
(Reichardt, 1961) have been elucidated by the identification 
of larger units of organization that might correspond to col- 
lections of subsystems. In this work, the black boxes are 
control-system functional operators such as multipliers, 
coincidence gates, function generators, and the like. Each is 
taken to subsume many neurons in networks which in- 
trinsically are of no concern to the analysis. These are formal 
equivalents that are sufficiently representative and accurate 
for precise predictions of response in the living system to be 
obtained. This work has led to important and revealing re- 
sults at a level of inquiry including organism behavior it- 
self. 

Because circuit analysis implies total commitment to 
analysis of all components and their interactions, the com- 
mitment may be as futile as it is irrelevant. However, if the 
goal is to understand circuits and components as such, and 
there is no hope of elucidating systems, then I would argue 
that such effort is justified and of great interest, simply in 
the investigation of nature. But if one's goal is to under- 
stand systems as such, then in all likelihood approaches that 
lie at levels between irreducible subsystems (such as the 
lobster cardiac ganglion) and reducible control systems 
(such as optokinetic supersystems) hold the most hope for 
meaningful neurophysiological research. 

Teleology 

Teleology, taken here solely to mean mechanical deter- 
minism, plays an important part in the analysis of living 
systems. Inference about role is essential, not merely toler- 
able, for both circuit analysis and subsystem analysis. Con- 
sider, for instance, an electronic circuit of which the orienta- 
tion has somehow been established and for which even the 
transfer function is obtained. Simply possessing the transfer 

function alone is virtually meaningless without knowledge 
of the circuit's role and of normal input signals, as an infinite 
number of forcing functions (and therefore of input-output 
pairs) are possible. Such a situation is equivalent to having 
a differential equation without having any boundary con- 
ditions. Even the best of electrical-circuit engineers, given a 
schematic of modest proportions and no clue as to intended 
function, will be unable to assign a meaningful role to that 
circuit. He will remain in essential ignorance of its func- 
tional significance unless he knows what was in the de- 
signer's mind. Induction of role from form is, in general, 
impossible. 

It simply is not enough to be able to describe a circuit and 
its component action, however completely, in order to 
comprehend its role. Suppose, for example, we assume that 
genetic instructions completely and unequivocally specify 
some particular neural system, structure, codes, and all. We 
shall assume a completely causal chain--all principles and 
mechanisms of the subsystem are absolutely contained in 
the genetic structure. I suspect that you may examine, test, 
describe, and catalogue everything about that genetic sys- 
tem, yet you will not be able to extrapolate to the implicit 
subsystem unless you also know the role and principles un- 
derlying the genetic system and its transforms. 

A teleological approach in ne~roph~siology seems es- 
sential and should have high priority. Because of the im- 
possibility of inferring function from form, some a priori 
prejudice as to role is mandatory. Furthermore, systems 
analysis may reveal n disjoint parameters. Because there are 
2" possible subsets, complete assessment is virtually impos- 
sible if n is large. One must apply criteria such as teleological 
constraints to narrow the possibilities. Consequently, the 
most revealing and significant experiments may be ex- 
pected to be those in which some prior notion of operational 
detail (e.g., gating, filtering, and so on) is imposed. 

Principles offunction 

An implicit assumption, distributed throughout the fore- 
going discussion, is that principles of neural action do or 
must resemble those of our machines. Consider, for ex- 
ample, the prevalence of contemporary opinion that ner- 
vous systems, being information processors, can be viewed 
as computer-like devices. It is clear that many aspects of our 
engineering technology are found in physiological measure- 
ments. Such properties as triggering, gating, switching, and 
synchronizing have been found. Amplitude discrimination, 
filtering, amplification, linear-to-logarithmic signal trans- 
formation, and waveform generation have been seen. The 
basic arithmetical operations have been documented in 
nervous-system responses, as have integration, differentia- 
tion, sign inversion, and correlation. In addition, there is 



evidence for counting, coincidence detection, delay, phase 
shift, and duration measurement. 

Although these properties can be found experimentally, 
it has yet to be demonstrated that systems use them in going 
about their business. An especially striking example is found 
in Wilson's analysis (this volume) of wing-muscle stretch 
receptors in the grasshopper. Those units precisely encode 
wing-beat frequency, phase, and amplitude, yet the axon- 
impulse time, rate, and number that code that information 
are subsequently smeared out to give the CNS only a gross 
command relating to over-all average wing-beat rate and 
power. Here is a simple example of the danger of assessing 
information, code, or notion of relevant processing until 
and unless one knows something about, as Wilson neatly 
puts it, "the natural reader of that code." To  correlate is not 
necessarily to elucidate. 

Despite such seemingly negative comment, there is no 
reason at present not to consider neural subsystems in 
engineering terms. In fact, theoretical studies guiding ex- 
perimental probes for subsystem operation may contribute 
entirely new concepts in information processing. It is per- 
haps not too wild a speculation that actual principles of 
nervous-system operation may be dderent, perhaps far dif- 
ferent, from those of our present computer technology. 
Certainly such a difference obtains for associative memory, 
for example. To suspect, to look for, and perhaps to find 
such new principles constitute one of the most exciting 
problem areas of living-system analysis. 

Special-purpose us. general-purpose systems 

In considering identification, measurement, and analysis of 
subsystems, we run into an old problem that takes on new 
significance for understanding at this level. It has to do with 
network plasticity-whether we are dealing with a network 
that is rigidly fixed or one that is in some manner adaptable. 

Another way to speak of plasticity is to ask whether a 
system is "special purpose" or "general purpose," in the 
sense of computers. Is a particular animal special-purpose in 
that it is inflexible, more or less completely preprogramed, 
and therefore constructed with a great a priori response 
specificity, or is it general purpose in being capable of con- 
siderable modification of internal structure and external be- 
havior? At least in the domain of computers, a special-pur- 
pose machine that has fixed structure (wiring) and fixed 
function may be much easier to analyze than is a general- 
purpose machine the very "structure" (signal-flow paths) of 
which is infinitely modifiable by programs and by states of 
its memory cells. Because of such distinctions, the ways of 
thinking about the two kinds of systems differ considerably, 
as it must also be for living systems. Grasshopper and man 
would appear to lie at extremes of a spectrum ranging from 
special-purpose to general-purpose systems, and the re- 

quired conceptual approaches to system analysis might dif- 
fer as much as do the analyses required for understanding a 
typewriter and a computer. 

Of course, to what extent man is a general-purpose sys- 
tem may be questioned. Clearly, many of his subsystems 
are special purpose, genetically determined, homeostatic, 
and quite inflexible. To the extent that there is fixed wiring 
and fixed processing we can proceed with greater ease and, 
indeed, even afford to take teleological approaches. Experi- 
ment and analysis guided by a priori consideration of what 
an animal does and needs to know have paid off handsomely 
(Maturana et al., 1960; Hubel and Wiesel, 1962; Nikara et 
al., 1968). 

Command and control 

A topic closely related to that of special-purpose machinery 
is the complex neuromuscular sequence that is activated by 
simple "command" stimuli. Wilson (this volume) cites a 
considerable body of evidence in invertebrates, particularly 
of genetically preprogramed structures and functions in 
arthropod ganglia. He holds that there are three principal 
classes: sensory filters, closed-loop reflexes, and pattern 
generators. 

Such preprogramed subsystems epitomize the idea of 
special-purpose neural machinery. Here are structures spe- 
cifically arranged to execute particular functions; presum- 
ably they are immutable, and any possible overlay of learn- 
ing apparently is minimal or nonexistent (at least for simple 
behavior, like locomotion). 

Because the ultimate business of virtually all CNS proces- 
sing is to generate motor-command signals, questions per- 
taining to behavioral control via neuromuscular activating 
systems are of fundamental importance. William James, in 
1897, had a remarkably modern view of this point regarding 
the significance of motor output when he observed: "The 
structural unit of the nervous system is in fact a triad, 
neither of whose elements has any independent existence. 
The sensory impression exists only for the sake of awaking 
the central process of reflection, and the central process of 
reflection exists only for the sake of calling forth the final 
act. All action is thus re-action upon the outer world; and 
the middle stage of consideration or contemplation or 
thinking is only a place of transit, the bottom of a loop, both 
of whose ends have their point of application in the outer 
world. If it should ever have no roots in the outer world, if 
it should ever happen that it led to no active measures, it 
would fail of its essential function, and would have to be 
considered either pathological or abortive. The current of 
life which runs in at our eyes or ears is meant to run out at 
our hands, feet or lips. The only use of the thoughts it oc- 
casions while inside is to determine its direction to which- 
ever of these organs shall, on the whole, under the cir- 



cumstances actually present, act in the way most propitious 
to our welfare" (James, 1897, in Gibson, 1962). 

One of the rather striking generalities of pattern genera- 
tion in insect motor-control systems is that stereotyped 
signal sequences appear to be produced from unpatterned 
stimuli (e.g., random pulse trains), or they may even be 
spontaneously generated. Wilson's description of the be- 
havior of a central, pattern-generated, flight-control sub- 
system in the grasshopper illustrates the point. In that ex- 
ample, four subsets of phased, synchronized, motor-neuron 
volleys arise from relatively simple, unpatterned, central 
control. Although the known motor-neuron interactions 
appear to be too weak to account for the synchrony, the 
preservation of precise coordination among the four sets of 
wing motor neurons that have an imprecise, common, 
central-control input seems to argue for a mechanism (as 
yet unknown) whereby undifferentiated CNS signals set in 
motion highly precise, peripheral, temporal-pattern se- 
quences. 

The ability of a subsystem to generate intricate patterned 
outputs or complex motor sequences from relatively simple 
central commands constitutes an intriguing and fairly com- 
mon class of subsystem operations in invertebrates and, per- 
haps, in vertebrates as well. Elaborate temporal sequences of 
behavior, involving many sets of muscles, can be initiated 
by single pulses, unpatterned pulse trains, or even random 
stimuli. It is as though a simple command to "go!" triggers 
an entire subsystem into one particular behavior pattern, as 
is seen in "subroutines" of swimming, walking, flying, 
posturing, copulating, and singing. 

The numbers of circuit elements in the subsystems trig- 
gered by command fibers are not known with precision, 
but some reasonable guesses follow: 80 motor neurons plus - 
a probably greater number of interneurons and oscillation 
producers in grasshopper-flight and cricket-song subsys- 
tems; 20&300 motor neurons plus some indefinite number 
of interneurons for crayfish posture and swimmeret subsys- 
tems and for cockroach walking; possibly 1000 to 10,000 
motor neurons and interneurons in the only known verte- 
brate "control fiber," the Mauthner neurons. 

At least one simple but potent circuit arrangement is 
known to produce temporal spike-patterns-it is recurrent 
inhibition. One of Wilson's examples shows that phase- 
locked patterned discharge occurs in simple neural networks 
that are laterally inhibited. In such cases, the input is a 
relatively indifferent common stimulus. Modeling studies of 
reciprocally inhibiting units have demonstrated a great 
variety of pattern production from simple, regular stimuli 
(Reiss, 1962; Harmon, 1964; Harmon and Lewis, 1966). 

It appears that the production of stable, intricate, tem- 
poral-output patterns by cross-inhibited single units may be 
of fundamental importance to "simple" neural subsystems. 
Interestingly, as Wilson points out, the sensory corollary 

(e.g., lateral recurrent inhibition in Liinulus) also demon- 
strates a potent network-organization principle, this time 
for sensory analysis rather than for motor synthesis. (It 
should be noted, however, that reciprocally inhibiting pairs 
generally are associated with temporal processing such as 
switching or spike-pattern generation, whereas laterally in- 
hibiting two-dimensional networks usually are associated 
with spatial image processing such as contrast sharpening or 
detail filtering.) 

That stimulation of a single command fiber may elicit 
coordinated activation of half of the musculature of the en- 
tire body (as in the crayfish defense posture) seems to argue 
for a kind of single-neuron importance virtually unknown 
in vertebrate physiology. Curiously, however, there are 
some vertebrate experiments which at least suggest similar 
action. Gross electrode stimulus was observed to cause a 
falcon to peer at a particular corner of a room despite the 
animal's being turned to various different orientations 
(Strumwasser and Cade, 1957). The simple stimulation of 
the brain of a pocket-mouse initiated a prolonged sequence 
of rapid two-pawed stuffing of hallucinated seeds into its 
cheek pouches (Strumwasser and Cade, 1957). Gross square- 
wave shocks to the temporal cortex of man elicited com- 
plete reruns of memory sequences (Penfield and Perot, 
1963). 

The foregoing examples, for both invertebrate command 
fibers and vertebrate simple, gross stimulation, relate to 
involuntary stimulus/response situations. Of course, the 
enormously potent ad hoc arrangements of neural operation 
available to a consciously attending human permits an 
even more striking unleashing of complex sequences from 
simple stimuli. For example, the impingement of a few 
photons of light on a retina in a jungle at night can trigger 
the shouldering, aiming, and firing of a rifle-a sequence of 
neuromuscular events that is more complicated by orders of 
magnitude than the evocation of a crayfish defense posture. 

No artificial excitation of  rec command-fiber structures 
has yet stimulated a command fiber to action, probably 
because the required stimulus pattern is complex. For in- 
stance, the full array of inputs required for a crayfish to rear 
up in defense posture probably includes visual patterns, 
movement, exposed position (not in cave), time of day, and 
so on. All these must funnel down to the command unit. 
The subsystem- coding-decoding precursors appear to be 
remarkably selective and fail-safe. Presumably, interposed 
loops or parallel, multiple processes link the visual subsys- 
tem with the command subsystem. 

It is interesting to speculate that command neurons in 
invertebrates have a homologue in vertebrate "decision 
units" (if, indeed, such exist). This would be some sort of 
final funneling point in a high-order animal, just before 
divergence to effectors. Consider, for example, a vastly 
oversimplified example as is schematized in Figure 1. 



Suppose that we ask a man to raise his right arm if a 
particular photograph is a picture of an individual, X, who 
is known to him. Let me represent the situation as one in 
which, if, and only iJ the appropriate sensory input occurs, 
some central command-and-control subsystem initiates the 
neuromuscular, sequence-activation signals needed to pro- 
duce the required response. 

In schematic form, at least, such a situation is homologous 
to the invertebrate sensory filter -+ command fiber -t pat- 
tern-generator. The principles of subsystem coupling and 
of signal-coding transformations may be qualitatively 
similar, at least as far as we now know. Thus, in disclosing 
principles of nervous-system organization and hierarchical 
processing, studies of relatively simple nervous systems may 
include some helpful clues to analysis of the more complex 
systems. The potential "payoff" is great, because the com- 
mand-and-control box of Figure 1 encloses the great un- 
known turn-around zone between sensory and motor sys- 
tems, i.e., generalization, decision making, and, at least in 
some actions and animals, consciousness. 

Functional inhibition 

Bishop (this volume) places particular stress on the definition 
and role of inhibition, especially as some controversy over 
interpretation of receptive-field organization stems from it. 
Conventionally, the idea is that an ON discharge is equiv- 
alent to an excitatory influence, and an OFF discharge re- 
flects an inhibitory one. Bishop points out that the relation- 
ships of onr/excitatory and o ~ ~ / i n h i b i t o r ~  are neither neces- 
sary nor common. 

In one modeling study of ON, OFF, and ON/OFF responses, 
both excitation and inhibition are played off in combination 

against each other in just one unit to obtain these temporal 
responses (Harmon, 1966). In this case, excitatory post- 
synaptic potential (EPSP) and inhibitory postsynaptic po- 
tential (IPSP) voltage time-courses and asymptotic levels 
were used as variables and clearly demonstrated the non- 
necessity of relationships between circuit inhibition and 
over-all subsystem or functional inhibition. 

Bishop's point is important, particularly because inhibi- 
tion in membrane action is often confused with inhibition 
in system action; it is essential to distinguish between circuit 
inhibition and functional inhibition. A notable example is 
seen in the commonly held view that cerebellar Purkinje 
cells are inhibitory, a circuit view based on the evidence of 
their direct output. However, from a subsystem point of 
view, if Purkinje axons happen to terminate on inhibitor 
interneurons which disinhibit particular subsystems, the 
effect of Purkinje activation is excitatory. Perhaps Limulus 
retinal action is the most familiar example of the importance 
of analysis in terms of functional inhibition rather than in 
terms of EPSPS and IPSPs. 

By viewing visual receptive-field responses in terms of 
inhibition and excitation rather than in terms of ON and 
OFF, Bishop shows that receptive fields of "simple" cells are 
largely inhibitory (having a small, central, excitatory zone), 
and some are completely inhibitory. It remains to be dem- 
onstrated how much the delineation and analysis of subsys- 
tem function will improve, given this "new look," but 
indications are that there is increased utility. For example, 
Bishop shows that in binocular depth discrimination, the 
excitatory and inhibitory effects of stimulating a receptive 
field in one eye have an important gating influence on the 
response to stimulus of a corresponding zone in the other 
eye, as read by a striate neuron. 

Encoded closstl icot~on Encoded sequence 
ond recognition slgnols octtvotion slgno/s 

SYSTEM CONTROL SYSTEM 

Encoded ckssificotion 
and recognifion sign015 

AUDITORY 
SYSTEM 

INPUT STIMULUS 

FIGURE 1 Hypothetical system representing a human re- sequent visual-input stimulus, recognized as sufficient, re- 
quested to respond manually when he sees an appropriate leases primed central system to evoke sequence of neuro- 
visual pattern. Auditory instructions, recognized and en- muscular activation signals appropriate to response re- 
coded, prime central command-and-control system. Sub- quested. 



A particularly interesting result of testing receptive fields 
of simple units for inhibitory effects came from the use of 
two simultaneous stimuli (e.g., slits of light). A conven- 
tional, preferreddirection response is obtained in a typical 
receptive field, while stimulation of a direction-independent 
inhibitory surround simultaneously influences that re- 
sponse, producing no ON or OFF transient, only inhibition. 

Just as inhibition is seen to play a dominant role in visual 
systems, providing highly selective discrimination, so too 
the functional role of inhibition also should be expected to 
be profound in all sorts of neural subsystems, if for no other 
reason than to avoid continuous cataclysmic discharge. As 
neural circuits of reciprocal and lateral inhibition are more 
and more ubiquitously seen, the great potency of opposed 
excitatory/inhibitory functions becomes increasingly ap- 
parent (Florey,1961 ; von Euler et al., 1966). It would not be 
surprising if an extensive theory of neural subsystem signal 
filters, generators, and processors is evolved in the near 
future, the basic development of which would rest on rela- 
tively regular structures that use simple combinations of 
excitation, inhibition, and their time courses. 

Hierarchical processing and decision making 

The concept of hierarchical processing and control appears 
to be a natural, efficient way to deal in extenso with other- 
wise unwieldy systems. Such is equally true in rockets, 
governments, and nervous systems. The discovery over the 
last decade of hierarchical levels of visual-data processing in 
many animals from insects to vertebrates has provided one 
of the most illuminating new chapters in neurophysiology. 

In cat and monkey, for example, as one traces the effects 
of patterned optical signals from retina to lateral geniculate 
to striate cortex to higher visual cortex, the ascending hier- 
archy of data processing presents an orderly and impressive 
progression (Hubel and Wiesel, 1962; Barlow and Levick, 
1965; Barlow et al., 1967; Bishop, 1969). The most striking 
aspect of this level-by-level processing is feature extraction. 
Successive hierarchies of neural actions analyze twodimen- 
sional retinal space to represent simple aspects of shape and 
temporal changes of illumination, and, through spatially 
discrete representations of those changes, motion is also 
represented. 

Despite such gains in our knowledge, Bishop noted that 
"cells have yet to be discovered which respond only when 
the simplest of forms, such as a rectangle or a circle, is 
present in the visual field." This observation leads im- 
mediately to what are perhaps the most intriguing, yet 
intractable, questions in all neurophysiology-those that 
relate to decision making, perception, and consciousness. 
What, for instance, is the system (subsystem) that observes 
lower-order subsystems and is "aware" of a complex pat- 
tern? What is the nature of the "little man" who sits on top 

of the hierarchical processors, observing? Although these 
are not precise, well-formed, or even operational queries, it 
is relatively easy to formulate one that is closely related and 
that is of central importance to the ultimate analysis of, say, 
the primate visual system. It is as follows: 

Given that states of single neurons in striate and peri- 
striate cortex represent primitive features of visual scenes 
(lines, edges, angles) and, further, that those representations 
are, for some cells, invariant over retinal position but are 
constrained with respect to motional aspects (direction, 
velocity), where, how, and by what are higher-order 
classification responses made? An enormous amount of 
visual brain has so far been required to discern these rela- 
tively simple features. Where does one look next-and 
how? After area 19, where? 

There seem to be two major possibilities. One is that 
other, higher structures combine the computational results 
of the striatelperistriate subsystem to produce these sophis- 
ticated operations we seek. The infratemporal cortex might 
seem to be a reasonable candidate; however, in that case, 
one is faced with the curious possibility that a relatively 
small processor (compared with everything prior, from 
retina to area 19) does most of the incredibly complex in- 
tegrative work. The other alternative is that the modus 
operandi changes; single units no longer are used to represent 
feature states. Instead, simultaneous, combined (not statisti- 
cally smeared but highly articulated) states of very large 
numbers of cells in striate and peristriate cortex conspire to 
represent, say, a recognizable face. That is, the representa- 
tion is now multicellular, involving perhaps hundreds of 
thousands (or millions) of simultaneously signaling units, 
which, when read individually, are those discussed above- 
the feature detectors. The states of the parts taken separately 
do not represent the whole; rather, it is the relations among 
them that are important, just as individual silver halide 
grains do not "represent" the photograph of a face, but the 
ensemble does. Similarly, flecks of chalk on a blackboard 
are individually meaningless but in relationship may repre- 
sent a triangle. 

Although a multistate response of a neural pool may rep- 
resent a complex event of recognition, it may or may not 
actually constitute the conscious awareness of that recogni- 
tion response. The ultimate conscious perception, attending 
to one thing at a time, may reside elsewhere, its neural 
substrate receiving as input the response of the recognition 
network. The question is open as to whether a single 
"pontifical" neuron or a large ensemble (as suggested above) 
is used to represent a final recognition state. We tend to be 
seduced into thinking in terms of "final common paths," 
i.e., ultimate convergence of many processes to one chan- 
nel. But even a binary decision, such as the hand-raising 
example shown in Figure 1 or the vocal signaling "yes" in 
response to a recognized face, may involve huge numbers of 



neurons just to do the responsive signaling. Similarly, the 
binary recognition-decision itself may very well be rep- 
resented by the multistate condition of a vast pool of units. 
This issue, discussed in detail by Bullock (Bullock and Hor- 
ridge, 1965, p. 281 ff.), is one of the most tantalizing and 
difficult in all neurophysiology. 

One final article of faith on this speculative point: I am 
not surprised to find grasshoppers absolutely dependent on 
the integrity of one or a few neurons, but I find it d d c u l t  to 
believe, especially in the face of cortical ablation and natu- 
ral-attrition evidence, that in man there can be much depen- 
dence on unique cells, small groups, or local circuits. 

It is tempting to conjecture that arrangements exist in 
which both individual units and the pools they comprise 
compute and represent significant information. For in- 
stance, single-unit feature detectors and even pontifical 
decision-makers might be part of a pool in which wave 
formation and propagation also play an essential role. Such 
subsystem design could reflect completely new and potent 
principles of functional organization. If this notion turns 
out to be at all valid, a rather different concept of "subsys- 
tem" must be developed. For here is the idea of a self-nested 
system, layered like an onion, a thing that is both parts and 
whole, a multilayered, hierarchical, signal processor, which, 
rather than being sequentially laminated and connected, is 
an everything-overlaid-on-everything holistic entity. 

Summary 

This chapter is, in part, a summary of some issues discussed 
in the section of this volume entitled "Neural Subsystems 
and Physiological Operations," and, in part, some personal 
responses to those and related issues. The central idea is that 
a "subsystem" point of view is especially useful in the analy- 
sis of nervous-system function. 

The particular issues I have responded to range rather 
widely: subsystems, teleology, principles of function, spe- 
cial-purpose versus general-purpose systems, command and 
control, functional inhibition, and hierarchical processing 
and decision-making. Although these topics are more or less 
disparate, they are discussed with one common theme in 
mind : using a particular engineering point of view and level 
of inquiry to seek an understanding of neural function. 

I mentioned above that many of these problems are of 
staggering complexity, both experimentally and theoreti- 
cally. Let me suggest still one more difficulty-one that 
harks back to Bierce's worry that the mind has only itself to 
understand itself with. Conceivably, the complexity of the 
brain (its principles of organization and operation) may 
exceed the ability of its output portion (its conscious at- 
tention, language, logics of discourse, and analysis) to deal 
with it. In other words, the mental functions produced by 
the brain may well be very much simpler than the principles 

of operation of the underlying mechanisms giving rise to 
those functions. 

Whether such worries are justified, and whether our 
circuit and our subsystem problems ultimately prove in- 
tractable in many cases, ultimate limitations still appear re- 
mote. With the continuing development of new technol- 
ogies and new theory, the prospect for further and deeper 
understanding seems excellent. 
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45 The Insect Eye as a Model for Analysis of 

Up take, Transduction, and Processing 

of Optical Data in the Nervous System 

W E R N E R  E.  R E I C H A R D T  

AT PRESENT, investigations in the field of sensory physiol- 
ogy are based on the application of three methods: ana- 
tomical and histological studies ; electrophysiological micro- 
probing; and evaluation of evoked behavioral responses. 

The first method allows us to draw conclusions from a 
group of functional operations, which, in principle, could 
take place in the circuitry of the nerve-nets under considera- 
tion. Moreover, it is sometimes possible to exclude certain 
operations-a procedure that may result in omitting classes 
ofpossible perceptual processes. 

By use of the second method, one may trace the informa- 
tion flux, especially in those parts of  the nervous system 
that are, in one or two dimensions, isotropic in structure and 
in function, i.e., the interactions of  which depend on the 
distance between two or more interacting neurons and not 
on their position. The technological difficulties of this 
method become formidable whenever the subsystem under 
consideration is nonisotropic. 

The third method can be applied to the analysis of func- 
tional principles of input-output relations in behavioral 
experiments, regardless of the structural complexities of the 
physical parameters of  components in the system. This 
method, however, does not give us information about how 
these functional principles are realized physically and which 
components of  the nervous structure actually are involved. 

The account presented here concerns the application of 
the three methods to the analysis of  the structir; and func- 
tion of  the optical system of flies (Drosophila, Musca). Their 
nervous systems consist of  about lo5 to lo6 neurons, which, 
in part, make up definable classes of  elements that are repli- 
cated many times in an orderly way, so the principal cir- 
cuitry can be worked out without identifying specific ele- 
ments. 

Representation ofthe optical surround in the 
photoreceptor layer ofthe compound eye 

The compound eyes of  a fly consist of individual ommatidia 
w E R N E R E . R E I c H A  R D T  ax-Planck-Institut fiir biolo- that are optically screened from one another by pigments. 
gische Kybernetik, Tiibingen, Germany. The kind of representation of  the visual environment in the 
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layer of the photoreceptors (rhabdomeres) is determined by 
(1) the optics of the individual ommatidium, (2) the number 
and arrangement of rhabdomeres in every ommatidium, 
and (3) the geometry of the eye. 

Figure 1 is an electron micrograph of a cross section of 
an individual ommatidium. It shows seven rhabdomeres 
arranged in a typical asymmetric pattern. It should be noted 
that the central rhabdomere (small cross section) is com- 

pound, consisting of two from individual retinular cells. 
They are aligned in such a way that the distal part belongs 
to one cell and the proximal part to another. The rhabdo- 
meres are separated &om one another and remain separated 
down the whole length of the ommatidium. Consequently, 
their optical axes differ, so that each rhabdomere receives 
light from different directions in the optical environment 
(Autrum and Wiedemann, 1962; Wiedemann, 1965). 

FIGURE 1 Cross section through an ommatidium of Musca. Rhabdomere 8 cannot be seen in the Figure, as it is situated 
Seven sensory cells with their attached rhabdomeric struc- proximal to 7. Note the different orientations of the 
tures are shown. The diameter of each of the peripheral microvilli in the different rhabdomeres. Fixation: glutaral- 
rhabdomeres (1-6) is about twice that of the central one (7). dehye-dosmium. (From C. B. Boschek, unpublished.) 
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Kirschfeld (1967) determined the angular distribution of the 
optical axes of the rhabdomeres, and found that these axes 
mark points in the optical surround that constitute a pattern 
similar to that of the distal endings of.the rhabdomeres in an 
ommatidium, but inverted by 180". It follows that each 
ommatidium acts as a small lens eye in whlch the image 
generated by the lens can be resolved by the seven (eight) 
rhabdomeres into seven points. 

A striking feature of the angular separation of the optical 
axes of the rhabdomeres is that they match the ommatidial 
divergence angles. A point source of light in the optical sur- 
round may always be aligned with respect to the compound 
eye in such a way that seven (eight) rhabdomeres of seven 
different ommatidia receive light from a single source, as 
indicated in Figure 2. Consequently, as Kirschfeld (1967) 

FIGURE 2 Drawing of a cross section of seven facets (Muscn). The 
rhabdomeres, indicated by black dots, are shown in their typical 
arrangement in the upper eye region. Rhabdomeres surrounded 
by a circle receive light from one and the same point of the optical 
environment. (From Kirschfeld, 1967.) 

has shown, seven (eight) rhabdomeres, each &om a different 
ommatidium, are "looking" at one and the same point in 
the optical environment. Therefore, between individual 
points in the optical environment and individual photo- 
receptors of the fly's eye, a one-to-seven, not a one-to-one, 
relationship exists. As there are seven (eight) separate rhab- 
domeres per ommatidium, optical resolution of the eye 
should be determined by the angle A(p between the optical 
axes of adjacent ommatidia, not by the angles between op- 
tical axes of individual rhabdomeres. 

The alignment of the optical axes of rhabdomeres in dif- 
ferent ommatidia has been demonstrated in the intact ani- 
mal by the method of "antidromic" illumination (Kirsch- 
feld and Franceschini, 1968). Light is shone into the brain 
of the fly through a small hole made in the head. Part of 
the light reaches the rhabdomeres, where it is guided to 
their distal endings and finally leaves the ommatidia through 
their dioptric systems. By this method, the rhabdomeres act 
as secondary radiants, the distal endings of which are 
imaged on the optical surround. Figure 3 shows how the 
radiation leaving the compound eye superimposes at dif- 
ferent distances &.om the eye. At a large distance (greater 
than 150OP), seven images &om seven (eight) different 
rhabdomeres of seven different ommatidia join as described. 

Angular sensitivity distributions ofrhabdomeres 

The fundamental optical properties of a compound eye are 
characterized by two parameters: 1. The divergence angle 
Acp between the axes of adjacent ommatidia. This angle sets 
the limit of optical resolution. In Drosophila, the mean of 
Acp amounts to = 4.6"; in Musca, to & = 2.0". 2. The 
angular sensitivity distributions of the photoreceptors 
(rhabdomeres), expressed by Ap, the half-width of the 
distribution. These distributions determine the contrast 
transmission from the optical environment onto the 
receptor layer. 

Recent electrophysiological probing by Scholes (1969) on 
the dark-adapted eye of Musca have led to values of about 
Ap = 2.5". The data were taken in the dorsofrontal quad- 
rant, where facet dimensions are largest and divergence 
angles are smallest. There is good evidence that the value of 
Ap reported here relates to one of the peripheral retinular 
cells (numbers 1 to 6) and not to-the central ones (numbers 
7,8). Because the sensitivity distribution of a rhabdomere is 
determined by the convolution of the lenslet Airy disk with 
the cross section of the rhabdomere ending, it is likely that 
the acceptance angles of cells 7 and 8 are narrower than 
those of cells 1 to 6 (Kirschfeld and Franceschini, 1970). 
Their Ap is estimated to be in the order of 1.5" in Musca. 

Spectral sensitivities ofrhabdomeres 

The first direct proof that photolabile pigments are present 
in the fly's rhabdomeres stems from microspectrophoto- 
metric measurements and their interpretations by Langer 
and Thorell (1966) and Langer (1966, 1967). They found 
two types of extinction spectra from individual rhab- 
domeres of Calliphora: one has a maximum of about 515 
millimicrons (green receptor); the maximum of the other 
is about 470 millimicrons (blue receptor). The absorption 
with its maximum in the blue is associated with the central 
rhabdomere (number 7), whereas the absorption with its 



FIGURE 3 Compound eye of Musca (female, intact animal) in- 
spected microscopically under antidromic illumination. The focal 
plane of the microscope was adjusted at the following distances 
from the eye surface. Distance: d = 1500p (A); d = 1000p (B); 
d = 500p (C) ; d = 250p (D) ; d = Op (E). (F) shows the so-called 
pseudopupil at the level of the cornea. Aperture A of the micro- 
scope objective is 0.11 (u = 6.3') in A to E, and 0.03 (u = 1.7') in 
F. (From Kirschfeld and Franceschini, 1968.) 

maximum in the green is related to rhabdomeres 1 to 6. It 
appears that only two photopigments are present in the eyes 
of flies and, consequently, that their color-vision system, if 
it exists, is dichromatic. 

Dichroic absorption properties 

Langer's microspectrophotometric measurements on single 
rhabdomeres of the Calliphora eye (1965) revealed dichroic 
absorption effects, mainly in the spectral range of from 500 
to 520 millimicrons, to linearly polarized light. As the 
dichroism disappears if the photopigment present in the 
rhabdomeres is bleached, the oriented arrangement of the 
chromophores of pigment molecules probably causes the 
observed effect. 

Kirschfeld (1969) succeded in demonstrating dichroic ef- 
fects directly by microscopic inspection of Musca eye prepa- 
rations. He found that maximal extinction in the different 
rhabdomeres (at 510 millimicrons for 1 to 6 and at 480 for 7) 
of an ommatidium takes place at different angular orienta- 
tions of a linearly polarized light beam. The directions of 
polarization are, for rhabdomeres 1 to 6, oriented parallel 
to the axes of their microvilli, whereas, for rhabdomere 7, 
maximal extinction is found if the vector of polarization is 
oriented vertically to the microvilli axes. This finding is in 
accord with Langer's results (1965) for rhabdomeres 1 to 6 
in the Calliphora eye and also with those obtained with dif- 
ferent methods by Giulio (1963) and Eguchi and Waterman 
(1968). 

Moody and Parriss (1961) have tried to explain the di- 
chroic absorption properties ofrhabdomeres on the assump- 
tion that the chromophores of the pigment molecules are 
arranged randomly within the microvilli membranes. If 
this model is adapted, more light is absorbed if the E-vector 
of the stimulating light is parallel and less if it is oriented 
perpendicularly to the long axes of the microvilli of the 
rhabdomeres. This agrees with the findings from rhab- 
domeres 1 to 6 in Musca. Furthermore, the model leads to a 
0.5 ratio of the extinction coefficients for minimal and 
maximal absorption. Taking into account the experimental 
data of Burkhardt and Wendler (1960), Kuwabara and 
Naka (1959), and Scholes (1969), Kirschfeld (1969) de- 
termined this ratio for rhabdomeres 1 to 6 as about 0.43, 
a result that is, at least, not in conflict with the hypothesis 
suggested by Moody and Parriss (1961). The experimental 
results also lead to the conclusion that the concentration of 
photopigments should amount to about 104 molecules per 
p2 of microvillar membrane. A rhabdomere (1 to 6) 200 
p in length therefore contains some 2 x lo8 pigment mole- 
cules, which absorb about 65 per cent of unpolarized light 
at a wavelength of 516 mp. 

Although the Moody-Parriss model is not in conflict with 
the experimental findings from rhabdomeres 1 to 6 in 



Musca, it fails to explain that extinction in rhabdomere 7 
(Musca) is maximal if the E-vector of the stimulating light 
is oriented perpendicularly to the long axes of the micro- 
villi. If it is assumed that dichroism ofrhabdomeres is caused 
by the orientation of chromophores situated in parallel to 
the microvillar membranes, a higher degree of orientation 
than that assumed by the Moody-Parriss model should 
therefore be expected in central rhabdomere 7. 

Light impinging on the photopigment molecules in the 
rhabdomeric structures of the compound eye elicits ele- 
mentary photochemical reactions. These reactions are the 
first link in the chain of excitation processes in the receptor 
cells.We may ask whether a single quantum of light is suf- 
ficient, or the coincidence of several quanta is necessary, to 
trigger these elementary reactions (Reichardt, 1965; 
Reichardt et al., 1968). 

In order to simplify the theoretical considerations, it is 
assumed here that a number of photopigment molecules, 
N, of a single rhabdomere are situated in an area F. Every 
molecule with its molecular cross section, q, takes up the 
fraction q/F of F. If a light flux, j, of the number of quanta, 
n, per unit of time impinges on F, the pigment molecules 
may absorb quanta. If we make the general assumption that 
it takes z or more quanta per time, T, to convert an inactive 
molecule into an activated one, the mean rate, r, of photo- 
chemical reactions per rhabdomere and flux J is then given 
by the expression 

In the case of a one-quantum process (z = I), equation (1) 
reduces to f/j = (N X q)/F. The quantum yield does not 
depend on the flux, j. The molecular cross section, q, is a 
constant. In the case of a two-quantum reaction (z = 2), we 
have r/j = N X Q/F, in which Q = j X (q X 7/2F). The 
quantum yield depends linearly on j, which is to say that 
the effective molecular cross section, Q,  changes propor- 
tionally with the quantum flux, J. 

The following two light programs were selected (Reich- 
ardt, 1965) to test whether the optomotor response depends 
on a single-quantum or on a multiquantum reaction. Pro- 
gram 1 consisted of a light stimulus, the flux of which was 
constant in time and equal to j,. In program 2, the stimulus 
consisted of a sequence of short light pulses: duration, At; 
peak amplitude, j2; pulse frequency, f = 1 /T;  and average 
flux, j,. The average number of quanta applied per time 
unit is evidently the same in both programs. 

Both programs should evoke the same average rate of 
photochemical reactions when applied to a one-quantum 
receptor. If, however, these programs are applied to a 
multiquantum receptor, program 2 may trigger a higher 

photochemical reaction rate than does program I. The 
maximum factor by whlch the average reaction rates may 
differ is easily derived for the two-quantum case. As j2 is 
greater than jl by a factor T/At, the effective molecular 
cross section, Q, is enlarged by this factor. Consequently, 
under program 2 the two-quantum receptor is T / A ~  times 
more efficient than under program 1 and, conversely, the 
average rate of photochemical reactions is enlarged by the 
same factor. The effect predicted for the two-quantum 
receptor depends on the magnitudes of T, At, and T. One 
expects to find the predicted effect if r<At; if, however, 
At< T <T,  the individual light pulse is integrated over the 
time interval, and therefore the expected increase in the 
average rate of photochemical reactions is smaller than 
T/At. The increase factor declines to one when T>T, be- 
cause in this case two or more pulses are integrated in time 
and, consequently, the effect does not appear. Under these 
conditions, multiquantum receptors behave as one-quantum 
receptors do, and do not respond differently to the two 
different light programs. 

It should be pointed out that our considerations are valid 
only ifj(q/F) X ~<<1. This condition contains the require- 
ments for extremely low quantum rates per receptor. 
Furthermore, the concentrations of the inactive photopig- 
ments in light should be essentially the same as those for 
experiments carried out in darkness. Only under these 
conditions can one expect that the kinetics of the photo- 
chemical reactions depend exclusively on the quantum 
rates. 

The test experiments were carried out with females of 
Musca. The torque exerted by Musca during fixed flight 
was utilized as the quantitative measure of the optomotor 
reactions of the insect to light programs 1 and 2. A test fly 
was suspended by a torque compensater at the axis of a 
rotating cylinder that carried an illuminated periodic pat- 
tern of 45' in spatial wavelength. In Figure 4, a typical 
experimental result is presented. 

These results are also typical for a number of experiments 
carried out with different light-pulse frequencies down to 

Hz. The tests were made at a brightness level of 2 X 
lop2 Apostilb, or about 200 absorbed quanta per second in 
one of rhabdomeres 1 to 6. As the concentration of pigment 
molecules per rhabdomere amounts to about 2 X 10' for 
the quantum rates in question, an individual pigment 
molecule is hit, on the average, every lo6 seconds by a 
single quantum of light. If we assume that regeneration of 
the bleached pigment, as measured for rod and cone pig- 
ments by Rushton (1964), takes about 100 seconds, only 
0.01 per cent of the pigment molecules in a rhabdomere are 
bleached. Therefore, it is unlikely that changes in the con- 
centrations of the inactive photopigments influenced our 
experimental results and their interpretations. 

The observatio~ls summarized in this section accord 



Average brightness [Apo~filb] + 

FIGURE 4 Test of single-quantum or multiquantum reaction in the 
eye of Musca. Solid curve: Optomotor reaction versus average 
brightness (given in Apostilb units; 1 Apostilb = lop4 Lambert) of 
patterned cylinder. Illumination with light program 1. Spatial 
wavelength of patterned cylinder, X = 45'; pattern contrast, m = 

21 per cent ; angular speed of pattern, w = 49.25OIsec. Response 
curve represents the averages obtained from five individual flies. 
These averages and standard errors are not shown in the Figure. 
Average standard error is f 0.15 dyne X cm. Closed circles and 
open circles: closed circles represent averages obtained from four 
individual flies with light program 1. The standard error, fu, of 
each average, indicated by vertical lines, is calculated from five 
measurements taken from one individual flv. The ooen circles near 
the abscissa value Apostilb represent response averages ob- 
tained from the same flies under light program 2. Pairs of closed 
and open circles at the same abscissa value were obtained from one 
individual fly. Light program 2 consisted of pulsed light with the 
same average quantum flux as in program 1. Pulse frequency, 500 
c/sec; pulse duration, 1.5 x sec; peak intensity of pulse to 
average intensity, jz/j, = 133. Open circles near abscissa value 10' 
Apostilb demonstrate-strengths i f  optomotor responses to be ex- " 
petted under light program 2 for a two-quantum receptor if con- 
dition T< 1.5 x sec is fulfilled. The abscissa values of these 
open circles are derived from the abscissa values of open circles 
actually measured and multiplied by the factor j,/j, = 133. This 
factor determines the increase in effectiveness during program 2, 
because the effective molecular cross section of the two-auantum 
receptor changes by this factor. Horizontal broken lines indicate 
these shifts of open circles; vertical broken lines give significant 
limits for one- versus two-quantum receptors. Spatial wavelength 
of patterned cylinder, pattern contrast, and pattern speed is the 
same as described above. (From Reichardt, 1965.) 

with the hypothesis that one single quantum of light is 
sufficient to elicit an elementary photochemical reaction, 
which, in turn, triggers an elementary photoreceptor re- 
sponse, detectable by the mechanism of movement per- 
ception. 

Signal-to-noise ratio 

In the preceding section, I have shown that optomotor 
responses of flies can be elicited under low quantum rates. 
At the absolute response threshold, these rates may be as 
low as about one quantum absorbed per second and per 
rhabdomere. The Poisson statistics ofthe light quanta should 
therefore result in a significant level of noise in the light 
signals received by the photoreceptors. 

We (Fermi and Reichardt, 1963) investigated the way in 
which the contrast required of a rotating stimulus pattern 
depends on the mean brightness, I, of the pattern if a just- 
measurable response is elicited. A typical result of this 
dependence is plotted in Figure 5. Below quantum rates of 
about 200 per second, in one of the rhabdomeres 1 to 6, pat- 
tern contrast, m, and mean brightness, I, are empirically 
related by 

log m + + log I = const. or m IU2 . (2) 

O n e  can easily calculate that this equation is consistent 
with the hypothesis that the noise resulting from the statis- 
tics of the light quanta absorbed by the photoreceptors is 
the principal cause of the breakdown of the optomotor 
response. During a fixed time interval, the mean number, 

FIGURE 5 The degree of modulation of a sinusoidally changing 
light flux received by the receptors of the compound eyes of 
Mcrsca as a function of the mean number, fi, of absorbed quanta per 
second, and receptor (1-6) at the optomotor response threshold. 
Dots represent means of individual measurements, and vertical 
lines are standard errors of the means. (From Eckert, 1970.) 
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n, of quanta absorbed by a photoreceptor is proportional 
to the mean brightness I. The actual number of quanta 
absorbed will vary randomly in accord with a Poisson dis- 
tribution with mean ii. The fluctuations of n about its 
mean, ii, represent a "quantum noise" that sets a limit to 
the brightness differences that can be distinguished by the 
receptor. A measure of the size of these fluctuations is given 
by the standard deviation of the distribution of n. Because 
n has a Poisson distribution, its standard deviation is (ii);. 
It follows that if Aii is the additional mean number of 
quanta that are absorbed when the brightness is raised from 
I to I + AT, then Aii must be greater than (n)? if the two 
brightnesses are distinguishable. Hence, the relationships 
AI - Aii -- (n), -- I; would hold at the threshold of 
brightness discrimination. This relation is equivalent to 
AI/I - m -- I-+, which represents the measured de- 
pendence of threshold contrast on background brightness. 

The measured relationship is different from that which 
would be expected ifthe threshold were determined by the 
thermal noise in the photoreceptors, the neuronal noise in 
the nervous system, or both. If the breakdown of the reac- 
tion were determined by these "internal" noises, the signal- 
to-noise ratio should have a constant, critical value at the 
threshold of the reaction. The amplitude of the internal 
noise would, at low quantum rates, not be expected to 
depend on the light signals received by the photoreceptors, 
so the value of the signal-to-internal-noise ratio should de- 
pend only on the signal amplitude. The amplitude of the 
light signal received by each photoreceptor is proportional 
to the product mI of the contrast and mean brightness of 
the rotating stimulus pattern. Hence, the relationship mI = 

const. or, equivalently, 

log m + log I = const. (3) 
should hold at the threshold of the reaction. It may be seen 
in Figure 5 that this relationship would represent a poor fit 
to the measured dependence of threshold contrast on mean 
pattern brightness at very low quantum rates. 

These considerations therefore indicate that internal noise 
obviously does not represent a principal factor determining 
the threshold of the optomotor response. 

The representation ofthe optical environment in the 
nerve-cell layer ofthejrst opticalganglion 

I have pointed out that the projection of the optical environ- 
ment onto the retina is determined by the structure and by 
the geometry of the compound eye, as well as by the prop- 
erties of the dioptric system. Light from a point source 
mounted in the optical environment is received by seven 
(eight) different rhabdomeres in adjoining ommatidia. The 
correspondence between individual points in the optical 
environment and the individual receptors of the retina is, 

therefore, a one-to-seven and not a one-to-one relationship. 
The projection from the retina on the first optical gan- 

glion lamina merely depends on the nerve-fiber connections 
between these two levels (Vigier, 1907, 1908, 1909; 
Trujillo-Cenbz, 1965; Tru;illo-Cen6z and Melamed, 1966; 
Braitenberg, 1967; Strausfeld, 1970a). The fibers leading 
from the sensory cells of individual ommatidia twist 180' 
and distribute themselves at the level of the lamina, which 
has a periodic structure of elements called optic cartridges 
(Ram6n y Cajal and Sanchez, 1915) or neurommatidia 
(Villianes, 1892), arranged in a hexagonal array. The total 
number of cartridges matches that of the ommatidia. Every 
cartridge does not have two interneurons associated with it, 
as was once thought. Rather, it has four (Braitenberg and 
Strausfeld, 1970; Strausfeld, in preparation) and receives 
fibers from a group of six adjoining ommatidia-those that 
contain the six retinular cells of the group that collects opti- 
cal information from one point of the environment only. 
Consequently, the projection between the retina and the 
lamina is based on a six-to-one, and not on a one-to-one, 
correspondence between retinular cells and cartridges. 
Hence, the representation of the optical environment in the 
nerve-cell layer of the lamina is such that an individual point 
of the environment is represented in an individual cartridge. 
Cells 7 and 8 in each ommatidium (the long visual fibers) 
project as pairs (Strausfeld and Blest, 1970) through the 
lamina and terminate in the medulla, after crossing the first 
optic chiasm. 

Figure 6A and B are drawings from Strausfeld of the 
laminar region. Detailed explanations of these drawings are 
given in the figure captions. Most important in this con- 
nection are the findings of Braitenberg (1969), Strausfeld 
(1970b), and Braitenberg and Strausfeld (1970), who claim 
that there are at least two, and possibly four, types of lateral 
connections present in the lamina. Collaterals (Figure 6A) 
from one of the cartridge neurons (L4) extend vertically 
to two adjacent cartridges, where they possibly make 
synaptic contacts. Tangential fibers (Figure 6B), originating 
from cell bodies beneath the lamina, spread laterally over 
an area of about three to four cartridges in both vertical 
and horizontal planes. Information from these areas could 
be relayed together by single collaterals to the medulla 
(Strausfeld, 1970a). 

An important consequence of these results derived from 
Musca, as well as other species ofDiptera, is that anindividu- 
a1 cartridge does not receive information from two distinct 
positions of the environment via receptor elements, a neces- 
sary condition for any mechanism that must perceive move- 
ments by the correlation of data.  everth he less, the car- 
tridges can no longer be excluded as the possible sites for 
movement detection, because lateral interconnections are 
present between neighboring cartridges. Further electro- 
physiological and behavioral work seems necessary before 



the functional roles of the synaptic links between neigh- 
boring cartridge interneurons can be explained fully. 

At this point we may come back to the surprising finding 
I reported earlier in this chapter-that internal noise does 
not influence the threshold of the optomotor response. This 
result is understandable for the receptors, because their acti- 
vation energies are about a factor 80 above the kT level, 
but it is not easy to conceive that the neuronal pathways for 
the next synaptic stages involved in the information transfer 
-as, for instance, the lamina-operate at the theoretical 
limit, particularly because nerve spikes, as information car- 
riers, have not yet been recorded either from the receptor 
cells or from the laminar region. The question arises wheth- 
er there are coincidence-anticoincidence devices present in 
the circuitry of the laminar region that may be responsible 
for a drastic increase in signal-to-noise ratio. The structural 
complexity of the lamina and its connection with the second 
synaptic region (the medulla) does not rule out such a pos- 
sibility, but at present only a highly speculative statement 
could be put forward to support the suggestion. 

Evidencefor representationfrom 
electrophysiological data 

I have reported that nervous responses should be evoked in 
the "output" of a laminar cartridge by light from a single 
point in the environment, received by the associated group 
of six ommatidia. 

Scholes (1969) succeeded in recording graded potentials 
to short flashes of light, provided by a point source, from a 
laminar component in the upper frontal quadrant of the eye 
of Musca. The time course of these graded laminar respons- 
es turned out to be very similar to those he recorded from 
retinular cells 1 to 6. The responses were also found when 
light rays were directed on a single ommatidium, rather 
than on the whole eye. This was achieved by shielding the 
corneal surface with a mask that contained a hole 10 to 15 
p in diameter. The mask was moved over the corneal sur- 
face, some 75-100 p distant fiom it, and contour lines were 
drawn round the points on the corneal surface at which 
light was equally effective in eliciting a cartridge response. 
The result of the experiment, shown in Figure 7, shows that 
the contours correspond convincingly to the pattern of om- 
matidia that project onto the single cartridge. Sensitivity to 
illumination of rhabdomeres 7 and 8 is very low, a finding 
that accords with the histological observation that the long 
visual fibers pass the lamina without making synaptic con- 
tacts with monopolar interneurons. 

Scholes (1969) was also able to show that the graded re- 
sponses found at the laminar output to light stimulating the 
whole eye are the sum of the partial responses from the six 
individual receptors that contribute to the laminar response. 

This result was to be expected, as the optomotor responses 
to pulsed light (see section on Single-Quantum Effects, 
above) did not reveal any coincidence of signals either at the 
receptor level or at those stages peripheral to the process of 
perception. 

It should also be mentioned that angular sensitivity distri- 
butions, measured at laminar outputs, amounted to about 
the same half-width as in distributions measured from reti- 
nular cells. This result suggests that the optical axes of the 
associated group of six rhabdomeres are nicely aligned in 
parallel. 

Movenzent perception 

The localization of the movement-perception system in the 
insect optical ganglia, the central brain, or both, is still an 
unsolved problem. An analysis of the system, carried out on 
the beetle Chlorophanus and the flies Drosophila and Musca, 
was originally based on input and output response relations 
(Hassenstein, 1951; Reichardt, 1957; Hassenstein, 1958; 
Reichardt and Varju', 1959; Varjd, 1959; Reichardt, 1961; 
Gotz, 1964; McCann and McGinitie, 1965; Varjd and 
Reichardt, 1967). More recently, electrophysiological in- 
vestigations have been undertaken with the aim of localizing 
the movement perception system in the higher optical gan- 
glia (McCann et al., 1966; Bishop and Keehn, 1967; Bishop 
et al., 1968). 

Behavioral studies have led to the formulation of a math- 
ematical model by means of which responses to given pat- 
tern stimuli can be predicted (Reichardt, 1957, 1961). An 
essential feature of the model is that it must take into ac- 
count only the transformations of signals from adjacent 
sensory inputs and their interactions during the process of 
perception. This is because the strength of the optomotor 
response elicited by the stimulation of the compound eyes 
is the sum of all the partial responses evoked by the inter- 
actions of data from neighboring sensory inputs. This find- 
ing can be expressed by saying that, with respect to move- 
ment perception, the compound eye is isotropic in function. 

The model of movement perception envisages two cross- 
connected information input channels (A and B) and a com- 
mon output channel to the motor system (see Reichardt, 
1961). The inputs A and B represent two adjacent cartridge 
outputs, fiber terminals, or both, that lead from sensory 
cells 7 and 8;  A and B obviously act as input elements that 
provide the minimum detector requirement for the opto- 
motor response. The two inputs transform the space and 
time coordinates of the stimulus into the time functions LA 
and Lg. The time Lnctions can be considered to be sums of 
an average light flux, C, and of a fluctuating light flux, 
G(t), the average value ofwhich is zero. That is 

LA = C + G(t), LB = C + G(t - At) , (4) 



FIGURE 6.  A. Centripetal interneurons of optic cartridges 
(ending in the second synaptic region, the medulla). I. Cross- 
sections of an optic cartridge at six levels (a to f )  through the 
lamina. Open circles represent receptor elements. Closed 
circles represent interneuron axis fibers. Retinular-cell 
endings ( Id )  form a crown around two axial monopolar 
cells (L1 and L2). Long visual fibers (7 and 8) remain out- 
side the crown. The midget monopolar cell (L3) lies within 
the crown at level b. Sometimes two side branches can be 
seen at levels b and e, pointing back toward the crown. The 
tripartite cell (L4) runs parallel to L3. 11. Reduced silver 
stains show the outline of the relative positions of L1, L2, 
L3 and L4 of each optic cartridge. III. Silhouettes of mono- 
polar cells as seen i n - ~ o l ~ i  L2 has two distinct 
sets of processes, one of which, at levels a and b, could 
extend as far as the processes of L2 in the two cartridges ad- 
jacent to it. However, their synaptic relationships are, as 
yet, unknown. The processes of L2 deeper in the lamina at 
levels c, d, and e are arranged radially from the axis fiber 

and extend between the retinular cells of a crown (Straus- 
feld, 1970b). L1 has a single set of processes, also disposed 
radially from the axis fiber, which are restricted to within 
the crown of retinular-cell endings. Characteristically, L3 
has a kinked appearance and usually has two tiny unilateral 
side branches. L4, like L3, is invariably situated posterior to 
the crown of the retinular cell. It has one or two side 
branches at level b, and three branches at level f. The shortest 
of these extends into the adjacent crown, anteriorly. The 
other two extend dorsally and ventrally in a characteristic 
pattern, as shown in IV. L1-L4, in 111, shows a reconstruc- 
tion of the geometrical relationships between the four 
monopolar cells. L2 has been partly cut away to reveal the 
narrower spread of L1. IV. A schematic drawing, derived 
from reduced silver preparations, showing a portion of the 
lamina, cut tangentially, at level f. The exceedingly regular 
network of the L4 side branches could provide lateral inter- 
action between triplets of optic cartridges. 



B. The periodic arrangements of elements in the lamina. 
Abbreviations: R, retinular cell ending; LV, long visual 
fibers (7 and 8 in Figure 6AI); F, fenestration layer of the 
lamina (in which retinular cell decussation is localized) ; P, 
external plexiform layer (synaptic layer) of the lamina; 10C, 
the outer 15-20 mu of the first ovtic chiasma. I. Crowns of 
retinular cells (indicated in horLontal section) are repet- 
itively arranged in the lamina, as are the pairs of long visual 
fibers that project through the lamina and end, finally, in 
the medulla. 11. The repetitive arrangement of four mono- 
polar cells (Ll-L4). Tangential processes (T) are regularly 
arranged, with respect to cartridges, there being a system of 
ascendent branches svaced one to about everv five car- 
tridges. Subsequent processes invest the outer face of the 
plexlform layer and invade it between crowns of the retin- 
ular cell. These tangentials have connections to the medulla 
(Strausfeld, 1970a) and could possibly relay information 
from groups of cartridges to the second synaptic region, as 
well as provide an anatomical basis for intercartridge inter- 
action & the lamina. 111. The repetitive arrangement of 
morphologically "centrifugal" endings derived from 
elements in the medulla. Of the three forms, one (be) invests 
the outside of a crown of retinular-cell endings A d  the " 
other two (c) are situated between the long, visual-fiber pair 
and the L3 and L4 pair outside the crown. All three types 
cross over the first ootic chiasma varallel to the fibers of 
centripetal elements from the lamina to the medulla. Lateral 
interaction could also be mediated by amacrine cells 
(Ram& y Cajal and Sanchez, 1915), which may have a 
periodic arrangement in the lamina. They are not included 
in this diagram. (Diagrams are from Strausfeld, 1970a, and 
Strausfeld, in preparation. The orientation of elements in 
A1 is from Braitenberg, 1970.) 

FIGURE 7 A contour map showing the distribution of sensitivity 
over the surface of the cornea in the lamina of a Musca compound 
eye. The sampling points, each of which was tested two to four 
times during the experiment, are indicated by the intersections of 
the bars in the margins. The dimensions of the facets in the eye 
regions concerned, measured after the experiments, are sketched 

I behind the contour lines. The experiment was made on the upper 
frontal quadrant. (From Scholes, 1969.) 



in which t is the time and At the time interval between the 
reception ofa stimulus by A and its reception by B. 

The model envisages hrther that the time functions LA 
and L g  are transformed by a successio~of directly connected 
and cross-connected components that carry out linear trans- 
formations (filters D, F, and H), multiplication, and time 
averaging. 

The strength of the response, R, predicted by the model, 
to a moving contrasted pattern is given by the expression 

in which W D ~  and WDH describe the transformations in the 
directly connected and cross-connected channels in terms of 
filter-weighting functions. 

- 5 - At) = G(t - ?)G(t - E - ~ t ) d t  
2T 

designates the autocorrelation function of the light flux 
fluctuation G(t) and and 2: integration variables. 

The response, R, depends on two parameters of the 
stimulus: the speed w - '/At and the structure of the 
moving pattern, which determines the autocorrelation 
function @GG. The special character of the response also de- 
pends on the transformations of the components D, F, and 
H, which reflect functional properties of the movement- 
perception system. 

Most important in this connection is the dependence of 
R on aGG and not on G(t) itself. If G(t) is decomposed into 
Fourier components, any changes in the phase relations of 
these components do not influence R, as they belong to the 
class of transformations to which +GG and, consequently, R, 
are invariant. T h s  prediction of the theory was tested 
experimentally and confirmed. 

We  may conclude from these considerations that in the 
process of movement perception, as in any perceptual 
process, sensory information is destroyed-in the present 
case, in order to abstract motion from the displacement of 
individual points in the optical surround relative to the eye 
of the insect. 

Determination ofresolution and 
contrast transmission 

The fundamental optical properties of the fly's compound 
eyes, expressed by Acp and Ap, can be determined by opto- 
motor response measurements. Before turning to the ex- 
perimental results, we shall derive from equation (5), which 
describes the input-output relations of the model for move- 
ment perception, how the strength of reaction R depends 
on the parameters Acp and Ap under elementary stimulus 
conditions. Such conditions are realized by a test pattern, 
the contrast of which changes sinusoidally. If one desig- 
nates A the spatial angular wavelength of the pattern, m the 
contrast (expressed by the degree of modulation), and w 
the angular velocity of the pattern, it can be calculated 
from equation (5) that R is given by the expression 

Apparently R depends on three terms: (1) the square of the 
pattern contrast m ;  (2) the function f (wlh), which reflects 
transfer properties, and (3) the so-called interference term 
sin (27r X A ~ / A ) ,  which contains A and Acp, but not w. 

So far we have established only the predicted dependence 
of R on Acp, under the special stimulus conditions selected 
here, but not yet the dependence on Ap. The reason is that, 
in setting up the mathematical model for movement percep- 
tion, we have tacitly assumed that the model inputs A and B 
receive their information from only two distinct points in 
the optical surround but not from areas of finite size. On 
this mathematical assumption, the pattern contrast, even for 
extremely small spatial wavelengths (A), is transmitted to A 
and B without loss. In reality, however, such is not the case, 
as the size of the visual fields of the receptors is finite. Con- 
sequently, for decreasing spatial wavelengths of the stimula- 
ting pattern, the contrast received by the rhabdomeres is 
diminishing. As has been stated before, no distinct bound- 
aries of these visual fields exist, but a region within the light 
sensitivity decreases continuously, somewhat in accordance 
with a Gaussian distribution function with half-width Ap. 

When a Gaussian-like, visual-field distribution is taken 
into account, and ml is designated as the contrast of the 
sinusoidal pattern and m2 as the contrast transmitted to the 
receptor level (Fermi and Reichardt, 1963; G ~ t z ,  1964, 
1965), ml and m2 are related by the expression 

m2 = m~ x h ( ~ ;  AP) , (8) 

with the contrast transfer function h (A; Ap) = exp [- 
(?r2/41n2) X (Ap/~)2] and Ap << ?r. Replacing m in equation 
(7) by m2 from equation (8), for the strength of reaction R 
under the given stimulus conditions, we arrive at the expres- 
sion 



R N ~ I ~ X ~ ~ ( A ; A ~ ) X ~  (y) - x sin ('" - : (9) 

which consequently depends on both parameters A(p and 
AP. 

Experiments on Drosophila and Musca, carried out with 
sinusoidally changing contrast patterns, have shown that, 
if x is kept constant but w-and, therefore, also w/X-are 
changed, the response R throughout the whole range of w 
does not change sign. Consequently, f(w/X) does not change 
sign under a variation of w/X. From equation (9) it follows 
that the sign and, therefore, the direction of the optomotor 
response, depend exclusively on the interference term 

sin (2a X A(p/X) . 

Within the wavelength region 2A(p 5 X < + w , the moving 
sinusoidal pattern is resolved, as the number of samples 
received per ~er iod  X at any time is greater than or equals 
two. If, however, X enters the region O<X<U(p, optical 
resolution of the periodic pattern breaks down, because 
fewer than two samples per wavelength are received under 
this condition, and, as a result, the information content of 
the pattern is transmitted incompletely. The resolution 
limit of the model with Ap spacing between the adjacent 
inputs is therefore determined by X = 2Ap, the first zero 
crossing of the interference term sin (2a X A ~ / x ) .  

These theoretical considerations constitute the necessary 
background for our understanding experimental results 
from Drosophila (Gotz, 1964,1965) and Musca (Eckert, 1970) 
undertaken with the aim of determining the parameters A(p 
and Ap. 

Thestrengthofoptomotor reactionwasmeasuredasafunc- 
tion of A, whereas w/X and consequently f(w /X) were kept 
constant. In these experiments, the contrast of the sinusoidal 
patterns amounted to ml = 1. The first zero crossing of the 
response was found for Xo = 9.2" in Drosophila and for ho 
= 4.0" in Musca. From these results one derives an average 
divergence angle of a(p = 4.6" in Drosophila and a(p = 2.0" 
in Musca. The angles coincide with values measured be- 
tween the axes of adjacent ommatidia in horizontal cross 
sections of eye preparations (Braitenberg, 1967). 

As an important consequence of these behavioral tests, 
we can now state that optical resolution is determined by 
the divergence angle between the optical axes of adjacent 
ommatidia, and not by the smaller angles between the 
optical axes of neighboring rhabdomeres. This result is in 
full agreement with the established one-to-seven correspon- 
dence between an individual point in the optical environ- 
ment and its representation in seven different rhabdomeres 
in seven different ommatidia. 

If patterns with spatial wave lengths, A, below the optical 
resolution limit are applied, the strength of the optomotor 

reaction decreases, which is the result of the increasing con- 
trast reduction by the sensitivity distributions, h (A; Ap), 
of the receptors. From a pair of experiments, in whichf(w/X) 
was kept constant but X and ml were varied, the values of - 
Ap were determined. It turned out that & is about 3.5" for 
Drosophila and 1.7" for Musca. 

The determination of the two parameters Acp and Ap 
lead to the question of whether their values are related to 
each other in such a way that they form an optimal pair. 
That is to say, the optical resolution limit of the eye is, as we 
have seen, determined by the divergence angle Ap between 
the optical axes of adjacent ommatidia. The smaller Ap is, 
the better the resolution and, therefore, the finer the details 
of the optical surround that can be resolved by the eye. A 
corresponding statement holds for Ap. The smaller Ap is, 
the better the contrast transmission fiom the optical sur- 
round to the receptor and the cartridge layer of the eye. 
From a purely theoretical point of view, the best resolution 
and contrast transfer could be reached if (Ap; Ap)+ 0 and, 
consequently, the number of ommatidia per eye equals N-t 
+ a,. If these limits are approached, the light flux % into 
an individual ommatidium or a receptor would also ap- 
proach zero as a- (Aq X Ap)2. Therefore, the signal-to- 
quantum noise ratio would reach intolerable values and the 
optical information received by the receptors of the eye 
would be destroyed, so that the advantages of perfect 
resolution and contrast transfer would be lost. Hence, the 
product A(p x ~p must exceed a certain limit, a condition 
that does not determine the numerical value of the ratio 
Ap/Ap. Again, from a theoretical point of view, it can be 
seen easily that, for a fixed value of the product Ap X Ap, 
there must exist a ratio Ap/Ap, which leads to an optimal 
combination of both resolution and contrast transfer. For 
the sake of argument, let us assume that ~ ( p  is large and 
consequently Ap is small. Under these conditions, contrast 
transfer would markedly exceed the limit of optical resolu- 
tion. If, on the other hand, A(p is small and AP is large, optical 
resolution could not be utilized to its limit, as contrast 
transfer at this limit would be very poor. A mathematical 
treatment of this problem by Gotz (1965) has led to the 
result that under the condition ~ ( p  x Ap = const., optimal 
resolution and contrast transfer are established if Ap/Aq = 

0.88. The experimental values derived from Drosophila and 
Musca are 0.76 and 0.85. The value of the optical parameters 
A(p and Ap of the compound eyes of Drosophila and Musca 
therefore nearly meet the requi;ements for optimal resolu- 
tion and contrast transmission. 

Visual detection andfixation of  objects 

In the past, the analysis of movement perception in insects 
has been carried out by measuring the torque response of 



fixed flying insects to the movements of patterns. In these 
experiments, the pattern velocities relative to the test fly 
were always determined and kept under control by the 
experimenter ("open loop" conditions). 

Investigations of the behavior of flies (Musca) were 
recently undertaken by Reichardt and Wenking (1969) 
with the aim of analyzing the processes of visual detection 
and fixation of objects. For this purpose, a servo-system 
was developed that enables a test fly to operate under 
"closed-loop" conditions; that is to say, a fly controls the 
angular velocity of its surround by its own torque response. 
The principal components of the mechano-electronic 
device a.re given in Figure 8. 

If an object (a single, black, vertically oriented stripe) is 
mounted on the inner surface of the cylinder, no significant 
indication of any reaction by the fly to the object, irrespec- 
tive of its angular position, is found in the average torque 
response under open-loop conditions. If, however, the 
servo-system driving the cylinder is coupled to the torque 
response (closed-loop condition) of the fly, the object is 
moved into the direction of flight, where it reaches a stable 
fixation position. 

In Figure 9, a typical experimental result is presented, 
giving the probability of object positioning versus the 
angular position of the object during the phase of object 
fixation for different coupling-in conditions. At present, 

compensation Current 

Fluorescent 

Servo-Motor 

FIGURE 8 Mechano-electronical device for the quantitative 
study of detection, fixation, and discrimination of visual 
objects. The essential components of the device consist of a 
torque compensator with linear response characteristics and 
a cut-off frequency near 1 kHz; a servomotor with a driving 
shaft that carries a patterned ground-glass cylinder and a 
ring potentiometer that signals the angular position of the 
patterned cylinder; an electronic device that controls the 
motor speed and direction by the torque signal of the fixed 
flying test fly suspended from the torque compensator. The 
cut-off frequency of the control device is limited to 50 Hz. 
The instrument can be used in two different modes of 
operation: 1. Free running mode. A constant torque signal 

generates a constant angular velocity of the patterned 
cylinder. The direction of rotation is determined by the 
direction of the torque. 2. Stabilized mode. The pattern 
center is elastically stabilized at a selected angular position, p. 
In this mode, a constant torque signal generates a constant 
angular displacement of the patterned cylinder. The direc- 
tion of the displacement is determined by the direction of 
the torque. 

Abbreviations: Dig. V., digital voltmeter; DSC, discrim- 
inator; G, generator; J, integrator; M, signal multiplier; 
MT, magnetic-tape recorder; OA1-OA8, operational 
amplifiers; SDM, signal demodulator; TS, time switch. 



- 
U 
0 

HF: 3/50 10" 

a 
0 
e 
0 

c 
0 .- - -160 -14'4 -108 -;2 -j6 
cn 
0 
a 
.c 
0 

2' .- - .- 
9 
m 
9 e 
n 

I I I I  

-180 -144 -108 -72 -;6 0 +36 +72 +I08 444 +I80 

KF 

-180 -'1C .a0 dl80 
Pos~tron of o o j ~ c t  [degree] 

FIGURE 9 Experimental results obtained from the instrument and 
described as mode 1 in legend of Figure 8. The object consists of a 
single, black, vertically oriented, stripe 6" in width. The Figure 
gives the probability of object positioning versus the angular 
position of the object during the phase of object fixation for dif- 
ferent coupling-in conditions, KF. Calibration: 1 dyn X cm 
torque signal generates 3.4 revolutions per second of the patterned 
cylinder for KF = 2/10. Fixation of object is very pronounced for 
KF = 4/50 and less pronounced under the condition of stronger 
coupling, KF = 8/50. Direction of flight: 0 degree. (Fly was 
fixated and pointed in a direction for which the angular coordinate 
was set at zero.) The data for an individual distribution were taken 
during a time interval of 180 seconds. Number of data per distri- 
bution is about 6000. 

the correct simulation of the natural coupling-in conditions 
is not known; consequently it is an open question whether 
the instability during fixation at high coupling-in values is 
introduced by the fly, by the motor drive system, or by 
both. 

In another sequence of experiments, presented in Figure 
10, the angular width of the black stripe was varied. When 
the stripe is as much as about 40" in angular width, the flies 
fixate at its center; between 60" and 320" they fixate at a 
portion of the stripe near the edges. When a 350" black 
stripe is presented, the fly is confronted with the reversed- 
contrast condition with respect to the 10" stripe experiment 
shown in the Figure. That is to say, a black-on-white 
pattern is replaced by a white-on-black pattern, both 10" in 
angular width. Whereas the black-on-white pattern is 
clearly fixated, the white-on-black pattern essentially is not, 
which follows from the nearly flat probability distribution 
in Figure 10. 

-180 -144 -105 -72 -36 0 r36 +72 *I08 +I44 +I80 
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FIGURE 10 Experimental results from mode-1 operation. with 
single, black, vertically oriented stripes of different angular widths 
(lo0, 40°, 90°, 180°, 270°, 320°, and 350"). Coupling-in condition 
is kept constant and amounts to KF = 3/50. The probability of 
object positioning is plotted versus the angular position of the 
object during the phase of object fixation. For stripe widths up to 
40°, the test fly fixates the center of the stripe. For increasing stripe 
widths, up to 320°, the test fly fixates a portion of the object near 
one of the two edges. At a stripe width of 350" fixation disappears. 
Data for an individual distribution were taken during 180 seconds. 

The experimental findings reported so far suggest that 
the resulting movement of the object, during the phase of 
object transfer into the fixation position, results from an 



asymmetry in the strength of the response of the fly to 
progressive and regressive motions of t h  object relative to 
its compound eyes. This suggestion was tested and con- 
firmed with the aid of an additional feedback loop inserted 
into the control device (see Figure 8), by means of which 
the object is elastically stabilized at a selected angular 
position. If, under these conditions, the torque response of 
the test fly is coupled to the cylinder-control device (closed- 
loop condition), the fly generates a probability distribution 
of object positioning, the maximum of whlch is displaced 
to an angular position situated between the direction of 
flight and the stabilized open-loop position. 

Figure 11 shows that the angular displacement, which is 
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strongest in the frontal part of the two compound eyes, 
reflects the asymmetry of the response and indicates, for 
every position, the resulting average torque response that 
is responsible for the observed phenomenon of object trans- 
fer in the direction of flight. The upper distribution in 
Figure 11 represents a control experiment of the same test 
fly under normal (nonstabilized) fixation conditions. 

The method described seems to be appropriate and will 
be applied, in both modes of operations, to the analysis of 
pattern discrimination by insects. 

Summary 

During the past years, the visual system of insects, partic- 
ularly of flies, has been used increasingly as a model for an 
analysis of uptake, transduction, and processing of data in 
the central nervous system. The total number of neurons in 
the eye of a fly is about 5 X lo5. These neurons are com- 
posed of definable classes of elements that are replicated 
many times in an orderly way. Electrophysiological micro- 
probing of the retina and the ganglia is possible and has 
been applied with the aim of tracing the information flux 
at different levels. Flies possess a rich repertoire of behavior. 
Drosophila, especially, has been investigated genetically in 
great detail. 

The account I present here concerns the application of 
three methods-histological, behavioral, and electro- 
physiological-to the analysis of structure and fknction of 
the optical system of flies (Drosophila and Musca). 

The discussion of the optical properties summarizes the 
way in which the optical environment is represented in the 
photoreceptor layer of the compound eye. An individual 
point in the optical surround is imaged onto seven different 
receptor structures (rhabdomeres) in seven dfferent om- 
matidia. Therefore, the correspondence between individual 

FIGURE 11 Experimental results from mode-1 and mode2 
operations (see Figure 8). The object consists of a single black, 
vertically oriented stripe 6' in angular width. The coupling-in 
condition throughout the various experiments amounts to KF = 
6/50. The probability of object positioning is plotted versus the 
angular position of the object during the phase of object fixation. 
The upper distribution was recorded in mode-1 operation (Figure 
8). The other distributions were recorded in mode-2 operation. 
The object was here elastically stabilized at the following angular 
positions: f 45O, f 70°, f 90°, and f 135'. Calibration: KF = 
6/50 in connection with an elastic stabilization of strength P = 4 
results in a 12' angular displacement of the object for 1 dyn x cm 
torque signal. Each distribution generated by the test fly was re- 
corded during 180 seconds. The distributions are shifted toward the 
direction of flight. The shdt is most pronounced at f 45' and 
decreases with the increase in angular position of the stabilized 
object. 



points in the surround and the receptor mosaic is one to 
seven, and not one to one. Consequently, the limit of 
optical resolution of a compound eye is by a factor seven 
below the limit one would expect from the spatial separa- 
tion of rhabdomeres. 

Two parameters determine the optical properties of a 
compound eye: (1) the divergence angle, A(p, between the 
optical axes of adjacent ommatidia which sets the limit of 
optical resolution; and (2) the angular sensitivity distribu- 
tions of individual rhabdomeres, expressed by Ap, the half- 
width of the distribution. These distributions determine 
contrast transmission from the optical environment onto 
the receptor layer. Their quantitative values have been 
determined and are reported in the section on Determina- 
tion of Resolution and Contrast Transmission. The product 
Ap x AP determines the quantum flux into an individual 
rhabdomere, whereas the degree of adjustment between 
optical resolution and contrast transfer is expressed by the 
ratio A ~ / A ~ .  Also in the section mentioned, it is shown that 
Ap and Acp form an optimal pair, that is to say, optical resolu- 
tion meets the requirements of optical contrast transfer. 

Two different spectral sensitivities of rhabdomeres are 
described. It seems that only two photopigments are present 
in the eyes of flies. p he arrangement of the chromophores 
of the pigment molecules, situated in the rhabdomeres, is 
such that a strong dichroic absorption effect is observed. 

I emphasize the problem of whether an elementary pho- 
tochemical reaction in the photopigments can be elicited 
by a single quantum of light or whether this process requires 
the coincidence of absorption of two or more quanta. The 
evidence is based on quantitative behavioral data, which 
accord with the hypothesis that a single quantum of light is 
s&cient to elicit an elementary photochemical reaction. 
The reaction, in turn, triggers an elementary photoreceptor 
response. 

If weak optomotor responses are elicited in flies, with 
very dim illumination, pattern contrast must be set at a high 
level. Behavioral experiments show that the optomotor 
response threshold is invariant under a change of pattern 
contrast, m, and average pattern brightness, f, if the prod- 
uct rnI+ is kept constant. This finding suggests that the 
breakdown of the response is caused by the fluctuation of 
quanta (quantum noise) and not by an internal noise. 

I devote the section entitled Movement Perception to 
summaries of former experiments that led to the formula- 
tion of a mathematical theory of the optomotor response. 
The theory states that, in the formation of movement per- 
ception, optical data are processed in the central nervous sys- 
tem in accordance with a first-order correlation process. The 
important consequence of this finding is that 50 per cent of 
the information present in the optical environment is selec- 
tively destroyed in the process of movement perception. 
During the last few years, considerable anatomical and 

histological work has been done in an attempt to localize 
correlation processes in the structures of the optical ganglia. 
These investigations have not been success~l so far, but it 
has been shown that the synaptic junctions that connect the 
fibers leading from the sensory cells in the retina with the 
interneurons of the first optical ganglion (lamina) are not 
responsible for correlating optical data. The evidence is 
discussed in the sections preceding the one on Movement 
Perception. The interneurons of the lamina are lumped to- 
gether in identical groups (cartridges), equal in number to 
those of the ommatidia. Each group receives synaptic inputs 
from sensory fibers, which in turn collect optical informa- 
tion from a single point in the optical environment. This 
finding rules out the possibility of correlating data from two 
distinct points of the optical environment, a necessary con- 
dition for the perception of motion. 

Recently, optomotor-response investigations have been 
extended toward a quantitative analysis of visual detection, 
fixation, and discrimination of patterns. Some of these exper- 
iments are reported. Under fixed flight conditions, flies 
respond only if an object or pattern is moved relative to its 
eyes. Progressive motion of an object (progressive with 
respect to one of the two eyes) results in an optomotor re- 
sponse stronger than regressive motion. This asymmetry of 
the response is the cause for pattern fixation in the overlap 
region of the visual fields of the two compound eyes. The 
center of a vertically oriented black stripe on a white back- 
ground is fixated if the angular width of the stripe is no 
greater than about 40'. For a stripe wider than 40°, the test 
fhes fixate portions of the black stripe near the edges. Fixa- 
tion seems to be limited to black stripes. A white stripe on a 
black background is not fixated if the stripe width is less 
than about 10'. The experimental results reported so far 
suggest that flies possess a nervous mechanism for pattern 
discrimination. 
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46 Olfactory Receptors for the Sexual Attractant 

(Bombykol) of the Silk Moth 

DIETRICH SCHNEIDER 

Chemoreception and olfaction 

RESPONSES to environmental influences or stimuli are funda- 
mental phenomena of living matter. Because organisms are 
complex chemical systems, it is obvious that chemical stim- 
ulus-response functions are found on all levels of organiza- 
tion, from the microbes to the highest metazoans such as in- 
sects and vertebrates. In the latter groups we find well-de- 
fined chemoreceptor systems : olfaction and taste (Schneider, 
1969). These two are distinct modalities; one finds anatomi- 
cally different input channels responding to certain groups 
of (adequate) chemical stimuli. 

Olfactory organs are highly developed detector systems 
which respond with short latencies to small numbers of 
stimulating molecules. They also analyze gas mixtures quite 
efficiently, as we know from our sense of smell. Our present 
problem is the detection of one, and not the discrimination 
of many, different odorous molecules. I describe a special- 
ized odor receptor which transforms a chemical signal of 
great biological importance into a nervous message. It is 
necessary to analyze the catching and transport of the odor 
molecules in the outer structures of the receptor and, subse- 
quently, to look for ways to approach the transducer func- 
tion, which is the transformation of the stimulus into the 
bioelectrical response. Finally, I discuss the possible fate of 
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the signal molecule after it has delivered its message, and of 
other such molecules which did not reach their destination 
but were adsorbed on inexcitable structures of the animal. 

In our laboratory we have studied intensively the activity 
of insect olfactory receptors in general and sexual attractant- 
receptor responses in particular, because insects offer a num- 
ber of opportunities for the experimental approach to olfac- 
tion: 
1. The receptor system is situated on an accessible extrem- 

ity, the antenna. 
2. The primary sensory (receptor) cells belong to the epi- 

dermal cell layer and, with their dendrites, are in intimate 
contact with specialized cuticle differentiations. 

3. All the individual receptor-cell axons run directly to the 
deutocerebrum without axon fusion. Receptor interac- 
tion by collaterals and synapses, or by ephapses, is un- 
known (Steinbrecht, 1969a). 

4. Insects not only are able to differentiate among many 
odors (as do vertebrates), but they also have large num- 
bers of highly specialized receptors for biologically im- 
portant odors (unknown in vertebrates). 

5. Odor receptors for such key substances (as, for instance, 
the excretory messenger substances, or pheromones) are 
maximally sensitive and may comprise as much as 50 per 
cent of the olfactory cells of the animal. 

6. The chemical structure of some pheromones has been 
analyzed, which facilitates the quantitative physiological 
analysis. 

7. Electrophysiological recordings can be made with single 



receptor cells and whole sets of receptor organs (anten- 
nae). 

8. Receptor responses can be compared with the behavior 
of the animal. 

T h e  attractant and the response ofthe 
antenna1 receptors 

The striking lure effect of female moths on their mates was 
known to biologists of the nineteenth century (see Schnei- 
der, 1957). At the turn of the century, it was found that the 
female's lure emanates only from the abdominal epidermal 
lure glands, but the functional principle of the attraction 
phenomenon was doubted by some workers in the field. 
The main reason for these doubts was that none of the glan- 
dular products had been isolated and, consequently, had not 
been tested as a potential olfactory stimulus. Furthermore, 
the luring stimulus seemed, in some cases, to carry for such 
long distances that it could not be explained by an odorous 
message transfer. Last, but not least, the situation was and 
still is complicated for the experimenter because most of the 
sexual attractants that have thus far been identified are not 
odorous to human beings. 

The first successful isolation of a sexual-lure pheromone 
of a moth was accomplished by Butenandt and his cowork- 
ers (1959). These investigators chose the domesticated silk 
moth, Bombyx mori, as their experimental animal, because 
large numbers of glands are available and bioassays are com- 
paratively easy. After many years of chemical work it was 
found that the lure principle of the female silk moth is an 
alcohol, which was named "bombykol" (Butenandt et al., 
1959) : 

H H  H 

CHa - (CH2)2 - C = C - C = C - (CHZ)~  - CHzOH 
H 

Hexadeca-10-trans, IZcisdien-1-01 = bombykol 

This substance, as well as its geometrical isomers, was 
subsequently synthesized and became a useful tool for the 
physiologist (Butenandt and Hecker, 1961 ; Butenandt et al., 
1962; Hecker, 1960). Recently bomb~kol has again been 
synthesized and labeled with tritium (Kasang, 1968). Since 
the early 1950s we have been working with the Bombyx lure 
system, using behavioral, electrophysiological, and histo- 
logical techniques. Because the subject has previously been 
reviewed (Schneider, 1957, 1963a, 1963b, 1966, 1969 ; 
Boeckh et al., 1965), a brief summary of the status of pub- 
lished results will suffice here. Then I shall report in more 
detail the most recent advances we have made in studies of 
the ultrastructure of the receptor, the absolute threshold 
with the single receptor cell, the behavior of the animal, and 
finally the biochemistry of bombykol after it is adsorbed on 
the antenna. 

Isolated male antennae, or antennae of mechanically im- 
mobilized male moths, respond with a slow electrical poten- 
tial (electroantennogram = EAG) when stimulated with a 
puff of air containing bombykol. The stimulus normally 
induces a temporary negativity of the electrode situated at 
the distal end of the antenna. The EAG is assumed to be 
composed of a large number of receptor potentials of simul- 
taneously stimulated bombykol receptors, which are ar- 
ranged in the manner of serial electrical batteries. 

Female antennae of Bombyx, or of any other moth so far 
tested, do not respond to bombykol or the lure gland. Fe- 
male and male moth antennae, however, show EAGs when 
stimulated with other odorants. 

Stimulus-response characteristics of the antennal receptor 
system were determined by a series of odor sources of rising 
strength. We  loaded pieces of filter paper with different 
amounts of bombykol and put them in short glass tubes 
(cartridges). EAGs were elicited by blowing air through the 
tubes onto the antenna. The EAG-threshold concentration 
of bombykol administered in this manner was between 

and pg. The response curve rises in proportion to 
the logarithm of bombykol concentration on the paper, and 
the functional range of the whole antenna covers a con- 
centration ratio of 1:106 or more (Schneider and Hecker, 
1956; Schneider, l957,1962,1963a, 1963b, 1966; Boeckh et 
al., 1965; Schneider et al., 1967; Schneider, 1967, 1969; 
Kaissling, 1969). Filter papers containing 100 pg or more of 
bombykol are "overloaded" because of their limited sur- 
face. These strong stimuli induce a marked adaptation of 
the responding system. Amplitudes of EAGs elicited with 
fresh female glands are equal to EAG responses of between 1 
and 10 pg elicited by bombykol on filter paper (Steinbrecht, 
1964a). 

Stimulus-response curves to the bombykol isomers (10- 
cis, 12-trans; 10-cis, 12-cis; 10-trans, 12-trans) are shifted to 
odor concentrations between 100 and 1000 times higher. In 
addition, these curves level off at submaximal amplitudes, 
thus showing "saturation" with strong stimuli (Schneider et 
al., 1967). 

Earlier estimates of the absolute bomb~kol  threshold led 
to values of approximately lo3 and 10' bombykol molecules 
per cm3 of air for the behavioral and EAG responses, re- 
spectively (Boeckh et al., 1965; Schneider, 1967). The ac- 
curacy of our estimates was improved by the availability of 
tritiated bombykol and was later calculated as lo4 molecules 
per cm3 of air with 50 per cent of the animals responding 
(Schneider et al., 1968). 

The sensory organs that are responsible for the reception 
of bombykol are long olfactory hairs (sensilla trichodea), ac- 
cording to microelectrode recordings (E. Priesner, unpub- 
lished; see also Boeckh et al., 1965; Schneider and Stein- 
brecht, 1968; Kaissling and Priesner, 1970). This finding 
corresponds to our observation with the wild silk moth, 



Antheraea pernyi, in which sensilla of this morphological 
type also responded to the attractant of the female (Schneid- 
er et al., 1964). 

Structure ofthe Bombykol receptor 

In earlier publications we described the histological struc- 
tures of the Bombyx antenna as seen with the light micro- 
scope (Schneider and Kaissling, 1956, 1957, 1959). After the 
sensilla trichodea were identified as the bombykol receptor 
organs (Priesner, unpublished), their ultrastructure was 
studied with the electron microscope (Schneider and Stein- 
brecht, 1968; Steinbrecht, unpublished). The general 
scheme of such a sensillum is shown in Figure 1. Sensilla 

FIGURE 1 Semischematic diagram in longitudinal section of a 
sensillium trichodeum ofBombyx mori. Only the base and the tip of 
the thick-walled sense hair are shown (approximately 25 per cent of 
total hair length). The hau is innervated by two sensory nerve cells 
which respond to the sexual attractant bombykol. Accessory cells 
and epidermis cells are omitted. The hair lumen is filled with a 
fluid, the "sensillum liquor," which bathes the dendrites. Inset: 
Enlarged area of the hair wall as seen with the electron microscope. 
Abbreviations: A, axon; C, cuticle; CS, ciliary zone of the outer 
dendrite; DS, extracellular sheath of the dendrites; IS, inner seg- 
ment of the dendrite; L, sensillum liquor; OS, outer segment of 
the dendrite; P, pore; Pt, pore tubule; R, soma of the receptor cell. 
(Courtesy of Dr. R. A. Steinbrecht.) 

trichodea are olfactory insect sensilla of the pore-tubule 
type. The cuticle of these organs is perforated by a complex 
system of outer pores and inner tubules which reach into 
the lumen of the hair. In the best-known sensillum of this 
type (the sensillum basiconicurn of the carrion beetle: Ernst, 
1969) it was shown that the pores and tubules are open to 
the outside, and that the inner end of the tubules is clogged 
by some electron-dense material. Despite claims of several 
investigators, these hollow structures are certainly not 
"neurofilaments" or fine protrusions of the dendrite that 
permit a direct cell contact with the air (see Ernst, 1969). 

The dendrites of the sensillum trichodeum receptor cells 
are found in the lumen of the hair and are bathed in a 
liquid, the "sensillum liquorw (Ernst, 1969). Whether the 
tubules of the hair cuticle reach all the way to the cell 
membrane of the dendrite or end somewhere in the liquor 
is still an open question (Schneider and Steinbrecht, 1968; 
Steinbrecht, 1969b). Bombykol receptor hairs are between 
45 and 140 in length, are innervated by one or two 
sensory nerve cells, and have 1000-3000 pores between 100 A 
and 150 W in diameter, with as many as 20,000 tubules ap- 
proximately 200 W in width. The receptor cell is of the 
ciliary type common to many insect receptors. The distal 
parts of the dendrites contain only small vesicles and neuro- 
tubules and contain no mitochondria or other cell organ- 
elles. 

On the Bombyx antenna we found an average of 16,000 
sensilla trichodea, which are supplied by one receptor cell 
or, at the most, two, amounting to a maximum of 32,000 
bombykol receptor cells in one antenna, or 64,000 in both 
(Steinbrecht, unpublished). Eighty per cent, or 25,000, of 
these cells in each antenna are of the sensitive type, as de- 
scribed below (Kaissling and Priesner, 1970). 

Counts of the 0.2-pdiameter axons in the antenna1 nerve 
revealed that each axon is connected directly with the 
deutocerebrum. Axon fusion, which was assumed to be the 
rule in afferent insect nerves, was not apparent in the Bombyx 
antenna and may be rare or nonexistent in insects (Stein- 
brecht, 1969a). 

Preliminary histological inspection of the Bombyx deuto- 
cerebrum indicates that the number of neurons that are 
potentially the "secondary olfactory elements" is at least 100 
times smaller than the number of odor receptor cells. This, 
together with the occurrence of glomeruli, which seem to 
be areas where the telodendrion of the receptor axons is in 
synaptic contact with the secondary cells, is strikingly an- 
alogous to the bulbus olfactorius of vertebrates. 

Bombykol dgusion on and in the sensillum 

The structural peculiarities of insect olfactory sensilla sug- 
gest that the stimulating molecules do not, as other investi- 
gators have thought (Slifer, 1961; Boeckh et al., 1965), pass 



directly from the gas phase to the extended receptor sur- 
face. Instead, we now assume that the odor molecules are 
first adsorbed on the hair cuticle and thereafter diffuse 
through the pores and tubules into the lumen of the hair 
(Schneider and Steinbrecht, 1968; Adam and Delbriick, 
1968; Ernst, 1969). Possibly they then continue to diffuse 
through the liquor before they eventually make contact 
with the dendritic membrane to start transduction by inter- 
action with a hypothetical acceptor molecule. In principle, 
this system is analogous to the vertebrate nose (air passage, 
mucus, receptor hairs) and many other animal receptors, for 
instance, the vertebrate ear (pinna, outer canal, tympanum, 
middle ear, fluid, hair cells). In all these we are dealing with 
stimulus-conducting systems with potential filter qualities 
which may distort, select, and retard the stimulus before it 
reaches the transductor, the receptor cell. 

This model of the olfactory sensillum is still hypothetical 
to a large extent, but for some of the critical steps we have 
direct or indicative evidence, which stems mainly from our 
studies with radioactive bombykol. 

Adsorption on the cuticle of the hair is apparent when 3H- 
bombykol is blown on the antenna, where it is adsorbed 
readily and also quantitatively under physiological con- 
ditions. These measurements prove the correctness of 
earlier physical calculations (Adam and Delbriick, 1968) 
which predicted that the antenna, with its hairs arranged 
strategically, could filter the pheromone quantitatively out 
of the air stream. The assumption is inescapable that large 
parts of the hair surface are a catching area, because the 
threshold must be 1000 times higher if only the molecules 
that hit the pores directly are effective (Kaissling, 1969). The 
direct evidence of adsorption and the low threshold make 
obsolete our earlier considerations on a possible pore-hitting 
chance after molecule reflection or adsorption (see Boeckh 
et al., 1965). 

Molecirle transfer The next question is: How are the 
adsorbed molecules transferred to the dendrite? One pos- 
sibility is a direct penetration of the cuticle, analogous to 
processes in the bombykol-producing gland of the female 
moth, which does not have pores, tubules, or any kind of 
canals (Steinbrecht, 1964b). A much more plausible as- 
sumption is that the bomb~kol  molecules make use of the 
pore-tubule "gate-system" to enter the hair lumen. The 
structural geometry of this system strongly suggests such a 
process, which is also physically possible with a diffusion 
time which is short in relation to the reaction time of the 
cell (Adam and Delbriick, 1968; Kaissling and Priesner, 
1970). Some of our experiments also indicate that a mole- 
cule-transfer system exists on the hair, the capacity of which 
may be a critical limiting factor. EAGs elicited by strong 
odor stimuli show long-lasting aftereffects which depend on 
the absolute stimulus strength and not on the stimulatory ef- 

ficiency of a molecule, possibly owing to an overloaded 
sensillum surface, which slowly empties the adsorbed mole- 
cules through the tubules to the dendrite (Kaissling, 1969). 
So far, we still lack direct evidence that bombykol enters 
the pores and tubules, let alone that it diffuses through the 
liquor to the dendrite. 

Another question is the location $the acceptor, which is 
generally supposed to be the sensitive and selective receiving 
structure, designed to "read" the message of the odor 
molecule (Kaissling, 1969). Again, the likely structure is the 
receptor membrane, the dendrite, which is, in all prob- 
ability, also the locus of transduction. But we have no 
direct information on either the nature of the acceptor or its 
location. Could this critical deciphering system be situated 
somewhere between the hair cuticle and the membrane of 
the dendrite? Such a position is possible, if we assume, for 
instance, that the tubules are selective filters that are fully 
open for bombykol, partially open for the isomers, and 
closed for any molecule that is not eliciting a cell response. 
In that case, it would not be necessary for the membrane to 
be specialized for bombykol, but the membrane should be 
able to respond equally well to the isomers and some other 
molecules, because the tubules have already accomplished 
the selection. This somewhat provocative displacement of 
the specificity (away from the receptor cell membrane to an 
extracellular structure) is difficult to understand in view of 
the differentiating processes during morphogenesis, because 
the tubules are not the product of the receptor cell. Extra- 
cellular critical selection is also hardly understandable with 
all those insect olfactory sensilla, in which two or more 
cells with their dendrites share a common liquor space and 
have different reaction spectra for odorants (Schneider and 
Boeckh, 1962; Schneider, 1963a; Schneider et al., 1964; 
Lacher, 1964, 1967; Kaissling and Renner, 1968). 

Finally, as with most other receptors, transduction in any 
olfactory cell is not understood. As with visual, auditory, 
and vibration receptors of extreme sensitivity, we must ex- 
plain the function of a highly triggered system. A single 
odor molecule or very few can apparently start an explosive 
spreading of a permeability change or, in other words, in- 
duce the receptor-generator potential. 

Thresholdfor the behavior and single-cell response 

We have recently conducted new large-scale behavior tests 
and numerous single-cell recordings to improve the ac- 
curacy of our earlier estimates of the minimum number of 
molecules necessary to elicit a response (Kaissling and 
Priesner, 1970). Now, the prerequisite for an evaluation of 
these new experiments was the availability of radioactive 
bombykol. This compound was resynthesized, with one 
out of four molecules labeled with tritium in one of the cis- 



positions (Kasang, 1968). We have now been able to mea- 
sure the output of the bombykol sources, the cartridges, and 
to determine the amount of bombykol adsorbed on the 
antenna and on the hairs (Figure 2). As in our earlier work 
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FIGURE 2 Radiometric determination of molecule numbers on the 
antenna of Bombyx. Only the number of molecules on the filter 
paper (3x10-6 pg bombykol) can be measured directly at the be- 
havior threshold. All other values are extrapolations from mea- 
surements at higher intensities. See text for further explanations. 
(Courtesy of Dr. K. E. Kaissling.) 

(Boeckh et al., 1965; Schneider et al., 1967), a direct mea- 
surement of the bombykol output was not possible with 
threshold stimuli, because the sensitivity of the receptor 
system of the animal is much greater than the sensitivity of 
the scintillation counter. The minimum amount of bomby- 
kol detected by the counter was the 10-second output of a 
cartridge holding pg. A significant number of animals 
(18 per cent beyond a control response of 5 per cent, with 
P = 0.004, however, reacted with wing fluttering if stim- 
ulated for less than one second by an air stream passing 
through a cartridge holding 3 X pg of bombykol, 
which can be called the behavior threshold (Figure 3, left 
curve). 

For the extrapolation from the measured output down to 
the threshold output, we could rely on the observation that 
bombykol sources from 100 pg down to low2 pg always 
gave outputs that were proportional to the load, and assume 
such a proportionality to be true also with the even smaller 
charges. With the extrapolation in time, we had to account 
for an initial output peak that bombykol sources show 
during the first 100 milliseconds after the onset of the 
stimulus. 

After correcting for all these factors, including the mole- 
cules adsorbing on insensitive antenna1 structures, we found 

that, during a threshold stimulus, 300 bombykol molecules 
are available for the 25,000 receptor cells of one antenna. To  
learn the chances for hits of one, two, or more molecules on 
any of the cells, we applied the Poisson statistics. The result 
is that only two of the cells encounter two hits, and 300 
encounter single hits (Kaissling and Priesner, 1970). 

These findings have been decisively supplemented by 
single-cell recordings. The resting signal frequency of the 
receptor cells is low but not negligible: 25,000 cells send ap- 
proximately 1600 impulses per second to the brain. One 
can predict that a minimum of 120 additional "bombykol- 
impulses" would be necessary to overcome this background 
noise. 

What is the actual signal threshold of the single cells? 
Figure 3 illustrates the answer: with a pg bombykol 
cartridge, few cells react with one impulse; a stimulus 10 
times higher elicits one or more impulses in 30 per cent of 
the cells; two or more impulses in only a few cells; and so 
on. Because of the many measurements that led to these 
values, it can be said that the one- and two-impulse per- 
centages are significantly ~ositioned on Poisson curves that 
have been drawn through these points. Interestingly, the 10- 
impulse curve does not correspond to the 10-hit curve. 

The close correspondence of the theoretical Poisson 
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FIGURE 3 Bombyx mori male. Behavior reactions and nerve im- 
pulses of single receptor cells. Stimulus: bombykol in micrograms 
on the odor source (glass cartridge with filter paper, see Figure 2). 
Behavior reactions (left curve) counted during two seconds. Eigh- 
teen per cent of the animals (exceeding a control reaction by 5 per 
cent) react at 3x10-6 pg of bombykol ( P  = 0.002). The percentage 
of cells firing 2 1 and 2 2  impulses (hatched curves) fits the theo- 
retical expectation of the corresponding Poisson distribution. The 
10-impulse curves do not fit. Each impulse value is the mean of 
approximately 800 measurements. See text for additional explana- 
tions. (Courtesy of Drs. K. E. Kaissling and E. Priesner.) 



curves with the increase of the number of responding 
receptor cells means that the average rate of impulses is, at 
these low stimulus intensities, strictly random and pro- 
portional to the stimulus strength. Impulse measurements 
necessarily failed to show a significant signal increase at the 
behavior threshold of 3 x lop6 pg of bombykol, because 
of the extremely reduced hit chance for a given sensillum 
from which one is recording. The precise correspondence 
of the impulse curves with the Poisson curves allows, how- 
ever, an extrapolation to the range of the behavior thresh- 
old. Here we find that 200 impulses are elicited per 25,000 
cells, a figure that, in the range of experimental error, is 
identical with the value of 300 cells as hit by one molecule 
each at the behavior threshold. Ths  latter value stems 
from 3H-bombykol measurements, which also led to the 
conclusion that only two of all the cells of one antenna 
received two molecule hits each under these conditions. 
This then also means that only two of the cells gave two 
impulses each. 

Bombykol adsorption in relation to structural geometry, 
cell number, behavior- and impulse-responses led to the 
conclusion that single bombykol molecules elicit at low stim- 
ulus intensities single impulses in the receptor cells. In order 
to reach the same response in 200 cells with double mole- 
cule hits, one would need a stimulus concentration 10 times 
higher. Therefore we may say that the most sensitive type 
of bombykol receptor cells "counts" the molecules at these 
low stimulus intensities. 

Transduction and the fate ofthe bombykol molecule 

According to neurophysiological knowledge, transduction 
in a receptor is understood as the transformation of the 
stimulus energy into the excitatory state of the cell. To 
analyze this process or the chain of processes in the case of 
the bombykol receptor, we need detailed information on 
the following: 
1. The ionic composition of the dendritic cytoplasm and of 

the sensillum liquor. 
2. The molecular composition and architecture of the 

membrane elements that maintain the membrane poten- 
tial. 

3. The chemical nature of the acceptor molecules that pre- 
sumably interact with the bombykol molecules. 

4. The mode of interaction between the acceptor and the 
bombykol. 

5. The principle of the trigger which works on a quanta1 
basis at low stimulus intensities: one molecule elicits one 
impulse, two elicit two impulses. 

6. The fate of the bombykol molecule before and after the 
interaction. 
Our extracellular electrophysiological recordings led to 

the assumption that the receptor-generator potential is of 
dendritic origin, because the microelectrode which is placed 
at the hair base shows a relative negativity with excitatory 
stimuli. The polarity of the simultaneously recorded im- 
pulses, however, is usually positive, indicating that the im- 
pulses are a depolarization of the axon membrane near the 
basement membrane where the reference electrode is placed 
in the hemolymph (see Schneider et al., 1964; Boeckh et al., 
1965). For a detailed insight into the effects of one, two, and 
more molecule hits, recording intracellularly is desirable, 
but at present this is hardly possible because of the small size 
of the cells. For the same reason, the chemistry of the 
dendrite and its extracellular and intracellular media is still 
unknown. 

Recently Kaissling (1969) gave an interesting formalistic 
approach to the transducer function of the bombykol 
receptor. His calculations are based on the amplitudes and 
time constants of the rise and decay of the EAG, which is 
assumed to be a sufficiently reliable image of the receptor 
potential of the bombykol-transducing sensillum. In prin- 
ciple, the bombykol "bonding," which is thought to be 
responsible for the EAG, could be either an adsorptive or 
an enzymatic interaction. The calculation leads to an esti- 
mate of the number of bombykol acceptors, which is 
given as lo8 per antenna. Surprisingly, this figure is almost 
equal to the total number of tubules in all the bombykol 
receptor hairs. So far, we do not understand the meaning 
of this correspondence, but it indicates that the tubules may 
be responsible for the kinetics of the slow potentials. 

The whole receptor system, with its huge branched an- 
tenna and long receptor hairs, is obviously designed for an 
optimal molecule-catching capacity. In contrast, the num- 
ber of bombykol acceptors seems to be uneconomically 
low. If one speculates that the dendritic membranes are 
composed of medium-sized protein molecules, which are 
also the acceptors, one antenna would have between 101° 
and 1012 acceptors. One way to overcome this dilemma 
would be to assume that the tubules lead the molecules 
directly to the acceptor loci on the membrane, thus per- 
mitting the molecule to hit the right acceptor without de- 
lay. Unfortunately, micromorphological studies of these 
structures are extremely difficult, and one cannot as yet 
determine whether the tubules end directly on the mem- 
brane or somewhere in the liquor (see Figure 1). 

Recently we have looked for the bombykol after expos- 
ing many antennae to tritiated bombykol for different 
periods of time (Kasang, unpublished). So far, the results 
indicate that bombykol is first adsorbed on the antenna1 
surface. After several minutes, the bulk of the radioactivity 
has traveled into the antenna, whence it can now be 
eluated with strong organic solvents (chloroform-metha- 
nol). Interestingly, however, the radiochromatograms now 



show three fractions. The alcohol fraction, which pre- 
sumably still is bombykol, is progressively metabolized into 
acid and ester. 

There is no direct indication as yet that this process is re- 
lated to transduction, because it is observed with male and 
female antennae and also occurs on other parts of the insect 
body (but not on cotton fibers). 

This comparatively slow bombykol degradation, how- 
ever, may very well be an important biological mechanism. 
The pheromone, aside from the question of whether it is 
used in transduction or only adsorbed on inexcitable struc- 
tures, must become inactivated to prevent subsequent, and 
erroneous, receptor stimulation that may come from a later 
bombykol desorption. This consideration would, of course, 
also apply to the female. Female moths have been reported 
to be attractive only when their lure glands are expanded 
(Brady and Smithwick, 1968; Gotz, 1951; Jacobson, 1965; 
Shorey and Gaston, 1967). Metabolic pheromone degrada- 
tion would explain this phenomenon. Any attractant that 
also contaminates the scaly body of the calling female is - 
progressively destroyed. 

Summary 

The sex-attractant (bomb~kol) system of the silk moth, 
Bombyx mori, consists of: (1) the female pheromone-emanac- 
ing glands; (2) the transport medium (air); and (3) the 
receptor organs on the male antennae. The dendrite of the 
olfactory receptor cell is in a fluid-filled hair, the cuticular 
wall of which is penetrated by pores and microtubules. 
Bombykol molecules are adsorbed on the hair surface and 
presumably diffuse to and through the pores and tubules 
into the fluid, where they hit the dendritic membrane and 
elicit the cell response. Behavioral and electrophysiological 
threshold studies reveal that the receptor cell responds to 
single-molecule hits, whereas the animal needs the activa- 
tion of approximately 200 cells in each antenna to start its 
motor response. The close correspondence of the impulses 
as elicited in the receptor cell, with the Poisson distribution 
of molecule hits, indicates that one molecule elicits one im- 
pulse and two molecules elicit two impulses. The 10-mole- 
cule hit curve, however, does not fit the 10-impulse curve. 
The mechanism of transduction is still unknown but can be 
treated in terms of a mathematical formalism which is 
based on the electrical responses. Biochemical studies indi- 
cate that bombykol is progressively, but only partially, 
metabolized into acid and ester on male and female anten- 
nae and on other parts of the body of the animals. Any con- 
nection between this process and the transducer function is 
so far unknown. The possible biological meaning of the 
bombykol degradation is discussed. 
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47 General Principles of 

Neuroendocrine Communication 

B E R T A  S C H A R R E R  

ONE OF THE important insights gained in the neurobiolog- 
ical sciences during the past decade is recognition of the high 
degree of functional interdependence between nervous and 
endocrine centers. Their effectiveness in coordinating the 
body's regulatory activities requires pathways of com- 
munication between these two systems of integration (Fig- 
ure 1). Because each of them functions in its own characteris- 
tic way, it cannot be assumed a priori that the "language" of 
one is suitable for the other. By definition, signals from 
endocrine organs to the nervous system are carried by 
blood-borne chemical messengers (hormones). In the frame- 
work of the present discussion, nothing more needs to be 
said about these afferent stimuli than that certain nerve cells 
are capable of recording endocrine signals and converting 
them into two types of neural activities. One leads to 
changes in the organism's behavior; the other elicits en- 
docrine responses and thus becomes part of the ever-chang- 
ing sequence of regulatory events that constitute neuro- 
endocrine integration. 

The nature of the efferent pathways, linking the neural 
with the endocrine apparatus, turns out to be rather com- 
plex. Its general analysis, which is the central topic of this 
chapter, is based on correlative structural and functional 
studies in a large variety of animal forms, both vertebrate 
and invertebrate. The literature in this field has become so 
voluminous that only a small selection of representative 
references can be given. The examination in depth of a few 
specific cases is the subject of the chapter that follows. 

In principle, there are two ways in which the switchover 
from nervous to endocrine systems can be accomplished. 
One is by conventional innervation; the other, by the 
activity of specialized neurosecretory centers. The two 
modes of communication have certain features in common, 
but differ in others. In both instances, the neuron, in re- 
sponse to afferent stimuli, transmits information by means 

of a special neurochemical mediator to an effector cell that 
is endowed with an appropriate receptor site. Major dif- 
ferences in the nature of the various available mechanisms 
concern the duration of the signal and the spatial relation 
between the site of release of the messenger substance and 
the receptor (effector cell). 

EXTEROCEPTIVE AND INTEROCEPTIVE 

FIGURE 1 Diagram illustrating theoretically possible neuroen- 
docrine interactions. The arrows symbolize both nervous and 

B E R T A s c H A  R R E R Department of Anatomy, Albert Einstein hormonal connections. In any given case only some of the path- 
College of Medicine, Bronx, New York ways are actually used. (From Scharrer and Scharrer, 1963.) 



Control ofendocrine cells by 
conventional innervation 

Direct nervous control of endocrine cells by conventional 
synaptic transmission is feasible, as the recipient cell is geared 
to chemical mediation. However, the strictly localized 
nature of the contact areas involved, and the exceedingly 
short duration of the signals conveyed by standard neuro- 
transmitter substances (e.g., acetylcholine, noradrenalin), 
impose certain restrictions on the efficacy of such a control 
mechanism. Optimally, every gland cell would have to be 
endowed with its own secretomotor junction. In order to 
result in appropriate responses, simultaneous and continuous 
signals would have to be directed, via these synaptic com- 
plexes, to the endocrine effector cells over periods of time 
that by far exceed those characteristic of regular interneu- 
ronal or neuromuscular communication. Therefore, the 
question is whether such conventional neural control, pro- 
vided it exists in a given endocrine organ, plays a major or 
only a minor role. 

An obvious feature to look for in organs suspected of 
being under direct neural control is morphological evidence 
of innervation. In the case of endocrine cells, secretomotor 
junctions have long been thought to be absent. Proof to the 
contrary was impossible under the restrictions of light mi- 
croscopy. Even today, after much painstaking scrutiny of a 
variety of tissues under the electron microscope, neuro- 
effector junctions with endocrine cells have not been record- 
ed with sufficient frequency to warrant the conclusion that 
each of these cells receives its own nerve supply, or at least 
the majority do. On this basis alone, therefore, it seems un- 
likely that all the existing neuronal directives, be they stim- 
ulatory or inhibitory, are conveyed to endocrine centers by 
conventional synaptic transmission. 

Nevertheless, reports on ultrastructural evidence for in- 
nervation of endocrine cells are no longer a rarity, and 
cover a variety of organs. Among these, as might be ex- 
pected, are effector cells of neural derivation, viz., those of 
the adrenal medulla (von Euler, 1967) and of the pineal 
gland (Wurtman et al., 1968; Machado et al., 1968). Neuro- 
effector junctions that establish contact with non-neural en- 
docrine cells tend to lack some of the attributes of typical 
synapses, especially membrane specializations (see below). 
Such contact sites occur in beta and alpha cells of mam- 
malian pancreatic islets (Legg, 1967; Esterhuizen et al., 1968; 
Watari, 1968; Shorr and Bloom, 1970); in all three layers 
of the adrenal cortex (Unsicker, 1969) ; in Leydig cells of 
the avian testis (Baumgarten and Holstein, 1968) ; and in the 
ultimobranchial body of amphibians (Robertson, 1967) and 
birds (Stoeckel and Porte, 1967), as well as in the parafollic- 
ular cells of a mammal (Young and Harrison, 1969). Con- 
trol of the renin-producing juxtaglomerular cells by ad- 
renergic fibers is suggested by fluorescence-histochemical 

and electron-microscopic information (Barajas, 1964; 
Gomba et al., 1969). Of particular interest are data on the 
innervation of adenohypophyseal elements. 

For example, in the pars intermedia of the cat (Figure 2, 
Figure 3A), Bargmann et al. (1967) observed one type of 
synaptic specialization, presumably adrenergic, with small, 
dense-core vesicles interspersed among electron-lucent ones 
(see also Streefkerk, 1967; Howe and Maxwell, 1968). 
Another, with only electron-lucent presynaptic vesicles, 
was tentatively interpreted as a cholinergic synapse but, like 
other secretomotor junctions in the endocrine system 
(Doerr-Schott and Follenius, 1969), these, too, might in 
reality be aminergic, even though they do not happen to 
display "typical" dense-core vesicles. The identification of 
adrenergic junctional complexes in the meta-adenohy- 
pophysis ("pars intermedia") of teleosts was accomplished 
by means of ultraradioautography after the administration 
of tritiated noradrenalin (Follenius, 1968). Several additional 
morphological data are available, for instance, for amphib- 
ians (Dent and Gupta, 1967; Jbrgensen and Larsen, 1967; 
Enemar et al., 1967; Pehlemann, 1967; Saland, 1968; Goos, 
1969). 

Indirect experimental evidence for the existence of neural, 
as constrasted with hormonal, input was obtained from 
animals in which unilateral interruption of nerve supply 
affected merely one side of the neuroendocrine axis. This 
was true for the alteration of nuclear size in the zona fascic- 
ulata deprived of its connection with the ventromedial nu- 
cleus of the hypothalamus (Smollich and Docke, 1969). In a 
comparable situation, among cephalopods, one of the exist- 
ing pair of optic glands, the hormonal product of which 
stimulates gonadal maturation, was released from inhibitory 
neural control by unilateral severence of the connection 
with the central nervous system (Wells and Wells, 1969). 
Again, the result speaks for direct nervous control over 
endocrine tissue, even though the ultrastructural identifica- 
tion of regular secretomotor junctions is still missing (Bern, 
personal communication). 

The question is what specific role can be assigned to 
synaptically transmitted information of this sort. In kogs, 
for example, aminergic light-dependent neurons in contact 
with pars intermedia cells seem to be responsible for a tonic 
type of inhibitory control over the release of the chro- 
matophorotropin MSH (Oshima and Gorbman, 1969; see 
also Iturriza, 1969). Control over hormone release was also 
postulated for the adrenal cortex (Unsicker, 1969). On the 
whole, however, this question is still largely unanswered, 
because, in the majority of cases discussed in the preceding 
paragraphs, conventional synaptic signals are not the only 
controlling factors in operation. In fact, it would be diacult 
to state with certainty if, in any of the existing glands of 
internal secretion, conventional innervation would suffice 
as the sole means for control. As is discussed in the next 



section, the efficient operation of the neuroendocrine axis 
depends on the availability of additional mechanisms, which 
overcome the limitations inherent in synaptic control. 

Control of'endocritze cells by 

Neurochemical communication with endocrine structures 
in ways other than synaptic is accomplished by a special 
class of nerve cells called "neuroseaetory neurons." An 
appreciation of their significance in neuroendocrine media- 
tion requires a brief general characterization of the phenom- 
enon of neurosecretion. 

THE CLASSICAL CONCEPT OF NEUROSECRETION The 
concept that certain nerve centers specialize in "neurosecre- 
tory activityu has gradually evolved from a combination of 
cytological and physiological investigations. (For reviews, 
see Scharrer and Scharrer, 1963; E. Scharrer, 1965, 1966; B. 
Scharrer, 1967a, 1969a; Bern, 1966; Bern and Knowles, 
1966; Picard and Stahl, 1966; Hagadorn, 1967a, 1967b; 
Bargmann, 1968; Hofer, 1968; Sachs, 1969.) Neurosecre- 
tory neurons are found widely in the animal kingdom, 
from primitive metazoans to mammals (Gabe, 1966; Lentz, 
1968), which bespeaks their basic functional importance. In 
essence, the unique property of these neurons is that they 
produce chemical messengers in quantities that permit dis- 
semination by circulatory channels. These substances, being 
more stable than regular neurotransmitters, are capable of 
eliciting sustained effects in multiple and diverse "target 
cells" that are situated at some distance from the site of re- 
lease of the active principle. Many, but by no means all, of 
the responding cells are endocrine. 

Because these blood-borne neurochemical messengers 
have a large sphere of operation, and because re-use of the 
mediator, as seems to occur in adrenergic and possibly 
other kinds of synaptic transmission by a "shuttle-service" 
type of operation (see Iversen, 1967), is unknown in neuro- 
secretory substances, the latter must be synthesized in larger 
quantities than the conventional agents operating in "chem- 
ical synaptic transmission." In short, substances with the 
specifications outlined resemble regular hormones in every 
respect except that their cells of origin are neurons. The 
term "neurohormone" commonly applied to them is, there- 
fore, indeed appropriate. 

In cells manufacturing neurohormones, secretory activity 
takes precedence over other neuronal attributes. Thus, they 
are neither ordinary nervous elements nor glandular cells, 
but a combination of both (Figure 4). This structural and 
functional specialization sets them sufficiently apart from 
conventional neurons to warrant the designation of neuro- 
secretory neurons (see B. Scharrer, 1967a, 1969a, 1969~). 

Typical neurons of this kind are easily recognized at the 

light- and electron-microscopic levels by their pronounced 
glandular features and the fact that, instead of establishing 
synaptic contact with contiguous (neuronal or non-neu- 
ronal) effector cells, they terminate in close proximity to 
vascular channels. The proteinaceous nature of the secre- 
tory product (active polypeptides bound to carrier proteins 
called neurophysins; see Berde, 1968) is responsible for its 
identification under the light and electron microscopes. The 
presence of characteristic, more or less electron-dense, mem- 
brane-bounded granules in several size categories has been 
demonstrated in numerous ultrastructural studies and need 
not be elaborated on here. 

Groups of terminals laden with neurosecretory storage 
material, ready to enter the circulation, often form "neu- 
rohemal organs." These are exemplified by the neuro- 
hypophysis of vertebrates, the corpus cardiacum of insects, 
and the sinus gland of crustaceans. Together with the neural 
centers in which the neurohormones are manufactured and 
the axonal tracts in which they are conveyed to the terminals 
and stored, the neurohemal organs form neurosecretory 
systems. 

The most widely studied among these organ complexes 
are the hypothalamic-neurohypophyseal systems of mam- 
mals and other vertebrates. The neurohormones released 
from them fall into two categories. 1. The so-called poste- 
rior-lobe hormones, derived from neurosecretory neurons 
in the supraoptic and paraventricular hypothalamic nuclei of 
higher vertebrates, reach nonendocrine "terminal targets" 
(such as kidney tubules and uterine muscles) by way of the 
general circulation. Their activities are examples of first- 
order neuroendocrine mechanisms, a term proposed by 
Rothballer (1957) for neurohormonal activities that control 
"terminal targets" directly. Because they do not involve 
endocrine way stations, they lie outside the topic with 
which the present text is concerned. 2. Neurohormones 
originating in other hypothalamic centers, such as the ar- 
cuate nucleus, and released into the hypothalamic-adeno- 
hypophyseal portal system at the level of the median emi- 
nence are responsible for second- or third-order neuro- 
endocrine mechanisms. These intrahypophyseal functions 
are of direct concern for processes of neuroendocrine inter- 
action, and are discussed in somewhat more detail below. 

In analogous organ systems among invertebrates, the 
central role of the neurosecretory neuron as an intermedi- 
ary is essentially the same. It rests on its capacity to receive 
and process a variety of signals from neural centers and to 
pass it on to centers of internal secretion, thus exerting con- 
trol over their multiple and intricate functions (E. Scharrer, 
1952). 

MODULATIONS OF THE CLASSICAL VIEWS ON NEURO- 
SECRETION The preceding paragraphs have summarized 
the classical interpretation of the phenomenon of neuro- 



FIGURE 2 Diagram showing innervation oC endocrine cells ergic (I), adrenergic (2), and "peptidergic" (3) fibers and 
of pars intermedia of cat pituitary. Note presumed cholin- terminals. (From Bargmann et al., 1967.) 

secretion. In recent years, important contributions to this 
core of knowledge have yielded new insights on two fronts, 
as a result of which the dividing line between conventional 
and neurosecretory neurons is no longer so sharp as it ap- 
peared in the past. Some of the existing borderline cases 
more or less defy classification, and the validity of criteria 
for the classification of neurosecretory neurons has changed. 

I. In addition to the prototypes, i.e., the "peptidergic" 
neurosecretory A fibers, there are others in which the ma- 
terial to be discharged into the circulation or elsewhere is of 
nonpeptide character. Such B fibers (which should not be 
confused with the conventional neuron type for which the 
same letter is used in the neurophysiologic~l literature) fur- 
nish active principles that resemble chemically those operat- 

ing as transmitters in ordinary aminergic neurons, but do  
so in greater quantity and apparently with different results 
(see, for example, Knowles, 1965a, 1965b; Bjorklund et al., 
1968; B. Scharrer and Weitzman, 1970). These elements 
are further discussed in the section on hypophysiotropic 
factors. The source of another kind of nonpeptide neuro- 
hormone may exist in the insect brain (Williams, 1967). 

2. Not  all the A and B fibers in existence terminate at or 
near vascular channels. They may establish direct contact 
with an effector cell which may be neuronal, endocrine, or 
neither. They may also terminate close to several putative 
effector cells, i.e., at a distance of no more than several thou- 
sand Angstrom units. An extracellular stromal material that 
occupies the intervening space may perhaps serve as a tem- 

FIGURE 3 Examples of electron micrographs showing nerve ter- (From Unsicker, 1969.) C. Terminal with numerous agranular 
minals in synaptic or synaptoid contact with endocrine cells. A. synaptic vesicles penetrating beta cell of pancreatic islet of cat. 
Fiber (arrow) terminating on parenchymal cell of pars intermedia ~48,000. (From Legg, 1967.) D. Ovoid profile of terminal on 
of cat pituitary. X24,OOO. (From Bargmann et al., 1967.) B. Nerve alpha cell (at left) of pancreatic  isle^ of brown bat. X24,000. (From 
terminal on cell of adrenal cortex of Syrian hamster. X42,OOO. Watari, 1968.) 



porary reservoir and as a vehicle for the relatively slow gous organs among invertebrates, such as the corpus allatum 
propagation of the mediator substance (see Barer, 1967; B. and the prothoracic gland of insects (B. Scharrer, 1964a, 
Scharrer, 1969a). 1964b), and perhaps the infracerebral gland of nereids 

Sites of direct contact ("neurosecretomotor junctions," (Golding et al., 1968). Because, in such special instances, the 
Bern, 1966) and terminations close to endocrine cells can be dispatch of neurosecretory signals does not involve the 
found in the adenohypophysis of vertebrates and in analo- circulatory system, and the action presumably occurs in the 

FIGURE 4 Diagram of neurosecretory neuron 
showing organelles (ergastoplasm, ER, and 
Golgi apparatus, GA) involved in the produc- 
tion of neurosecretory material. Some of the 
neurosecretory granules (NS) in axon (A) have 
fused into larger units. (From E. Scharrer, 
1966.) 



direct vicinity of the site of release of the messenger sub- 
stance, the latter should not be designated as a neurohor- 
mone. On the other hand, the proteinaceous nature of the 
mediator sets it apart from conventional neurotransmitters, 
and virtually nothing is known about the mode of operation 
of peptidergic neurosecretomotor junctions. Therefore, 
these cannot be ranked among the standard types of synap- 
tic contacts, but rather among the "synaptoid" configura- 
tions (see below). The interpretation of this class of ultra- 
structural specializations has much to gain from the correla- 
tion of electron-microscopic and physiological information. 
This applies, for example, to the analysis of the events in- 

volved in the discharge of neurosecretory material from the 
axon, a problem that has been given much attention in 
recent years. 

RELEASE MECHANISM FOR NEUROSECRETORY SUB- 
STANCES Irrespective of the nature of their site of termina- 
tion, neurosecretory neurons display ultrastructurally dis- 
tinctive areas at which the messenger substances are released 
(Figure 5). These subcellular specializations, which are 
rather widespread in the terminal part of the axon, mimic 
presynaptic parts of conventional interneuronal junctions 
(clustered "synaptic-type" vesicles, electron-dense deposits 

FIGURE 5 Electron micrographs illustrating sites of release of 
neurosecretory material in the corpus cardiacum of insects. A. 
Synaptoid configuration in neurosecretory axon facing extracel- 
lular stroma (top) which separates neuron from hemolymph 
(Le~~cophaea maderue). ~48000,. Note A-type neurosecretory 
granules (NS) and numerous small, agranular, and few dense-core 
vesicles plus diffuse opaque material pressing against axolemma. B. 
Profile of neurosecretory axon with A-type granules, one of which 

buds off small electron-lucent vesicles (arrow). Also note small 
dense-core vesicles (V) and free dense particles clustered near 
stromal area (presumed site of release) (Periplaneta americana). 
~42,500. ER, endoplasmic reticulum; M, mitochondrion. C. 
Part of neurosecretory axon with three electron-dense granules, 
one of which faces a similar granule in extracellular location 
(arrow) (Bysotria fumi'ata). X42,000. (A and B, from B. Scharrer, 
1968a; C, original.) 



at the junctional membranes, and so forth) and have, there- 
fore, been called "synaptoid" configurations (see Knowles, 
1967; Lederis, 1967; B. Scharrer, 1967b, 1968a). 

At release sites where postsynaptic cells are missing (Fig- 
ure 5), regular "chemical transmission" is out of the ques- 
tion. Therefore, the small electron-lucent vesicles in syn- 
aptoid areas need not be considered as receptacles for ace- 
tylcholine. Instead, at least some of them seem to be related 
to the mechanism by which the active material is released 
from the neurosecretory vesicle (see Knowles, 1965b; Bern, 
1966; Herlant, 1967 ; Lederis, 1967 ; Streefkerk, 1967 ; Giller 
and Schwartz, 1968; B. Scharrer, 1968a). 

More or less intact neurosecretory granules in extra- 
axonal location, i.e., having been discharged by exocytosis 
(Figure 5C) have been described in some species, particularly 
arthropods (see Weitzman, 1969; Normann, 1969). More 
often, however, the ultrastructural details observed speak 
for the fragmentation of the larger neurosecretory vesicles 
before their products are extruded from the neuron. In 
either case, thk membranes bounding small synaptoid ves- 
icles seem to be derived largely from those that formerly 
enclosed the neurosecretory granule (Figure 5B). It remains 
to be seen whether the more or less electron-lucent content 
of some of these small vesicles is active neurosecretory 
material that is no longer bound to its protein carrier and is 
ready to be discharged. Equally uncertain, therefore, is the 
chemical composition of the diffuse, electrondense mate- 
rial that gives the impression of having been spilled from the 
neurosecretory vesicles and forms deposits close to the 
plasma membrane, ready to enter the extracellular compart- 
ment. Is it protein carrier (neurophysin) devoid of, or still 
affiliated with, active neurosecretory messenger substances? 
Further exploration of their mode of discharge and dissem- 
ination, the clarification of which is so important for the 
functional interpretation of these neurochemical mediators, 
should be based on the premise that one of several possible 
patterns may be prevalent, although not exclusive, in one 
animal species and absent or of minor importance in 
another. 

The view that the synaptoid configurations discussed are 
indeed release sites of neurosecretory material is supported 
by experimental evidence. Their numbers were found to be 
increased after electrical stimulation in vitro of nerves, 
causing neurohormone release from the corpus cardiacum 
of insects (Scharrer and Kater, 1969; see also Normann, 
1969). Because these more or less transient specializations of 
neurosecretory axons are functionally not equivalent to 
conventional synaptic elements, their presence is, in itself, 
not suggestive of impulse conduction. Nevertheless, the 
same mechanism, involving depolarization of the plasma 
membraneand calcium dependency, seems to be responsible 
for the transfer to the extracellular compartment of neuro- 

secretory products, as well as other neurochemical medi- 
ators (Douglas and Poisner, 1964; Douglas, 1968). 

HYPOPHYSIOTROPIC FACTORS Because of its dominant 
role in the control of other endocrine as well as "terminal" 
effector sites, the aden~hypoph~sis and its dependence on 
neural input occupy the center of interest within the frame- 
work of neuroendocrin~log~ (see Scharrer and Scharrer, 
1963; Bajusz and Jasmin, 1964; Weitzman, 1964-1970; E. 
Scharrer, 1965, 1966; B. Scharrer, 1967a, 1968b, 1969a; 
Martini and Ganong, 1966-1 967; Bajusz, 1969). Extrinsic 
and intrinsic afferent stimuli, transformed into uniform 
efferent commands within the hypothalamus, are relayed 
to the various glandular elements of the pars anterior and 
pars intermedia by neurochemical mediators, many of 
which qualify as neurohormones. These substances all have 
in common that they alter the release and apparently also 
the rate of synthesis of specific adenohypophyseal hormones. 
Instead of reaching their destinations by way of the general 
circulation, the hypothalamic factors involved make use of 
special pathways, in particular the primary plexus of the 
hypophyseal portal system. 

Because a number of them elicit the discharge of ade- 
nohypophyseal tropic hormones, such as the follicle-stim- 
ulating and the adrenocorticotropic hormones, the for- 
mer have been given the designation of "releasing factors." 
However, because this control over the pituitary by the cen- 
tral nervous sytem includes additional, e.g., inhibitory, 
activities, the more general terms of "hypophysiotropic 
factors" or "regulating factors" are preferable. 

There is neither space nor need for a detailed discussion of 
the hypophysiotropic factors, which are referred to by ab- 
breviations such as FSHRF (or FRF, follicle-stimulating 
hormone releasing, or regulating, factor). These have been 
extensively discussed and reviewed recently by several 
authors (see Schally et al., 1967-1968; Brodish, 1968; Mc- 
Cann and Porter, 1969). 

The chemical nature of these relatively small molecules 
has not yet been entirely elucidated in mammals, and much 
less so in lower vertebrates (Jfirgensen and Larsen, 1967). 
Most of them seem to be of peptide nature or, perhaps, of a 
more complex structure with peptide linkages (McCann 
and Porter, 1969). The existence of a carrier protein com- 
parable to neurophysins of posterior-lobe material is sug- 
gested by the appearance of a histologically demonstrable 
substance that parallels an increase in CRF (corticotropin 
releasing factor) in the median eminence of the adrenalec- 
tomized mouse (Bock and aus der Miihlen, 1968). 

There is, however, evidence for the presence of addi- 
tional, i.e., nonpeptide mediators that are also released into 
the hypophyseal portal system of the median eminence. 
For example, in the rat, catecholamine-containing neurons 



(B fibers of Knowles) which form the tubero-infundibular 
tract, have been shown to participate in the regulation of 
gonadotropin secretion in a manner that has not, as yet, 
been fully clarified. There is some evidence that the time 
course characteristic for the operation of B fibers is inter- 
mediate between that of neurosecretory A fibers and con- 
ventional neurons. Perhaps such B fibers play an auxiliary 
role by monitoring the activity of peptidergic hypophysio- 
tropic factors (Kamberi et al., 1969), or they may function 
as regulating factors in their own right. 

The relevant principle involved in the control of rhyth- 
mic reproductive phenomena in the rat does not appear to 
be noradrenalin (Sandler, 1968) but dopamine, accumula- 
tions of which are present at terminal sites where release 
into the capillary plexus takes place. This class of materials 
can be demonstrated either histochemically by the highly 
specific fluorescence technique of Hillarp and his coworkers 
(see Falck and Owman, 1965), or electron micro~copically 
by the presence of numerous small (about 500 A), dense- 
core vesicles after appropriate treatment (incubation with 
a-methylnoradrenalin, fixation in potassium permanga- 
nate). 

The extensive analysis of Hokfelt (1967, 1968) deserves 
much of the credit for elucidating the ultrastructural criteria 
for aminergic release sites in this and other parts of the ner- 
vous system. His results are in line with those of Devine and 
Simpson (1968), Machado et al. (1968), Budd and Salpeter 
(1969), and others. 

In mammals, the only known pathway for the neuro- 
chemical control of anterior pituitary cells, irrespective of 
the chemistry involved, is via the portal system just de- 
scribed. 

The pars intermedia, on the other hand, shows pepti- 
dergic and aminergic terminals in direct contact with endo- 
crine elements (Figure 2), as shown for the cat by Bargmann 
et al. (1967). Such junctional areas are also found on anterior 
pituitary cells of some fishes; in others, somewhat inter- 
mediate situations have been observed in which release sites 
of neurosecretory axons abut on the extracellular stroma 
discussed earlier (see Vollrath, 1967; B. Scharrer, 1968a, 
1969b). 

It is of particular interest that the mammalian pars inter- 
media, in addition to peptidergic neurosecretomotor con- 
tacts, also contains junctional complexes that possess the 
characteristics of conventional synapses (Bargmann et al., 
1967). These are dealt with accordingly in the preceding 
section. 

General conclusions and outlook 

The general impression gained from this survey of neuro- 
endocrine communication is that of a remarkable diversity 
by which neurons, both conventional and neurosecretory, 

address themselves to hypophyseal and other endocrine 
centers. Depending on the kind of animal and the glandular 
effector site under investigation, cellular conduction, diffu- 
sion, or vascular transport of the neuromediator may pre- 
dominate. In other words, the transfer of information may 
occur at close contact or over a wide range of extracellular 
distances, and thus both neurohumoral and neurohormonal 
messengers are involved. 

For the dispatch of localized signals, conventional "chem- 
ical synapticw and special "peptidergic" junctions are avail- 
able. The latter may provide relatively sustained "private" 
messages and thus overcome the temporal limitations of 
regular synaptic control. Yet, both forms of local signaling 
seem to have their place in special situations and, as they 
involve more than one type of chemical messenger, they 
can be said to enrich the "vocabulary" of neuroendocrine 
communication. 

The fact remains, however, that the gap between the 
nervous and the endocrine systems could not be bridged 
effectively by conventional innervation alone. The major 
load in this important process is handled to best advantage 
by neurohormones, provided by neurosecretory neurons. 

The realization that this distinctive class of neurons itself 
makes use of more than one chemical and functional type 
of neurochemical mediator has further widened the scope 
of the study of neuroendocrine mediation. As a result, an 
intermediate category of neuroendocrine interactions must 
now be recognized in which neither neurohormonal nor 
regular neurotransmitter-type messengers are in operation. 
These interactions, about which knowledge is still frag- 
mentary, require much further illumination. A search 
along evolutionary lines should yield valuable information 
on the gradual evolvement of different levels of specializa- 
tion and their functional significance. This phylogenetic 
process concerns not only a progressively restricted distribu- 
tion of specific mechanisms for neurochemical signaling, 
but a concomitant increase in discrimination on the part of 
the effector cells. The biochemical background of this 
specialization is still in the realm of speculation. Although 
the common denominator in the different chains of cellular 
events elicited by various kinds of neurochemical mediators 
may be cyclic AMP (adenosine monophosphate) (Jutisz and 
Paloma de la Llosa, 1969), the specificity of the responding 
cell may have evolved in step with that of the enzyme 
adenyl cyclase, as suggested by Bonner (1969). 

Irrespective of the existing spectrum of neuroendocrine 
mediation, the distinction between neurohormones and 
neurohumors should be retained. Similarly, the concept of 
neurosecretion should not be abandoned, in spite of recent 
modulations in its scope. On the other hand, the term "neu- 
rosecretory" would become meaningless if it were extended 
to include conventional neurons as well, even though they 
have the biosynthetic equipment for secreting small amounts 



of specific substances. This well-established term should R E F E R E N C E S  
continue to denote only that distinctive class of neuronal 
elements in which the synthesis, storage, and release of 
glandular products have become the dominant feature. 

Hypothalamic neurosecretory neurons, together with the 
mammalian pineal and adrenal medulla, have been classified 
as "neuroendocrine transducers" by Wurtman et al. (1968), 
because they "act to convert a neural input into an endocrine 
output." In thls respect, they are said to differ fiom "endo- 
crine transducers (thyroid, ovary, adrenal cortex) whose 
physiological input comes only from the circulation." 
After careful assessment of current information, the ques- 
tion arises as to whether this classification is accurate and 
conceptually useful. 

At first glance, the separate status of these three neuro- 
endocrine transducers would seem to be justified, because it 
is concordant with the fact that, because of their neural 
derivation, they are singularly suited for neuroendocrine 
communication. 

But what about endocrine glands of non-neural ancestry 
that display previously unsuspected signs of innervation? As 
discussed above, examples of these are found among various 
vertebrates in the pars intermedia and pars anterior of the 
pituitary, and adrenal cortex, the pancreatic islets, and in 
calcitonin-producing tissue ; among invertebrates, an exam- 
ple is the corpus allatum of insects. Or,  what about en- 
docrine organs whose input of signals does not come from 
the circulation alone, but via additional pathways, such as 
extracellular stromal channels in the adenohypophysis of 
some fishes? Obviously, these and other cases do not fit 
into either of the two categories of transducers proposed by 
Wurtman. 

Furthermore, is an endocrine effector cell that receives 
neurochemical instruction from a neurosecretory neuron an 
endocrine transducer if the mediator is a neurohormone? 
Does its status change to that of a neuroendocrine transducer 
if the message is conveyed by a representative of the same 
class of ne~rosecre tor~ neurons, but in this case by way of a 
neurosecretomotor junction? In the latter instance, the 
neurosecretory neuron would be one step removed from 
the position of neuroendocrine transducer and would be- 
come the penultimate link in the chain of commands con- 
stituting neuroendocrine integration. Clearly, the multiplic- 
ity of existing and potential modes of operation does not 
lend itself to rigid categorization. 

As it turns out, neuroendocrine "transduction" is not 
confined to the activity of modified neural elements capable 
of hormone production, but makes use of a whole spectrum 
of possibilities. The recognition of this versatility appears to 
be the salient feature in the present analysis of the subject of 
neuroendocrine communication. 
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RICHARD J. W U R T M A N  

IN GENERAL, the brain sends signals to other organs by uti- 
lizing chains of neurons connected by synapses. Peripheral 
nerves constitute the last links in these chains; their axons 
terminate directly on skeletal muscle, adipose tissue, and 
exocrine glands, and transmit instructions to these cells by 
releasing acetylcholine or norepinephrine. Among the 
many tasks the brain must perform, at least two cannot be 
mediated solely through neuronal channels, because the 
organs with which the brain must communicate do not re- 
spond to neurotransmitters, which are released in their im- 
mediate vicinity, but to other chemical signals, which are 
delivered to them by the blood stream. These tasks include 
regulation of concentrations of certain substances in the 
extracellular fluid, and control of the reproductive organs. 

For example, one of the effector mechanisms activated by 
the brain when plasma glucose concentrations fall below an 
allowable minimum operates by accelerating the rate of 
glycogenolysis in the liver. The immediate signal that in- 
structs the hepatic cells to initiate the depolymerization of 
glycogen is a hormone, epinephrine, which reaches the hep- 
atocytes not by diffusing across a synapse, but by being 
taken up from the circulation. Similarly, the brain of the 
female mammal instructs the ovary to mature, and subse- 
quently directs it to ovulate, not by sending nerve impulses 
to individual ovarian cells but by causing the pituitary gland 
to secrete specific hormones, the gonadotropins. These sub- 
stances reach the ovary via the blood stream, and activate 
biochemical processes leading to the maturation of the 
ovum, ovulation, and the synthesis of ovarian hormones. 

The output signals emitted by neurons differ in important 
ways from those emitted by cells that communicate with 
their target tissues via the general circulation, i.e., endocrine 
cells. Hence, the ability of the mammalian brain to regulate 
substances in the extracellular fluid and to control gonadal 
function requires that the brain have access to a specialized 
group of communications cells capable of transducing neu- 
ronal inputs to hormonal outputs. These cells may be 
termed "neuroendocrine transducer cells." Their input sig- 
nals resemble the input (or output) of a neuron, in that they 
respond to a neurotransmitter, which releases them by dif- 
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fusing across a short distance, typically at a synapse. Their 
output signal is similar to the output (or input) of a true 
endocrine cell, in that they emit coded chemical messages 
that are delivered to all cells in the body, but provide infor- 
mation to only a relatively small population of receptor 
cells (Figure 1). 

INPUT OUTPUT 

NEURON 

TRANSDUCER 
C E L L  

ENDOCRINE 
C E L L  

FIGURE 1 Schematic diagram showing inputs and outputs associ- 
ated with neurons, neuroendocrine transducer cells, and endocrine 
cells. 

The present paper compares some of the communications 
properties of neurons, endocrine cells, and neuroendocrine 
transducer cells, and describes two specific examples of the 
latter-pinealocytes and adrenomedullary chromafin cells. 

Some Di$ere~zces Between Neural 
and E~zdocrine Communications 

The transmission of signals from one neuron to another (or 
from a neuron to the cells that it innervates) is mediated by a 
familiar process: the neurotransmitter, a specific substance 
stored within characteristic subcellular vesicles, is liberated 
near the receptor cell. Most commonly, this release occurs 
at an identifiable anatomical locus, the synapse. The neuro- 



transmitter then diffuses across a short distance to reach a 
specialized zone (the postsynaptic membrane) on the recep- 
tor cell, where it alters the flux of specific ions. This causes a 
change in electrical potential within the postsynaptic cell 
and, if the cell is a neuron, alters the probability that an 
action potential will be generated. Nearly all the compounds 
thought to function as neurotransmitters have similar chem- 
ical characteristics, i.e., low-molecular-weight, water-solu- 
ble amines and, possibly, amino acids. Moreover, they are 
rapidly inactivated by physical and chemical processes such 
as reuptake into their cell of origin or enzymatic transforma- 
tion. Their concentrations in the blood tend to be very low. 

The transmission of signals between organs via the blood 
stream utilizes an array of chemicals far broader than the 
current list of putative neurotransmitters; furthermore, the 
hormones seem to lack common chemical characteristics. 
Thus, insulin is water-soluble, but progesterone is highly 
nonpolar ; thyroxine is a low-molecular-weight amino acid, 
but thyroid-stimulating hormone (TSH) appears to be a 
large glycoprotein; epinephrine is rapidly cleared from the 
circulation (by enzymatic transformation or uptake into 
sympathetic nerve endings), but cortisol persists in the blood 
for relatively long periods. The specific anatomic locus on 
the receptor cell at which a hormone acts has yet to be iden- 
tified, and almost certainly lacks the well-defined structural 
features of the postsynaptic membrane. Similarly, no char- 
acteristic electrical response has been identified in hormone- 
responsive cells analogous to the ion fluxes and potential 
changes observed in the postsynaptic neuron or at the neuro- 
muscular junction. Within seconds one can usually tell 
whether a given neuron has received and responded to a 
neurotransmitter; considerably more time is required to de- 
termine whether a thyroid cell has responded to circulating 
TSH. 

Perhaps the most characteristic difference between the 
transmission of signals by neurotransmitters and that by 
hormones lies in the techniques used by these communica- 
tions systems to attain "privacy." Nervous systems obtain 
privacy by anatomical means: a given neuron apparently 
transmits signals only to the small number of cells with 
which it makes synapses, or to cells lying within a few hun- 
dred Angstroms of its terminal boutons. Thus, even though 
the particular chemical signal (e.g., acetylcholine) emitted 
when a particular neuron fires might be capable of stimulat- 
ing lo8 other neurons within the brain, only lo2 or lo3 cells 
respond, because only this smaller number of neurons actu- 
ally receives quanta of the neurotransmitter. 

Communications systems that utilize the circulation to 
transmit signals obtain privacy by biochemical means: a 
given signal may be distributed by the blood to every cell in 
the body; the signal is, however, coded, and only a relatively 
small number of cells are able to perform the necessary de- 
coding operation to obtain information. The high degree of 

specificity attainable by hormonal communications systems 
is well illustrated by the physiological regulation of the thy- 
roid gland. TSH, the input to this organ, is carried by the 
circulation to every organ in the body; thyroxine, its out- 
put, is distributed in essentially the same volume. However, 
only the thyroid gland appears capable of responding to the 
information content in circulating TSH levels, while the 
heart, the liver, and most other organs show biochemical 
responses to circulating thyroxine. 

Table I describes some characteristic differences in the 
ways signals are transmitted by neurons and glandular cells. 

Infovnnlation Transjer Via Neurons and Endocrine Cells 

Neurons Endocrine Cells 

Primary input Neurotransmitter at 
synapse 

Responses Fast: Release of 
neurotransmitter 

Slow: Synthesis of 
specific neuronal 
proteins 

Output: 
Language Few words: com- 

pounds of low 
molecular weight, 
high polarity, 
similar structure 

Distribution Local 
Privacy By anatomy 
Extinction Rapid 

A hormone or other 
blood-borne substance 
(no characteristic locus 
of input) 

Fast: Release of hormone 

Slow: Effects on 
glandular structure 

Large vocabulary; wide 
range of molecular 
species 

General 
By biochemical coding 
Slower 

Neuroendocrine Transducer Cells 

The conversion of neural to hormonal signals is accom- 
plished by a third group of communications cells, the neuro- 
endocrine transducers (Wurtman and Axelrod, 1965). As do 
neurons and endocrine cells, the neuroendocrine cells trans- 
mit messages from one locus within the body (is., the cells 
that provide their input) to specific groups of receptor cells. 
Data available on the input signals to several specific neuro- 
endocrine transducers suggest that these cells respond to 
typical neurotransmitter substances (acetylcholine and nor- 
epinephrine), which reach them by diffusing across synapses 
or from nearby boutons. Their output signals exhibit all the 
variety typical of hormones: epinephrine is water-soluble, 
but melatonin is nonpolar ; renin is a high-molecular-weight 
protein, but epinephrine and melatonin are low-molecular- 
weight derivatives of single amino acids. The output signals 
(the hypophysiotropic hormones) emitted by hypothalamic 



transducer cells, which mediate the neural control of the an- 
terior pituitary, apparently act only on this single target or- 
gan. In contrast, oxytocin, a hormonal signal emitted by the 
paraventricular nucleus, carries instructions to both the 
uterus and the myoepithelium of the mammary glands. 

The demonstration that a given cell functions as a neuro- 
endocrine transducer requires two types of evidence: (1) it 
must be shown by anatomical methods that the cell receives 
a direct innervation; and (2) it must be demonstrated that 
the ability of the cell to secrete its hormone under appropri- 
ate physiological conditions is impaired on interruption of 
this innervation. With these criteria, at least five groups of 
cells can now be termed neuroendocrine transducers. They 
are : 

1. The chromafin cells of the adrenal medulla, which re- 
spond to a sympathetic cholinergic input by releasing the 
hormone epinephrine (Wurtman, 1966). 

2. The parenchymal cells of the mammalian pineal organ, 
which respond to a sympathetic noradrenergic input by 
synthesizing and releasing the hormone melatonin 
(Wurtman et al., 1968). 

3. The cells of the supraoptic and paraventricular hypo- 
thalamic nuclei, which respond to noradrenergic or cho- 
linergic inputs, or both, by releasing the hormones vaso- 
pressin and oxytocin (Scharrer and Scharrer, 1963). 

4. Hypothalamic cells which may reside within the arcuate 
nuclei and which appear to secrete "releasing factors" or 
hypophysiotropic hormones into the pituitary portal 
circulation, possibly in response to a noradrenergic or 
dopaminergic input (Martini and Ganong, 1967). 

5. The j~xta~lomerular cells of the mammalian kidney, 
which respond to a sympathetic noradrenergic input by 
releasing renin into the blood stream (Bunag et al., 1966). 

It seems likely that this list will continue to expand. 
Whenever it can be demonstrated that the brain influences 
the secretion of a hormone from a peripheral organ (e.g., 
insulin from the pancreas), a prima.facie case has been made 
for the participation of a neuroendocrine transducer in the 
secretory process. 

Neuroendocrine transducer cells in the adrenal medulla 
and the supraoptic nucleus contain characteristic granular 
vesicles visible by electron microscopy, segregated by ultra- 
centrifugation, and shown by chemical or biological assays 
to store the secretory products of their respective cells. On 
the other hand, pineal parenchymal cells do not seem to 
store their secretion in a characteristic organelle. Hence, the 
tendency for the secretion of a cell to be localized within a 
visible particle cannot be used for the identification of neu- 
roendocrine transducer cells. This tendency seems to be cor- 
related with the chemical nature of the secretion and not 
with the communications properties of its cells of origin. 
Water-soluble hormones are often present in relatively high 

concentrations within their cells of origin. Their partial con- 
finement within vesicles allows these concentrations to exist 
without unduly raising the cytoplasmic solute loads. More- 
over, the binding of epinephrine and insulin to subcellular 
particles probably protects these hormones from catabolic 
intracellular enzymes (i.e., mitochondria1 monamine oxi- 
dase and lysosomal proteases), which would destroy them if 
they floated freely in the cytoplasm. Lipid-soluble hormones 
tend not to be localized within vesicles or similar subcellular 
particles. For example, estrogens and thyroxine are stored in 
reservoirs outside the cell, that is, in the follicular fluid of the 
ovary or the colloid of the thyroid, whereas corticosterone 
is probably synthesized de novo on demand. 

The Chroma$n Cells ofthe Mammalian Adrenal 
Medulla as Neuroendocrine Transducers 

The adrenal medulla, situated outside the cranial cavity, is 
considerably more accessible for study than the neuroendo- 
crine transducers of the pineal and the hypothalamus. The 
adrenal vein can easily be cannulated, and the epinephrine 
and norepinephrine in venous blood can be measured in re- 
sponse to altered physiological states or to the stimulation of 
the splanchnic nerve that innervates the adrenal. 

The adrenal medulla is probably the sole source of circu- 
lating epinephrine in mammals (Wurtman, 1966). This 
unique ability to synthesize and secrete the catecholamine 
derives from the fact that the adrenal chromafin cells con- 
tain almost all the enzyme phenylethanolamine-N-methyl 
transferase (PNMT) that is present in adult mammals (Fig- 
ure 2). (Small amounts of PNMT activity can be demon- 
strated in parts of the brain [Pohorecky et al., 19691 ; how- 
ever, it is unlikely that significant quantities of unchanged 
epinephrine enter the blood stream from this organ.) 
PNMT catalyzes the transfer of a methyl group from S- 
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FIGURE 2 Biospthesis of epinephrine in mammalian adrenal me- 
dulla. The N-methylation of norepinephrine is catalyzed by the 
enzyme ~hen~lethanolamine-N-methyl transferase (PNMT). 



adenosylmethionine to the amine nitrogen of norepineph- 
rine (Axelrod, 1962). 

Specific mechanisms exist for controlling both the chemi- 
cal nature of the material secreted by the adrenal medulla 
and the net rate of secretion: 

1. At any given time, the percentage of epinephrine in the 
total amount of catecholamine secreted depends on a 
hormonal factor, i.e., the delivery of glucocorticoid hor- 
mones secreted by the adrenal cortex to the medullary 
chromafin cells (Figure 3). The steroid hormones elevate 
PNMT activity, probably by accelerating the synthesis 
of the enzyme protein (Wurtman and Axelrod, 1966). If 
adrenocortical secretion is suppressed by the removal of 
the pituitary gland, both PNMT activity and the ratio of 
epinephrine to total adrenal catecholamines fall. This 
ratio in the adrenal venous effluent also declines (Wurt- 
man et al., 1968c), inasmuch as the chromafin cells ap- 
pear to secrete epinephrine and norepinephrine in rough- 
ly the same proportions as they store them. The adminis- 
tration of small amounts of adrenocorticotrophic hor- 

FIGURE 3 Control of the synthesis and secretion of epinephrine in 
the mammalian adrenal medulla. The synthesis of epinephrine (E) 
from norepinephrine (NE) is catalyzed by the enzyme phenyl- 
ethanolamine-N-methyl transferase (PNMT), which is induced by 
glucocorticoid hormones secreted from the adrenal cortex (e.g., 
hydrocortisone, corticosterone). These compounds are preferen- 
tially delivered to the medullary chromaffm cells by an intra-ad- 
renal portal venous system; their secretion is stimulated by a hor- 
mone (adrenocorticotrophic hormone, ACTH) from the pituitary 
gland. The secretion of epinephrine is stimulated by preganglionic 
cholinergic neurons, the terminal boutons of which form synapses 
with the adrenal chromaffm cells. 

mone (ACTH), or of very large doses of natural or syn- 
thetic glucocorticoids, restores PNMT activity (and the 
in vivo synthesis of epinephrine) in hypophysectomized 
animals (Table II). This high glucocorticoid requirement 

Eject of Hypophysectomy and A C  T H  on 
Phenylethanolamine-N-Methyl Transfeerase Activity 

PNMT Activity 
Treatment mrM/gland mpM/gm 

Normal 123.1* 122.3* 
Hypophysectomized 28.8 43.1 
~~pophysectomized + ACTH 190.0* 147.3t 

*P < 0.001 differs from hyp~ph~sectomized. 
tP < 0.01 differs from hypophysectomized. 

is not surprising, for it is known that the adrenal medulla 
is normally perfused with glucocorticoid concentrations 
100 to 1000 times greater than those present in peripheral 
blood. The adrenal chroma& tissue of mammals is sur- 
rounded by an envelope of adrenal cortex, and prefer- 
entially receives the undiluted secretions of this layer via 
a portal vascular system (Coupland, 1965). Treatment of 
hypophysectomized animals with low doses of ACTH 
restores the preferential delivery of adrenocortical steroids 
to the medulla. Doses of glucocorticoids that restore the 
levels of hydrocortisone in peripheral blood to normal 
fail, however, to replace the hormone levels normally 
available to the medulla. 

It is interesting to note that in the frog-an animal in 
which PNMT activity and epinephrine are found in 
many organs and in which epinephrine may function as 
a neurotransmitter-the adrenal gland lacks a well-de- 
fined cortex and medulla and PNMT activity is not mod- 
ified by hypophysectomy, nor is the enzyme protein in- 
duced by treatment with glucocorticoids (Wurtman et 
al., 1968b). The adrenal medulla as a neuroendocrine 
transducer is probably a ~hylo~enetically new organ in 
mammals. 

2. The release of epinephrine (or norepinephrine) from the 
adrenal medulla is stimulated by nerve impulses delivered 
to the chromafin cells by the cholinergic terminals of the 
splanchnic sympathetic nerves (Figure 3). Physiological 
stimuli, such as hypoglycemia, which normally acceler- 
ate epinephrine secretion, fail to do so if the medulla is 
denervated, or if the animal is treated with cholinergic 
blocking agents. 

The hormonal signal represented by epinephrine can be 
decoded by a relatively large number of target cells. For ex- 
ample, epinephrine release accelerates hepatic glycogenoly- 
sis, stimulates the rate and force of cardiac contraction, and 
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suppresses the insulin secretion from the beta cells of the 
pancreas. 

Mammalian Pinealocytes as Neuroendocrine 
Transducers 

NEURAL AND PHOTIC REGULATION OF MELATONIN SYN- 
THESIS In mammals, the parenchymal cells of the pineal 
organ are unique in their ability to synthesize melatonin and 
other methoxyindoles (Figure 4). This characteristic results 

described below indicate that in the pineal, as elsewhere, the 
catecholamine is the true sympathetic neurotransmitter; the 
presence of serotonin within the nerve terminals probably 
results from the extremely high concentrations of the in- 
doleamine in the neighboring pineal parenchymal cells. 

Nerve impulses generated in rats when they are exposed 
to light apparently decrease the flow of action potentials to 
the pineal gland; hence, less of the sympathetic neurotrans- 
mitter is liberated. Within the parenchymal cells, HIOMT 
activity falls, and the rate of melatonin synthesis declines. If 
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FIGURE 4 Biosynthesis of serotonin and mela- to the 5-hydroxy position of N-acetylserotonin is 
tonin in the mammalian pineal organ. The trans- catalyzed by the enzyme hydroxyindole-0- 
fer of a methyl group from S-adenosylmethionine methyl transferase (HIOMT). 

from the highly specific localization ofthe enzyme hydroxy- 
indole-0-methyl transferase (HIOMT) to these cells 
(Axelrod et al., 1961). HIOMT catalyzes the transfer of a 
methyl group from S-adenosylmethionine to hydroxyin- 
doles such as N-a~et~lserotonin (Figure 4). Environmental 
lighting indirectly controls its activity. In rats, exposure to 
light generates nerve impulses that travel to the pineal or- 
gan by a complex pathway, including the retina, the optic 
nerves and chiasm, the inferior accessory optic tract, the me- 
dial forebrain bundle, descending neurons that mediate the 
central control of sympathetic nervous function, pregang- 
lionic fibers from the cervical spinal cord to the superior cer- 
vical ganglia, and postganglionic fibers that terminate in the 
vicinity of, or directly upon, pineal parenchymal cells 
(Figures 5A, B, and C, pages 536 and 537; Table 11) (Wurt- 
man et al., 1968a). The terminal boutons of pineal sym- 
pathetic nerves are unique in that their storage vesicles con- 
tain serotonin as well as norepinephrine. In vitro studies 

one blinds the rats, or blocks the photic input to the pineal 
by transecting the inferior accessory optic tracts or by re- 
moving the superior cervical ganglia, HIOMT activity 
within the gland no longer responds to changes in the photic 
environment. This dependence on an indirect, nervous path- 
way for its photic input constitutes a major difference be- 
tween mammalian pineal organs and the photoreceptive 
pineals of such lower vertebrates as the frog (Raiza pipiens). 
Pineal cells in this species contain characteristic outer seg- 
ments; these transduce light energy of specific wavelengths 
to nerve impulses, which are then transmitted directly to the 
brain. In mammals, pineal organs lack photoreceptive ele- 
ments and cannot be shown electrophysiologically to re- 
spond directly to light. Moreover, they neither send axons 
to the brain nor receive a central innervation. The functions 
of melatonin also appear to have changed with evolution. 
In the frog, HIOMT activity is demonstrable in the pineal, 
but the enzyme is also present in the brain and elsewhere. 
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The distribution of HIOMT is compatible with the hy- 
pothesis that its product, melatonin, functions as a neuro- 
transmitter rather than as a hormone. In mammals, the 
pineal gland is the sole site of melatonin synthesis; the in- 
dole is synthesized and probably released as a hormone in 
response to sympathetic nervous inputs. 

THE EFFECTS OF NOREPINEPHRINE ON MELATONIN SYN- 
THESIS The regulation of pineal function by suggested 
neurotransmitters can be studied in vitro: If individual or- 
gans are incubated with 14C-labeled tryptophan, they con- 
vert the amino acid to 14C-serotonin, 14C-melatonin, and 
'4C-5-hydroxyindole acetic acid (5-HIAA), which are re- 
leased into the incubation medium; they also synthesize and 
store 14C-labeled proteins. These processes proceed linearly 
for at least 48 hours and show surprisingly little variation 
from one pineal organ to another. Compounds thought to 
be candidates for the sympathetic neurotransmitter sub- 
stance in the pineal can be added to the medium in various 
concentrations, and their effects on indole and protein syn- 
thesis can be examined. 

The addition of L-norepinephrine and related catechol- 
amines to the incubation medium causes a marked increase 
in the amounts of 14C-melatonin and 14C-serotonin synthe- 
sized and released into the medium (Axelrod et al., 1969) 
and smaller increases in the amounts of 14C-protein and 14C- 
tryptophan accumulated within the pineal organ (Wurt- 
man et al., 1969). The increase in 14C-protein content prob- 
ably depends on a pool effect, i.e., norepinephrine increases 
the uptake of labeled tryptophan from the medium, causing 
its specific activity within the cell to rise. The much greater 
effect of the catecholamine on 14C-melatonin synthesis 
almost certainly results from an action on the biosynthetic 
pathway connecting serotonin and melatonin. This ex- 
planation is supported by the observations that the addition 
of norepinephrine to the medium also causes increased 
HIOMT activity assayed in vitro. The addition of serotonin 
to the incubation medium has no effect on 14C-melatonin 
synthesis, nor does this amine modify the responses of the 
culture to added norepinephrine. These data support the 
hypothesis that norepinephrine, not serotonin, is the neuro- 
transmitter released from pineal sympathetic neurons. 

The role of the adenyl cyclase system in the effects of 
norepinephrine of the pineal has recently been examined by 
using dibutyryl-3'-5'-adenosine monophosphate (DAMP), 
a synthetic derivative of cyclic AMP (Shein and Wurtman, 
1969). The addition of relatively small amounts of this sub- 
stance to cultured pineal organs mimics the stimulation of 
I4C-melatonin and 14Gserotonin synthesis produced by 
norepinephrine (Table 111). However, dibutyryl-AMP does 
not increase the accumulation of 14C-trytophan or of 14C- 
protein within pineal cells (Wurtman et al., 1969). Because 
norepinephrine has indeed been shown to enhance the ac- 

tivity of adenyl cyclase (a membrane enzyme) in pineal 
homogenates, this dissociation of indole synthesis from 
tryptophan uptake is compatible with the general hypothe- 
sis that cyclic AMP mediates some of the biochemical effects 
of norepinephrine, e.g., those affecting processes within the 
cytoplasm of the cell, but does not mediate the direct effects 
of the neurotransmitter on cellular membranes, e.g., the 
stimulation of 14C-tryptophan uptake. 

The complete demonstration that mammalian pineal cells 
function as neuroendocrine transducers would require evi- 
dence that the sympathetic nervous input to these cells 
accelerates both the synthesis and the secretion of melatonin. 
Unfortunately, it has not yet been possible to study the rate 
of melatonin release in vivo. It is clear that melatonin is re- 
leased from the pineal, for the indole is present in the urine 
and in tissues such as peripheral nerve, which lack HIOMT 
activity. It is, however, undetermined whether the indole is 
secreted into the general circulation as are most other hor- 
mones, or released directly into the cerebrospinal fluid. 
Teleological considerations, if not experimental evidence, 
support the latter possibility. Melatonin apparently pro- 
duces its biological effects in mammals by acting on the 
brain. Isotopic studies have shown that the likelihood that a 
given molecule of melatonin can gain entry to the brain is 
almost 100-fold greater if it is placed in the cerebrospinal 
fluid than if injected into the blood stream. Methods must 
be developed for collecting the output of the pineal and 
assaying this material for melatonin, before it can be claimed 
with certainty that pineal cells are true neuroendocrine 
transducers. 

Summary 

The three kinds of mammalian cells specialized to transmit 
signals from one organ to another are neurons, neuroendo- 
crine transducer cells, and endocrine cells. Neurons and 
neuroendocrine transducer cells respond to neurotransmitter 
inputs, which usually reach them at synapses; the signals 
emitted by neurons are also neurotransmitters. The hormo- 
nal signals released by neuroendocrine transducer cells and 

TABLE I I I 

Effects of Dibutyryl-AMP on Pineal Tryptophan Metabolism 

Medium Pineal 

1 '4C 14C 14C I / 14C 14C 
Melatonin Serotonin 5-HIAA Protein Tryptophan 

(cpm) (cpm) (cpm) (cpm) (cpm) 

Control 374 348 87 222 449 
D-AMP 1464* 870* 63 230 473 

*P < 0.001 differs from control. 
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FIGURE 5 (left)  Electron micrographs ofrat pineal organs, showing C (above) is the same as A and B, at a lower magnification. (Cour- 
sympathetic nerve terminals near pineal parenchymal cells. S in A tesy of Drs. Johannes Ariens Kappers and David Wolfe.) Abbrevi- 
and B and FA in B show presynaptic and postsynaptic thickening. ations: M, mitochondrion; NT, nerve terminal; P, pinealocyte. 
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endocrine cells are coded and complex chemicals distributed 
throughout the body by the general circulation; the inputs 
t o  endocrine cells are also hormones. Neural communica- 
tions links attain privacy by anatomical means, i.e., they 
transmit signals only t o  cells that lie close t o  their terminal 
boutons. Endocrine communications systems attain privacy 
by chemical coding : their output is distributed universally, 
but only a relatively small population of cells is able t o  de- 
code their message. Examples of neuroendocrine transducer 
cells include mammalian pinealocytes, mammalian adreno- 
medullary chromafin cells, the "hypophysiotropic" cells of 
the hypothalamus, the cells of the supraoptic and paraven- 
tricular nuclei, and the j ~ x t a ~ l o m e r u l a r  cells of the kidney. 
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49 The Olfactory Bulb as a Simple Cortical System: 

Experimental Analysis and Functional Implications 

G O R D O N  M. S H E P H E R D  

NEUROBIOLOGISTS ARE INTERESTED in the mammalian olfac- 
tory bulb for two main reasons. One is its obvious impor- 
tance for olfactory discrimination. Less obvious is its rel- 
evance to the study of what may be called "cortical sys- 
tems." It is, however, from this latter point of view that I 
wish to describe the experimental analysis of neuronal inter- 
actions in the olfactory bulb. This work has suggested a 
general scheme for the organization of neuronal systems 
within the bulb (Phillips et al., 1963; Shepherd, 1963b), and 
it has provided the physiological data for the theoretical 
analysis, described by Rall elsewhere in this volume, which 
predicted a dendrodendritic synaptic pathway for recurrent 
inhibition through the amacrine-type granule cells of the 
bulb (Rall et al., 1966; Rall and Shepherd, 1968). My aim is 
to describe what we now know about the neuronal organi- 
zation of the bulb, to outline where we stand with regard to 
experimental evidence for the functional properties of 
granule cells, and to indicate some implications for our un- 
derstanding of neuronal integration in the bulb and in 
other cortical systems in the central nervous system. 

We may begin by defining a "cortical system" as a 
region of the central nervous system that has the following 
characteristics. The neurons are differentiated into several 
distinct types, and their cell bodies and cell processes are 
organized into several nonrepeating layers. One type, which 
may be designated as the output neuron, is large; its proces- 
ses span most of the layers, and it sends its axon to other 
parts of the CNS. There is also usually a free surface. This 
definition includes regions as diverse as neocortex, cerebel- 
lum, hippocampus, prepyriform cortex, olfactory bulb, 
and, as I show below, retina; it generally excludes spinal, 
brain stem, and thalamic relay nuclei. By this it is not meant 
to imply that many of the neuronal mechanisms in cortical 
regions are not similar, in principle, to those in the relay 
nuclei; what is implied is that, in the course of vertebrate 
evolution, particular demands have arisen for the processing 
and retention of information, perhaps within certain spatial 
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constraints placed on the brain, and these demands have 
been met by a "cortical" organization. 

If it be accepted that there are common principles of 
neuronal organization for the processing of information in 
parts of the vertebrate brain that have a cortical organiza- 
tion, then attention is naturally directed to cortical regions 
with the simplest construction, providing thereby the best 
hope for unambiguous physiological results. Among corti- 
cal regions, as above defined, the olfactory bulb is note- 
worthy for its simple and symmetrical organization. More- 
over, it is one of the first cortical structures to emerge in the 
course of vertebrate evolution, and certain features of its 
organization are clearly reccgnizable throughout the verte- 
brate series. Within the bulb are several distinct neuronal 
types, the dendrites and axon collaterals of which are re- 
stricted to an unusual degree to different layers. These 
features, and others that are pointed out below, suggest that 
the olfactory bulb may be viewed as a "reduced" or 
simplified cortical system, an E. coli for cortical physiology, 
one might say, and it is from that point of view that our 
experiments have been undertaken. 

Anatomy ofthe bulb 

The anatomical features of interest to the experimenter are 
illustrated in Figure I. At the top is a drawing of the head of 
a rabbit; the olfactory bulb is situated in front of the fore- 
brain, and is easily exposed for the purpose of recording 
with micropipettes simply by removing the overlying layer 
of bone. The main input to the bulb is by way of the 
bundles of olfactory nerve fibers from the nose; the main 
output is by way of the lateral olfactory tract on the surface 
of the prepyriform cortex of the brain. 

The bottom diagram in Figure 1 represents Golgi-stained 
neurons from the layers in the dorsal part of the bulb. The 
neuron of first importance is the mitral cell; it sends out a 
primary dendrite to receive the input from the olfactory 
nerves coming from the surface of the bulb, and its axon is 
directed deeply and emerges posteriorly to form the lateral 
olfactory tract. Our basic experimental procedure (Phillips 
et al., 1963) was to place a fine stimulating wire on the ex- 
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FIGURE 1 Top: Diagram of head of rabbit, showing posi- 
tions of nasal cavity, olfactory bulb, and brain. Extent of 
olfactorv mucosa on ethmoturbinate is indicated bv dotted 
line. Abbreviations: ethmoturb., ethmoturbinate; lat. olf. 
tract, lateral olfactory tract; maxilloturb., maxilloturbinate; 
nasoturb., nasoturbinate; olf. bulb, olfactory bulb; olf. 
nerves, olfactory nerves; vm. organ, vomeronasal organ. 
(Modified from Allison, 1953.) Bottom: Golgi-stained 
neurons in bulb. Olfactory nerve fibers enter from dorsal 
surface, above. Cell types: G, granule; M, mitral; T, tufted. 
(Modified from Ram6n y Cajal, 191 1 .) 

posed tract and send single volleys of impulses into the bulb; 
there the volleys invade the mitral cells directly and syn- 
chronously in the antidromic direction. Another wire was 
placed on a bundle of olfactory nerve fibers, so that single 
orthodromic volleys could be set up (Shepherd, 1963a), and 
these caused synchronous synaptic activation of the mitral 
cells through the mitral primary dendrite. 

It should be appreciated that the bulb can be activated 
over input and output pathways that are completely 
separated from each other, so that there is no  danger of af- 
fecting the one when stimulating the other. In addition, the 

pathways form discrete bundles and are therefore easily 
stimulated, and they lie fully exposed on the brain surface 
so that the stimulation is always under direct visual control. 
The separation of input and output pathways for the mitral 
cell is almost as complete as for the motoneuron in the 
spinal cord; the only qualification is the possibility of cen- 
trifugal fibers in or near the lateral olfactory tract at the 
point of stimulation (Ram6n y Cajal, 1911 ; Heimer, 1968; 
Price, 1968). 

These experimental advantages are unusual for a cortical 
structure in the CNS, and they are matched by some un- 
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usual characteristics of the neurons themselves within the 
bulb. The neurons are differentiated into several distinct 
types, and, most importantly, their processes are restricted 
to clearly defined layers. Thus, the olfactory nerve fibers all 
terminate in a single layer of rounded structures called 
glomeruli, a feature of all vertebrate olfactory bulbs from 
the lamprey to man. The mitral cell bodies all lie deeper, in 
a separate layer. The consequence of this arrangement is 
that the only way the olfactory nerve input can set up im- 
pulses in the mitral axons is through the mitral primary 
dendrite. Thus, as Ram6n y Cajal(l911) stressed, the mitral 
primary dendrite is unique proof, on anatomical grounds 
alone, that dendrites in the CNS can play an essential role in 
transmitting nerve signals, rather than being limited to 
serving long-term or metabolic functions. The primary 
dendrite has a radial orientation and spans the entire ex- 
ternal plexiform layer; in the young rabbits that we used its 
minimal length was 400-500 and its average diameter was 
of the order of 6 p. 

The mitral cell also gives rise to several secondary basal 
dendrites which run laterally in the external plexiform 
layer. Their branches are entirely confined within this layer, 
which means that they are functionally isolated from the 
glomerular input and form a second, separate, dendritic 
field for the mitral cell. This is one of the clearest instances 
of what may be termed "fractionation of dendritic field" 
(cf. Sprague, 1958) in the CNS, the significance of which is 
mentioned below. The mitral axon gives off two kinds of 
collateral: deep ones directed laterally, and recurrent ones 
which run radially and terminate in the external plexiform 
layer. Ram6n y Cajal suggested that the recurrent collaterals 
would provide for "avalanche conduction" by connections 
with neighboring mitral cells; our evidence for their action 
is discussed below. 

Although the mitral cell is the primary output neuron of 
the bulb, the most numerous neuron is the granule cell. 
These have small cell bodies which lie in clusters below the 
mitral cell body layer. They give off a short central dendrite 
and a long peripheral dendrite which branches and ter- 
minates in the external plexiform layer. The dendritic 
branches are covered with gemmules (spines), resembling 
thereby the apical dendrites of cortical pyramidal cells; in 
contrast, the mitral dendrites are smooth, like motor-neuron 
dendrites. In specimens fixed in Bouin's fluid and stained 
with cresyl violet (Shepherd, 1966), the mitral dendrites are 
clearly apparent, but the granule dendrites (like cortical 
pyramidal dendrites) are not clearly seen. Thus, two dis- 
tinctive types of dendrite seem to be intermingled in the 
external plexiform layer. 

The classical Golgi studies were in agreement that the 
granule cell lacked an axon and was analogous in this respect 
to the amacrine cell in the retina. Ram6n y Cajal supposed 
the peripheral process to carry activity in a cellulifkgal di- 

rection; although he could draw no further functional im- 
plication, he was impressed by the "absolute constancy of 
the connections between the granule cell processes and the 
mitral secondary dendrites in the external plexiform layer" 
(Ram6n y Cajal, 1955). The evidence for dendrodendritic 
synapses gives a new meaning to that acute observation by 
Ram6n y Cajal. Later I return to the possible functional 
analogies between granule cells in the bulb and amacrine 
cells in the retina. A note about terminology: although 
"amacrine" (a, neg. + makros, long + inos, fiber; having 
no long processes: the American Illustrated Medical Dic- 
tionary, 1951) may be an etymologically appropriate term 
for both these cell types, I retain the term "granule" in this 
report because of its established use for these cells in the 
olfactory bulb. 

The other neuronal types in the bulb include, briefly, 
tufted cells that are scattered throughout the external plexi- 
form layer. Their dendritic patterns are similar to those of 
mitral cells, but their axonal projections are different and, in 
fact, a matter of debate. Around the glomeruli are numer- 
ous cells with short axons (not shown in Figure 1) which 
connect neighboring glomeruli. Finally, there are some 
short-axon cells scattered in the granule cell layer. Although 
I concentrate on the mitral and granule cells in this report, 
our microelectrode studies have ~ielded information on the 
functional connections of these other cell types, too, and 
they are included in the schema for intrabulbar pathways in 
Figure 7. 

Excitation and inhibition ofrnitral cells 

A shock to the lateral olfactory tract sets up a synchronous 
volley of impulses in the mitral-cell axons. The impulses 
travel antidromically in the axons into the olfactory bulb, 
where they invade the mitral cells. The mitral cells in turn 
activate other cells in the bulb to which they are synapti- 
cally connected. This activity generates extracellular current 
around the activated cells, mitral and others, and a micro- 
electrode inserted into the bulb records the potential 
changes caused by the summed current flow generated by 
the populations of active cells. 

A typical sequence of recordings from the surface to the 
depth of an olfactory bulb is shown on the right in Figure 2. 
On the left is a tracing of a histological section containing 
the electrode path over which these records were obtained. 
The records are shown connected to the depths at which 
they were recorded. Each trace begins with a short base line, 
followed by a gap indicating the artifact of the tract shock, 
and then a sequence of positive- or negative-potential de- 
flections. The analysis of these summed potential patterns 
is described by Rall. Here it may be noted that the patterns 
are distinctive for different layers of the bulb and can there- 
fore be used at the time of recording of unit potentials to 



FIGURE 2 Correlation between extracellular votential wave re- 
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FIGURE 3 Impulse generation in single mitral cell. Extracellular 
recording with micropipette; bar at right indicates 30 millivolts. 
Ten sweeps are superimposed for each record. A. Antidromic im- 
pulse after stimulation of lateral olfactory tract. B-D. Orthodromic 
impulses after stimulation of olfactory nerve bundles at increasing 
intensities. Time in milliseconds. (From Shepherd, 1963a.) 

sponses to lateral olfactory tract volleys, and histological layers of 
rabbit's olfactory bulb. At left is tracing of Nissl-stained section 
containing track of recording pipette; at right, each response is 
connected to dot showing position along electrode track from 
which recording was made. Time scale above in milliseconds; 
small dots show recording base line at 2-millisecond intervals. 
Vertical bar at lower right is 1 millivolt. Depth scale at left in 100-p 
divisions. Histo/ogical layers: olfactory nerve, glomeruli, external 
plexiform, mitral cell body, granule cell. (From Ral! and Shepherd, 
1968.) 

Positivity of pipette recording tip is upward in this recording 
and in those that follow. 

find the depth of the micropipette tip (Phillips et al., 1961 ; 
1963). Recordings similar to those in Figure 2 have been 
reported by Baumgarten et al. (1962) and Ochi (1963). 

The first question of physiological interest is how im- 
pulses are generated in the mitral cell. Figure 3 shows 
micropipette recordings from a unit at the layer of mitral- 
cell bodies, as judged by the potential wave pattern. A single 
shock to the lateral olfactory tract elicited a single, all-or- 
nothing, positive-negative spike in successive trials. The 
recording tip was extracellular; the spike is of the order of 
25 millivolts peak-to-peak, and is therefore a so-called 
"giant spike," like those that have been recorded from 
many other neurons in the CNS (cf. Granit and Phillips, 
1956; Phillips, 1959). Kecord A in Figure 3 shows direct 
antidromic invasion at a fixed latency of about 1.0 milli- 
second and permits this unit to be positively identified as a 
mitral cell. 

In Figure 3B a single shock to an olfactory nerve bundle 
also elicited a single spike. The latency was much longer be- 
cause of the slow conduction velocity of the unmyelinated 
olfactory nerves, and the latency was variable because acti- 
vation was across the synapse in the glomerulus, and the 
volley was near threshold. With stronger shocks (C and D), 
the latency decreased and became less variable. There was a 
prominent hesitation on the spike during antidromic in- 
vasion and during threshold orthodromic activation; this - 
was reduced by the stronger volleys, and the spike duration 
also decreased. It appears that there is an A-B sequence of 
impulse generation, from, presumably, axon hillock to cell 
body, and that there is tighter coupling with increasing 
synaptic depolarization. Thus, the mitral cell generates . A - 
spikes in a sequence like that in motor neurons (cf. Fuortes 
et al., 1957; Eccles, 1957) and many other neurons, despite 
the particular morphology of its dendrites. That the spikes 
in mitral cells are brief is important in regard to the recur- 
rent input from the granule cells, as is discussed below. 



Prolonged "dendritic" spikes (Tasaki et al., 1954) were 
never seen, except during injury discharges. 

Do these volleys produce any other effect on the excita- 
bility of the mitral cell? This was studied by testing the 
ability of a mitral cell to respond with an antidromic im- 
pulse after a conditioning antidromic or orthodromic vol- 
ley. Some mitral cells could respond at any time except 
during the first few milliseconds, corresponding to the 
absolute refractory period; in such cases, the refractory 
period was similar after either an antidromic or an ortho- 
dromic impulse. 

In many mitral cells, however, there was a long-lasting 
blockage of impulse generation, as illustrated in Figure 4. 

100 
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the minimum latency with the shock just subthreshold was 
4.8 milliseconds; with the shock just suprathreshold the re- 
fractoriness in the aftermath of the spike merged with the 
period expected for inhibition. In some mitral cells these 
two periods were not continuous, and a second antidromic 
spike could be interjected between the two periods. De- 
tailed study showed that the minimum delay for the onset 
of the inhibition was about 3.0 milliseconds, with a range of 
from 3 to 5 milliseconds in our population of mitral cells. 
In some cells the inhibition had a very long latency, up to 
tens of milliseconds; in other cells it could be elicited only 
by repetitive stimulation of the tract. All these character- 
istics suggest that the inhibition is mediated by a pathway 
that contains more than one synaptic relay. The maximum 
duration of the inhibition was of the order of several 
hundred milliseconds. 

Closely similar results were obtained when an antidromic 
impulse was interjected in the aftermath of a conditioning 
shock to the olfactory nerves. In some cells the antidromic 
impulse was blocked only in the brief refractory period 
after the orthodromic impulse. In many cells, however, 
blockage was long-lasting and resembled the inhibition 
after a tract shock. Thus, it occurred after a subthreshold 

FIGURE 4 Relation between strength of conditioning shocks to conditioning shock; its timing of onset and recovery was 

lateral olfactory tract (ordinate) and duration of blockage of im- graded with conditioning shock strength; the minimum 

pulse generation (abscissa) in two mitral cells. thresholds: latency of onset was several milliseconds after the arrival of 

closed bars, 330 microamperes; open bars, 750 microamperes. Bars the orthodromic volley in the bulb. It was concluded that 
indicate periods of blocking of testing antidromic spikes. (From an orthodrornic volley activated the same pathways within 
Phillips et al., 1963.) the bulb for mitral inhibition, in roughly the same temporal 

The closed bars indicate the periods during which anti- 
dromic impulse invasion in one mitral cell was blocked 
after a conditioning antidromic volley. It can be seen that 
the onset, duration, and recovery of blockage were graded 
with the strength of the conditioning shock. All the con- 
ditioning shocks, except the strongest (340 microamperes), 
were below threshold for the axon of this mitral cell. It may 
be presumed that the shocks were above threshold for other 
mitral axons in the lateral olfactory tract, and that con- 
nections from these other mitral cells caused the blockage of 
impulse generation in the cell. Therefore, the blockage can 
be ascribed to true inhibition, as distinct from depression 
following a spike in this cell. When a conditioning spike 
did occur (340 microamperes in Figure 4), the blockage 
lasted much longer, and it could be shown that in many 
cells the duration was graded with the strength of the 
suprathreshold conditioning shocks. In such cases, the 
blockage appears to be due to a combination of refractori- 
ness after the spike, self-inhibition of the cell, and inhibition 
caused by other mitral cells. 

The latency of onset of the inhibition became shorter as 
the shocks were made stronger, presumably by activation 
of more mitral axons in the tract. In Figure 4 (closed bars) 

sequence, as did an antidromic volley. This similarity ex- 
tended to the finding that an antidromic spike could also be 
interjected between the periods of refractoriness and inhibi- 
tion after a spike that was elicited orthodromically. The 
results from orthodromic conditioning were therefore im- 
portant in establishing that mitral-cell inhibition could be - 
produced by activation of natural orthodromic pathways. 

The analysis of mitral-cell inhibition has been carried out 
largely with extracellular unit recordings, because intracel- 
lular recordings are exceedingly difficult to obtain from the 
relatively small mitral cell and, when they are obtained, the 
membrane potential is low and deteriorates rapidly. The 
few successful recordings by Yamamoto et a1 (1963) and 
ourselves (Phillips et al., 1963), recently confirmed by 
Nicoll (1969), show clearly, as in Figure 5A, that a hyper- 
polarization of the mitral-cell membrane occurs after a 
volley in the tract or olfactory nerves, and that the timing 
of onset and recovery, and grading with shock strength, are 
similar to those of the spike inhibition recorded extracel- 
lularly. In the recording in Figure 5A, hyperpolarization 
began at about a 5-millisecond latency and lasted for about 
30 milliseconds; the peak hyperpolarization was about 7 
millivolts, which is not very meaningful because the resting 
potential was low and deteriorating. The recordings per- 
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FIGURE 5 A. Intracellular recording from a mitral cell, showing 
hyperpolarization following lateral olfactory tract shock. Vertical 
bar indicates 10 millivolts. Extracellular recording at same (B) and 
higher amplification (C) after loss of cell. Time in 2-millisecond 
intervals. 

mit, however, the tentative conclusion that this is an in- 
hibitory postsynaptic potential (IPSP), and we presume, in 
the absence of any other evidence, that it arises from ionic- 
conductance changes in the mitral-cell membrane similar to 
those responsible for IPSPs in motor neurons and other 
CNS neurons (cf. Eccles, 1964). 

Neuronal systems in the bulb 

The relatively long latency of the mitral-cell inhibition 
raises the likelihood of an interneuron in the inhibitory 
pathway. It will be recalled from the description of bulbar 
anatomy that the secondary dendrites of the mitral cells are 
intermingled with the radial processes of the granule 
(amacrine) cells in the external plexiform layer. We there- 
fore suggested, on the basis of our unitary studies (Phillips 
et al., 1963; Shepherd, 1963b), that the granule cell is the 
interneuron which mediates inhibition of the mitral cells, 
through inhibitory synapses on the mitral-cell secondary 
dendrites. 

What, then, is the pathway for activation of the granule 
cells? One possibility is that deep collaterals from mitral 
axons have excitatory synapses on deep dendrites of granule 
cells; the activated granule cell would then inhibit the 
mitral cells. This would be analogous to the pathway for 
Renshaw Inhibition in spinal motor neurons (Eccles et al., 

1954). Evidence relating to such a pathway was gained from 
unit recordings in the granule layers. As shown in Figure 
6A, a threshold shock to the tract was followed by the brief 
field potential associated with mitral-body invasion and 
then a single spike. With stronger shocks-two, three, and 
four times threshold-there was a repetitive discharge of 
two, three, and four spikes. In successive trials at X 1 thresh- 
old, the spike latency varied somewhat; with increasing 
shock strength the latency of the first spike decreased. These 
are properties of synaptic activation, and are in contrast to 
antidromic spikes in mitral cells, which always had fixed 
latencies. 

It is of interest that a different type of repetitive response 
is found in units situated superficially, near the olfactory 
glomeruli. The unit in Figure 6B responded to an olfactory 
nerve volley at threshold with a train of seven spikes, lasting 
about 30 milliseconds. The shock to the nerves was in- 
creased from (a) to (e) ; at three times threshold (c) the dis- 
charge increased only from seven to nine spikes, with the 
same train duration, and at 12 times threshold (e) the dis- 
charge still consisted of nine spikes, and the train duration 
was actually shorter. It can be seen that the spikes in the 
middle of the train were markedly reduced in amplitude. 
This appears to be the kind of "inactivation" found in 
Purkinje cells (Granit and Phillips, 1956) and hippocampal 
pyramidal cells (Kandel and Spencer, 1961) when they are 
excessively depolarized. Intracellular recordings by Yama- 
mot0 et al. (1963) have revealed the appropriate depolari- 
zing response of cells in this region to olfactory nerve vol- 
leys. An interesting feature of these cells is that the impulse 
discharge is a very stereotyped affair, independent to a cer- 
tain extent of the amount of depolarization impressed on the 
cell by the afferent volley. 

A summary of the relation between the physiological 
findings and the anatomy of the bulb is provided by the 
schematic diagram in Figure 7. The anatomy is based on the 
studies of Ram& y Cajal(l911), as in Figure 1 ; the excita- 
tory (E) and inhibitory (I) synaptic connections are based 
primarily on the results of our unit recordings. 

To summarize briefly, an antidromic impulse in one 
mitral axon invades the cell and subsequently causes inhibi- 
tion of that cell and neighboring cells through inhibitory 
synapses from the granule cell onto the mitral secondary 
dendrites. The repetitive discharges of units in the granule 
layer seemed to provide evidence for activation of the 
granule cells through the deep collaterals of the mitral 
axons, in analogy with the Renshaw pathway from moto- 
neuron axon collaterals to interneurons in the spinal cord 
(Eccles et al., 1954). We were puzzled, however, at the time 
(Phillips et al., 1963; Shepherd, 1963b) by the fact that the 
granule layer units were found only infrequently, in con- 
trast to the widespread nature of the mitral inhibition and 
the large numbers of granule cells. Furthermore, the repeti- 

544 N E U R A L  S U B S Y S T E M S  A N D  P H Y S I O L O G I C A L  O P E R A T I O N S  



........1.. 

FIGURE 6 TWO types of repetitive response found in bulbar 
units. A. Unit recorded in granule layer; synaptic responses I 

to tract volley at threshold (XI)  and at two, three, and four 
times threshold. Time in milliseconds; vertical bar, 2 milli- 
volts. (From Shepherd, 1963b.) B. Unit recorded in outer 
zone of external plexiform layer; synaptic responses to ol- 
factory nerve volley at threshold (a), and at two (b), three 
(c), six (d) and 12 (e) times threshold. Time, 10 milliseconds; 

- l ( & r  I 
vertical bar, 5 millivolts. Lllll 

tive discharges were very brief, so that one had to postulate 
some special property, such as prolonged transmitter action, 
to account for the prolonged mitral inhibition. 

Recent work has shown (Rall et al., 1966; Rall and Shep- 
herd, 1968) that there is another pathway for activating the 
granule cells, through the same mitral dendrites that are then 
inhibited. This new type of functional pathway was sug- 
gested by the analysis, described by Rall in this volume, of 
the extracellular field potentials in the bulb (cf. Figure 2). 
The synaptic connections that would provide for such a 
pathway have been demonstrated in several electron-micro- 
scope studies (Hirata, 1964 ; Andres, 1965 ; Rall et al., 1966). 
The electron micrograph in Figure 8, from the work of 

Renshaw type of pathway from mitral-axon collaterals 
would be basically the same: activation of the granule cell 
followed by inhibition of the mitral cell (cf. Figure 9). 

It remains to be determined whether the repetitively 
firing units in the granule layer are, in fact, granule cells, or  
are short-axon cells playing a similar or perhaps different 
functional role. In contrast, units in the external plexiform 
layer respond to a tract volley with a single variable latency 
spike. This type of response suggests synaptic excitation, 
most probably via the recurrent collaterals of the mitral 
cells, followed by synaptic inhibition via the granule cells. 
Tract volleys rarely activate glomerular cells, but sometimes 
cause weak inhibition, suggesting that granule cells may 
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FIGURE 7 Schematic diagram of olfactory bulb pathways and 
connections between different neuron types, based on Rambn y 
Cajal (1911) and recent findings. Presumed excitatory and in- 
hibitory connections are labeled E and I, respectively. Small ar- 
rows indicate direction of activity. Histological layers of the bulb 
are indicated at left. For explanation, see text. (Modified from 
Shepherd, l963b.) 

FIGURE 8 Characteristic synapses between mitral-cell den- granule-to-mitral inhibition (see text). In mitral-to-granule 
drite (m) and gemmule of a granule-cell dendrite (g). There synapse, (f) identifies dense filamentous material attached to 
are two synaptic contacts with opposite polarities (deter- postsynaptic membrane. Lead citrate. ~100,000 (From Rall 
mined by cluster of vesicles), as indicated by the arrows. et al., 1966.) 
These synapses provide for mitral-to-granule excitation and 

Reese and Brightman (Ral  et al., 1966), shows clearly the 
side-by-side synapses of opposite orientation which would 
provide for the sequence of mitral-to-granule excitation 
followed by granule-to-mitral inhibition that is postulated 
by the physiological analysis. The synapses connect mitral 
secondary dendrites with the peripheral dendrites of the 
granule cells, and we have therefore termed this a dendro- 
dendritic synaptic pathway for recurretzt inhibition of the mitral 
cells. The effect of either the dendrodendritic pathway or a 

also have inhibitory synapses on them. Thus, the unit 
recordings lead to the concept of the granule cell as the 
common inhibitory interneuron in the olfactory bulb, 
mediating inhibition of the tufted and glomerular cells as 
well as of the mitral cells. 

T o  turn to the pathways for orthodromic activation- 
volley in the olfactory nerves synaptically excites all the 
cells connected to the glomeruli. The glomerular cell tends 
to respond with repetitive firing, the tufted and mitral cells 



with a single impulse followed by inhibition. An important 
point is that the inhibition is brought about over the same 
pathways through the granule cells as in the antidromic 
case. The synaptic actions of glomerular and tufted cells are 
still a matter for conjecture. The glorwerulor cell has hori- 
zontal connections which could provide for a spread of 
activity to mitral-cell dendrites in neighboring glomeruli; 
this spread would be opposed by inhibition from the 
granule cells. Thus, inhibition from the granule cell could 
be pitted against excitation from the afferent nerves and 
glomerular cells, thereby providing a mechanism for 
modulating excitability at the level of the afferent input to 
the mitral dendritic tuft in the glomerulus. The tubed-cell - 
axon, according to Ram6n y Cajal, gives off many col- 
laterals in the internal plexiform layer just below the mitral- 
cell bodies. These could provide for synaptic activation of 
granule cells, with the consequent recurrent inhibition, or - 
they could provide for a synaptic modulation of granule- 
cell excitability, to control the amount of inhibition de- 
livered by the granule cells when activated by the mitral 
cells. The diagram in Figure 7 emphasizes that the bulb 
actually contains several neuronal systems related to the 
glomerular, tufted, and mitral cells. T o  a degree, these sys- 
tems operate independently; to a degree, they compete for 
control of the excitability of the mitral and granule cells. 

i~z tera~t ioi~s  in the bzilb 

I suggested in the introduction that the bulb could be 
viewed as a simple cortical system. The test of such a view 
is the extent to which the experimental results have implica- 
tions beyond the bulb. Specifically, do  the neuronal inter- 
actions as summarized in Figure 7 have relevance only to the 
peculiar demands of discriminating olfactory stimuli, or do  
they, in addition, provide insights into the functional or- 
ganization of other "cortical" regions? The results from the 
unit studies that I have described, and from the theoretical 
studies of summed extracellular potentials that Rall de- 
scribes, do  appear to have functional implications of general 
interest. These may be summarized as follows; some of the 
points are discussed here, and some arc treated in more de- 
tail by Rall in his chapter. 

1. KEY INTEGRATIVE FUNCTION FOR AXONLESS CELL 
The unit analysis, potential wave analysis, and electron- 
microscope studies provide clear evidence that a cell that 
lacks an axon can, nonetheless, play a key role in nervous 
integration. In the granule cell, this role appears to be an 
inhibitory one. The dendrodendritic synapses between 
granule and mitral-cell dendrites provide for close control of 
the mitral-cell output. It appears that the granule cell also 
inhibits tufted and glomerular cells; thus, an interneuron 

may have inhibitory synapses on more than one neuron 

type. 

2. THE DEFINITION OF DENDRITE The finding of syn- 
aptic connections between the dendrites of mitral and 
granule cells raises questions about our present terminology 
for the different parts of a neuron. The neuron doctrine has 
never been satisfactory in this regard; the problem has been 
well reviewed by Bodian (1962), who offered the following 
definitions consistent, at the time, with both morphological 
and physiological evidence. Dendrites, he suggested, are 
those processes that "receive synaptic endings of other 
neurons" ; axons "conduct nervous impulses away from the 
dendrites," and axon telodendria (terminals) provide for 
"synaptic transmission to the dendrites of other neurons." 

These definitions, as they stand, must now be modified to 
account for the findings in the olfactory bulb. The peri- 
pheral process of the granule cell not only receives synaptic 
excitationfvorrt mitral cells, but also provides synaptic in- 
hibition to the mitral cells. It might be argued that, because 
the granule cell lacks a morphologically identifiable axon, 
the peripheral dendritic processes are functionally analogous 
to axonal telodendria. Such an explanation cannot apply to 
the mitral cell, however, which clearly does have an axon; 
the mitral-cell dendrites are presynaptic as well as post- 
synaptic to the peripheral dendrites of the granule cells. 
Thus, both the mitral and granule dendrites perform func- 
tions as synaptic effectors as well as synaptic receptors. In 
addition, the effector function of one kind of dendrite 
(mitral) is excitatory, and the other kind (granule) is in- 
hibitory. 

Several suggestions can be offered toward resolving this 
terminological dilemma. One is that the criteria of Bodian 
may still be valid if they are not exclusive, that is, if 
dendrites may transmit as well as receive, and axonal ter- 
minals may receive as well as transmit. The latter concept 
has already been introduced by work on presynaptic in- 
hibition in peripheral and central neurons (cf. Eccles, 1964). 
The designation of a neuronal process as a "dendrite" 
might then be based on its pre-oxorlo1 yositioil in the over- 
all, normal flow of activity in a neuron, rather than on an 
exclusively receptor function. It would, of course, be con- 
venient if one could identify a dendrite by specific ultra- 
structural criteria, or by a functional property such as the 
generating of graded potentials in contradistinction to prop- 
agating impulses, as in axons. Evidence for such criteria 
that would apply to all vertebrate neurons, however, is in- 
sufficient at present. 

If a process is to be identified as a dendrite on the basis of 
its pre-axonal position, how then to identify the peripheral 
process of the granule cell, which lacks a morphologically 
identifiable axon? Here one can begin with the common- 
sense observations that what is not axon must be dendrite, 
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that with Golgi stains the peripheral process can be seen to 
have branches and spines which resemble those of the apical 
dendrites of pyramidal cells in neocortex and hippocampus, 
and that a close resemblance of these dendrites is also found 
at the ultrastructural level (cf. Rall et al., 1966; Price, 1968). 
With regard to the pre-axonal position of this process, it 
may be suggested that it must be seen in the context of the 
synaptic connections with the mitral-cell dendrites. In this 
context, the peripheral process of the granule cell is a 
dendrite with respect to the axon of the mitral cell. 

This view can be spelled out in more detail by reference 
to the diagram in Figure 10. To anticipate the discussion 
(point 7, below), this diagram shows the similar positions of 
granule and amacrine cells in the organization of the bulb 
and retina. In the normal flow of activity through the bulb, 
the granule cell, as do the mitral-cell dendrites, provides for 
the spread of activity (excitatory or inhibitory) prior to in- 
tegration at the mitral-axon hillock and conversion there 
into the frequency-coded impulse discharge of the mitral 
axon. Seen in this context, the granule cell is "dendritic" 
vis-;2-vis the mitral-axon hillock in both its receptor and its 
effector synaptic functions. Similar considerations apply to 
the retinal amacrine cell. In addition, the same argument can 
be applied to the bipolar cells in the retina. Figure 10 shows 
that the bipolar cell is analogous to the primary dendrite of 
the mitral cell, in that both of these processes pass on 
activity from the receptor level to the axon hillock of the 
output neuron. The entire bipolar cell functions as a den- 
drite with respect to the axon hillock site (on the ganglion 
cell) where its activity is integrated with that of the hori- 
zontal (amacrine) pathways. 

It may be noted that this extension of the basis for neuron 
terminology to include the functional context is in line with 
Bodian's (1962) statement that "the basic role of the neuron 
is that of its relation to other cells." This view may now be 
seen to be completely general, in the sense that instances may 
be found in which any of the conventionally designated 
parts of a neuron (dendrites, soma, axons, telodendria) may 
have receptive (postsynaptic) or transmissive (pres~naptic) 
sites. 

3. DIFFERENT TYPES OF DENDRITE In Golgi and electron- 
micrograph sections the mitral dendrites are smooth, as are 
motor neuronal dendrites, whereas the granule dendrites 
are invested with spines, as are apical dendrites of pyramidal 
cells. The two types of dendrite stain differentially in 
Bouin's fixed material. Are these two basic types of den- 
drite, and, if so, what is their functional significance? Is it 
related to their excitatory and inhibitory synaptic con- 
nections? Or is it related to rapid impulse generation in the 
smoothdendrite cell and slow, partial, or prolonged re- 
generative activity in the spinous-dendrite cell? In this view 

the smooth-dendrite cell might provide for instantaneous 
integration of synaptic inputs, while the spinous-dendrite 
cell might provide for long-term integration and possibly 
retention of information. 

4. FULL ACTION POTENTIAL NOT REQUIRED FOR DEN- 
DRITIC FUNCTION Neither mitral nor granule dendrites 
appear to need a propagating action potential to carry out 
their different functional roles. In the mitral cell, the pri- 
mary dendrite provides for coupling between the synaptic 
input in the glomerulus and impulse generation in the 
mitral-axon hillock, and the secondary dendrite provides 
coupling between the hillock and the sites of dendroden- 
dritic synaptic action. The electrotonic lengths of both types 
of dendrite appear to be adequate for effective spread of im- 
pulse depolarization, even if the dendritic membrane were 
passive. There is reason to belive that regenerative activity 
in the granule cell may be partial or decrementing; spread 
of depolarization to neighboring gemmules could occur 
because of the relatively short distances in the granule den- 
dritic tree. It is clear, however, that the granule-cell response 
to the mitral dendritic input does not involve the entire 
granule cell. Regenerative activity, if present, must be 
largely restricted to the peripheral dendritic branches in the 
external plexiform layer. 

5. GENERALIZES RECURRENT INHIBITION Figure 9 shows 
a comparison between the new dendrodendritic pathway 
for recurrent inhibition and the classical Renshaw pathway 
through an axon collateral. In both diagrams it is assumed 

T r a n s - H ~ l l o c k  

"Renshow" 

FIGURE 9 TWO types of pathway for recurrent inhibition. Left: 
Classical Renshaw inhibitory pathway (Eccles et al., 1964) from 
axon collateral through interneuron. Right: New dendrodendritic 
inhibitory pathway (Rall et al., 1966; Rall and Shepherd, 1968) 
from dendrite through interneuron. Direction of normal flow of 
activity is shown by arrows. Excitatory and inhibitory synapses are 
labeled E and I, respectively. Site of impulse generation at axon 
hillock is indicated by shading. 



that a synaptic input from above generates an impulse in the 
hillock region. In Renshaw inhibition, the impulse on the 
axonal side of the hillock, through synaptic excitation of the 
interneuron, delivers synaptic inhibition to the same cell 
and to neighboring cells. In dendrodendritic inhibition, the 
impulse spreading back into the dendrites excites the inter- 
neuron synaptically, which, in turn, inhibits the same cell 
or neighboring cells. 

We have suggested that the term "recurrent inhibition" 
should be generalized to cover each type of pathway, be- 
cause both provide for inhibitory feedback to the same or 
neighboring cells. As the Renshaw circuit loops back from 
axon to dendrite, it can be viewed as "trans-hillock." In 
comparison, the dendrodendritic circuit is seen to be "pre- 
hillock." Further work is required on the functional signif- 
icance of the inhibitory control that is possible over these 
pathways in different regions of the CNS. It is of interest 
that both pathways appear to be present in the granule cell. 

It may be noted that the pre-hillock pathway appears to 
require a "fractionation" of the dendritic field (cf. Sprague, 
1958), so that the initial synaptic excitation of the cell does 
not "shunt out" the dendrodendritic synapses. The synapses 
are activated by the impulse spreading from the hillock, 
and, as mentioned above, the impulse is brief, so that 
shunting between the synapses does not occur. 

6. RHYTHMIC POTENTIALS The electrical activity of the 
bulb is characterized by potential oscillations ("EEG 
waves") of large amplitude. We have noted that the 
dendrodendritic synaptic interactions are well suited for the 
development of such rhythmic activity. The mechanism can 
be understood with reference to Figure 10 (bulb). Impulse 
discharge in mitral cells results in synaptic excitation of 
many granule cells; these granule cells then deliver graded 
inhibition to many mitral cells. This inhibition cuts off the 
source of synaptic excitatory input to the granule cells. As 
the granule-cell activity subsides, the amount of inhibition 
delivered to the mitral cells is reduced, which permits the 
mitral cells to respond again to the excitatory input from 
the glomeruli. In this way a sustained excitatory input to the 
mitral cells would be converted into a rhythmic sequence of 
impulse followed by inhibition, locked in timing to a 
rhythmic activation of the granule cell pool. 

7. MECHANISM FOR SELF AND LATERAL INHIBITION Itap- 
pears probable that, during natural activity, a mitral cell 
exerts on its neighbors the kind of lateral inhibition that is a 
common feature of many sensory systems. This mechanism 
might operate in the bulb to sharpen contrast, or it might 
be related to the adaptation that is such a marked feature of 
olfactory sensations. The lateral spread of the inhibition 
would be promoted by the long lengths of the mitral 

secondary dendrites, the numerous reciprocal synapses on 
granule dendrites, and the spread of depolarization in the 
excited granule dendrites. Within this framework, the in- 
hibition may have a selective action because of the local 
character of the feedback. This kind of selective action is not 
possible with the Renshaw pathway, because the impulse in 
the axon of the interneuron presumably invades all the 
axonal terminals (cf. Figure 9). 

8. SIMILARITIES IN ORGANIZATION OF OLFACTORY BULB 
AND RETINA Because the granule cell and the retinal 
amacrine cell are the two outstanding examples in the CNS 
of neurons without axons, it is of interest to see what 
further comparisons can be made between the two. These 
lead to the recognition of some basic similarities in the 
organization of the bulb and the retina, which are discussed 
in relation to the two schematic diagrams in Figure 10. 

Bulb R e t ~ n a  

Receptors 

P r~mary  
dendrite 

Mi t ra l  

Receptors 

Elpolor 

Gangl~on 

FIGURE 10 Diagram showing similarities in organization of 01- 
factory bulb and retina. Neurons are shown schematically; note 
especially the compression of receptor and granule cells in bulb, to 
emphasize their primary functional connections. Normal flow of 
activity is indicated by arrows. For presumed synaptic actions and 
full discussion, see text. 

The bulb appears to be organized along the following 
principles. There are input cells (the olfactory receptors) and 
output neurons (the mitral cells). There are vertical path- 
ways for direct activation of the bulbar output neurons and 
horizontal pathways for integrating the vertical paths. The 
horizontal connections are organized into two tiers, the 
first apparently for controlling the bulbar input, the second 
for controlling the bulbar output. It can be seen that the 
granule cells are at the level of output control; this control 
is carried by the reciprocal synaptic connections with mitral 
secondary dendrites, which can be viewed as sidearms on 
the vertical pathways. The control exerted by the granule 
cells on the mitral-cell output appears to be exclusively in- 
hibitor~. The synaptic actions of the glomerular cells, at the 
input level, are not known. Further modification of the 
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mitral-cell output would arise from activity in pathways 
related to tufted cells, mitral-axon collaterals, and short- 
axon cells (cf. Figure 7). 

The diagram of the retina on the right of Figure 10 is 
based on the Golgi studies of Ram& y Cajal(l911) and the 
recent electron-microscope studies of Dowling and Boycott 
(1966). It shows that the retina appears to be organized on 
principles similar to those of the olfactory bulb. There are 
input cells (the visual receptors) and output neurons (the 
ganglion cells). There are vertical pathways from receptors 
through bipolar cells to ganglion cells, and horizontal path- 
ways connecting the vertical paths. The horizontal con- 
nections are also organized in two distinct tiers, the first 
related to control of receptor input to the bipolar cells, and 
the second related to control of retinal output by the 
ganglion cells. It can be seen that the amacrine cell, as is the 
granule cell in the bulb, is at the level of output control; 
this control is through connection with the vertical path- 
way by reciprocal synapses (Kidd, 1962; Dowling and Boy- 
cott, 1966) between the amacrine cells and the bipolar ter- 
minals. In the primate retina, the bipolar terminals form 
synapses with both ganglion cells and amacrine cells, as 
depicted in the diagram. In the more complex retina of the 
frog, one or more amacrine processes are interposed be- 
tween the bipolar terminals and the ganglion cells. This 
does not alter the basic plan shown in the diagram, except 
for the removal of most of the direct bipolar-to-ganglion 
synapses, and the substitution of amacrine-to-amacrine 
relays where necessary. 

On morphological grounds, therefore, granule cells and 
amacrine cells exhibit striking similarities. Both lack an 
axon, and both take part in reciprocal synaptic connections. 
The granule cell is both postsynaptic and presynaptic to the 
mitral cells, and the amacrine cell is both postsynaptic and 
presynaptic to the bipolar cells. On the basis of these 
similarities we suggested (Rall et al., 1966; Rall and Shep- 
herd, 1968) that the retinal amacrine cells might provide a 
type of dendrodendritic inhibitory pathway similar to that 
demonstrated for the granule cell in the bulb. A further 
similarity, brought out by the diagrams in Figure 10, is that 
the inhibition by the amacrine cells would also be at the 
level of output control, by monitoring the bipolar input 
to the ganglion cells. 

This hypothesis must, of course, be tested by work on the 
retina. Recent studies by Werblin and Dowling (1969), A. 
Kaneko (personal communication), and D. A. Baylor (per- 
sonal communication), combining unit recordings and 
histological identification, are therefore of great interest. 
These workers are in general agreement that, in the se- 
quence from receptors to ganglion cells, center-surround 
antagonism is first found in bipolar cells. This is consistent 
with the hypothesis that amacrine cells are inhibitory to 

bipolar terminals, although it does not rule out an in- 
hibitory input from horizontal cells to bipolars. Inhibition 
from amacrine cells might also be related to adaptation or to 
directional sensitivity; these possibilities are under investi- 
gation (Barlow and.~evick, i965; Werblin and Dowling, 
1969). 

In view of the similarities in the organization of retina and 
bulb, work on the retina takes on added significance for the 
bulb. Little is known of the bulbar mechanisms underlying 
olfactory discrimination, mainly because the odorous stim- 
ulus cannot be adequately controlled. By contrast, precise 
control of light stimuli has enabled much to be learned 
about the functional properties of the retina. If the retina 
and bulb are similar in their organization, the kinds of in- 
formation and the ways in which the information is 
handled in the bulb might be similar to those in the retina. 
As an example, lateral inhibition in the retina provides a 
mechanism for heightening contrast at a light-dark bound- 
ary. In view of the pathway for lateral inhibition dem- 
onstrated in the bulb, does this imply a mechanism to 
heighten contrast at heretofore unknown "boundaries" in 
the olfactory input to the bulb? As another example, the 
analytical capacity of ganglion cells of different species ap- 
pears to be related to the complexity of the synaptic con- 
nections between bipolar, amacrine, and ganglion cells (cf. 
Michael, 1969). These synapses provide the ganglion cells 
with additional degrees of freedom from vertical and hori- 
zontal control, in contrast to the direct control in the case 
of the mitral cell. Does this imply that the mitral cell is 
relatively limited in the amount of analysis that it can carry 
out on the olfactory input? Such questions may give in- 
sight into the nature of the olfactory stimulus and suggest 
new experimental approaches to the difficult problem of ol- 
factory discrimination. 

Summary 

The mammalian olfactory bulb can be viewed as a simple 
cortical system. Because of the separation of afferent and ef- 
ferent pathways, selective orthodromic and antidromic 
activation of the neuron populations within the bulb can be 
achieved. Unit recordings have permitted analysis of spike 
generation in mitral cells and of pathways for synaptic 
excitation and inhibition of other types of neurons. Bio- 
physical reconstruction of field potentials evoked in the 
bulb led to the postulation of dendrodendritic synaptic in- 
teractions between mitral and granule cells. Electronmicro- 
graphs have revealed the postulated synapses between mi- 
tral and granule-cell dendrites. These synapses provide a 
pathway for recurrent inhibition of the mitral cells; we have 
suggested that the term "recurrent inhibition" be gener- 
alized to cover this dendrodendritic synaptic pathway as 



well as the classical Renshaw pathway through an axon col- 
lateral. Although it lacks an axon, the granule cell neverthe- 
less plays a key integrative role by virtue of its inhibitory 
control of mitral cells. 

The results thus far in the olfactory bulb have implica- 
tions of general interest to neurobi~lo~ists ,  particularly with 
regard to the nature of recurrent inhibition, the integrative 
properties of neuronal dendrites, and the organization of the 
retina and of other cortical structures. An important aspect 
of this work has been the extent to which several methodol- 
ogies and techniques-histological, ultrastructural, physi- 
ological, biophysical-have been brought to bear on single 
problems, e.g., the synaptic pathway for recurrent inhibi- 
tion of mitral cells. This may be taken to reflect the ad- 
vantages of working on a simple or "reduced" cortical sys- 
tem like the bulb. As Rall shows in his chapter in this 
volume, the simple features of the bulb have also permitted 
realistic biophysical models to be constructed for both the 
mitral and granule-cell populations. Thus far our interest 
has been in gaining understanding of the functional organi- 
zation of the neuronal populations within the bulb; it is 
hoped that this will lay a foundation for future work on the 
neuronal mechanisms underlying the sensory discrimina- 
tion of odors. 

A number of my  colleagues have kindly read the manu- 
script and given valuable advice. Among them I am par- 
ticularly indebted to Drs. W. Rall, C. G. Phillips, T. S. 
Reese, D. Ottoson, C. M. Michael, and D. Bodian. 
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5 O Dendritic Neuron Theory and Dendrodendritic 

Synapses in a Simple Cortical System 

W I L F R I D  RALL 

GORDON SHEPHERD, in his presentation, focused attention on 
the experimental evidence that provided the basis for our 
theoretical work on the olfactory bulb. He also discussed 
several wider implications of these experimental and theo- 
retical results. Here, I wish to focus attention on theoretical 
aspects ofthis study. First, I describe a general theoretical ap- 
proach that can be applied to different neurons or neuron 
populations and to different parts of nervous systems. Then 
I consider the specific application to the olfactory bulb and 
focus attention on particular points that proved to be most 
important for our interpretations. A comprehensive report 
of our analysis, results, and interpretations has already been 
published (Rall and Shepherd, 1968). 

Theoretical Method 

Briefly, the theoretical method combines several mathe- 
matical models. One group of models is based on the bio- 
physical models of nerve membrane ; the simplest represents 
passive nerve membrane; another provides for synaptic ex- 
citation and inhibition; still others provide for the genera- 
tion and propagation of active nerve impulses. Another 
group of models is concerned with the abstraction and sim- 
plification of dendritic branching. Still another group is 
based on considerations of geometric symmetry in a cortical 
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arrangement of neurons, especially when these neurons are 
activated synchronously. Such mathematical models were 
combined in a computer program, which was then used to 
predict spatiotemporal distributions of extracellular poten- 
tial; these distributions were compared with those previ- 
ously recorded experimentally in the olfactory bulb. 

DENDRITIC BRANCHING That neuronal dendritic branch- 
ing can be very extensive has been well known for many 
years and has been widely illustrated. The details of such 
branching often appear to be impossibly complicated. The 
purpose of Figure 1 is to illustrate how dendritic branching 
can be abstracted, idealized, and simplified. The dendritic 
tree (Figure 1A) preserves branching but idealizes it to a 
symmetric branching pattern; the equivalent cylinder (Fig- 
ure 1B) and the two chains of compartments (Figure 1C and 
D) reduce the spatial aspect of the dendritic tree to a single 
dimension, namely, the distance from the neuronal soma 
out into the dendritic tree. For those problems that involve 
either disturbances that spread from the neuronal soma out- 
ward into all of the branches or those that arise at corre- 
sponding locations in all members of a set of corresponding 
branches, consideration of the symmetry provides a justifi- 
cation for such simplification to a single space dimension. 

It has been demonstrated mathematically (Rall, 1%2a) 
that there is a class of dendritic trees which can be trans- 
formed into an equivalent cylinder. Briefly, this demonstra- 
tion involved a consideration of the partial differential equa- 
tion (cable equation) for spatiotemporal distributions of 



membrane potential in passive membrane cylinders, to- 
gether with a consideration of the boundary conditions to 
be satisfied at every point of branching and of branch termi- 
nation. In addition to providng a constraint upon the rela- 
tive diameters of parent and daughter branches at every 
branch point, this analysis demonstrated the advantage of 
expressing the actual length, l ,  of each dendritic branch, as 
an electrotonic length, L. This is defined as l / A ,  where A, known 
as the characteristic length, is a basic parameter in the original 
cable equation. The value of X depends on the resistivities of 
the materials and on the square root of the diameter of each 
membrane cylinder. The equivalent cylinder (Figure 1B) is 
characterized by a single value of A, whereas the dendritic 
tree (Figure 1A) is characterized by many different values of 
A for the different values of branch diameter. 

Soma - Dendri tes - 
FIGURE 1 Schematic diagrams of simplified models of aneuron. A. 
Dandritic tree with an ideahed, symmetrical, branchmg pattern; 
its trunk arises from a portion of the neuronal soma. B. Membrane 
cylinder that can be regarded as equivalent (electrotonically) to the 
entire dendritic tree (including its portion of the soma) when cer- 
tain conditions are satisfied (Rall, 1962a). C. Chain of five equal 
compartments. Each compartment corresponds to a lumping of 
one-f&h of the length of the cylinder (B), or one-fifth of the sur- 
face area of the dendritic tree (A), as indicated by the dashed lines 
in (A). D. Chain of 10 equal compartments. Each compartment 
corresponds to a lumping of one-tenth of the equivalent membrane 
cylinder (B); compartment 1 represents the soma, and compart- 
ments 2 through 10 represent successive increments of elearotonic 
distance from the soma out to the dendritic terminals (Rall, 1964). 

ELECTROTONIC LENGTH For the equivalent cylinder, the 
electrotonic length is a simple concept; its importance re- 
sults from the fact that this L also represents the electrotonic 
length of the entire dendritic tree (Figure IA), including its 
portion of the neuronal soma. For some neurons it is useful 
to combine all dendritic trees and to characterize the entire 
soma-dendritic complex as an equivalent cylinder with some 
particular value of L. For other neurons, and for some pat- 
terns of neuronal activation, it is necessary to consider sev- 
eral equivalent cylinders coupled to a common soma, and in 
some cases to consider also subdivisions of dendritic trees. 
Our theoretical computations of activity in the olfactory 
bulb required us to assume values of L for mitral-cell den- 
drites and for granule cells. For motoneurons of cat spinal 
cord, the significance of the value of L for an understanding 
of synaptic potentials and their properties has recently been 
demonstrated in some detail (Rail et al., 1967). Also, a theo- 
retical basis for estimating the value of L from an analysis of 
electrophysiological transients has recently been provided 
(Rall, 1969); this approach may prove to be useful with 
neurons of many different types. 

COMPARTMENTAL MODELS AS indicated by Figure 1C 
and ID, a chain of equal compartments can be used to ap- 
proximate the equivalent cylinder. Each compartment rep- 
resents a lumping of dendritic membrane. The essential, 
simplifying assumption is that nonuniformity of membrane 
potential is neglected within each compartmental region; 
nonuniformity is represented only by differences between 
compartmental regions. The chain of 10 compartments 
(Figure ID) represents the one dimension, electrotonic dis- 
tance, extending from the soma (compartment 1) outward 
into all the dendritic branches in nine lumped steps that cor- 
respond to equal increments of electrotonic distance and of 
membrane surface area. 

An advantage of compartmental models is that they are 
not restricted to the special case of the equivalent cylinder. 
Compartments of different sizes are used whenever needed 
to represent significant departures from the idealized equiva- 
lent cylinder. Also, branching systems of compartments are 
used whenever it is necessary to distinguish among several 
dendritic trees of a single neuron, or among several divisions 
of a single dendritic tree. Furthermore, different synaptic 
inputs and different membrane properties can be specified 
for different compartments when required. 

The mathematical model implied by such a compart- 
mental diagram is a system of ordinary differential equations 
(see Rall, 1964, for details and references). These equations 
are linear and of first order for those compartments in which 
active nerve membrane properties are not present. The sys- 
tem of equations becomes complicated by additional non- 
linear differential equations when one or more compart- 
ments must exhibit active membrane properties. 
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MEMBRANE MODELS The diagram in Figure 2 indicates 
the lumped membrane parameters for a single compart- 
ment. This equivalent electrical circuit is related to the 
papers of Hodgkin and Katz (1949), Fatt and Katz (1951 
and 1953), Hodgkin and Huxley (1952), and Coombs et al. 
(1955); see also Cole (1968). In a completely passive mem- 
brane, the excitatory and inhibitory conductances, GE and 
Gj, are both zero, and there remains the resting conductance, 
G,, in parallel with the membrane capacity, C,,. For synaptic 
regions, the synaptic input intensity is represented by the 
variables E = GJG, and 3 = Gj/G,, which are assumed to 
be independent of changes in membrane potential. The de- 
pendence of membrane potential on E and 3 follows from 
standard circuit theory; the equations have been presented 
and discussed elsewhere (Rall, 1964; Rall and Shepherd, 
1968). The 1968 reference also provides the specific pair of 
coupled nonlinear differential equations that was used to 
generate transient changes of E and 3 in active membrane. 
Such computed transients of E and 3 may be thought of as 
corresponding roughly to the transients of sodium and po- 
tassium conductance in the Hodgkin and Huxley (1952) 
model for active nerve membrane; they proved capable of 
generating and propagating well-shaped action potentials. 

FIGURE 2 Diagram of the electrical equivalent circuit used to rep- 
resent the lumped membrane parameters of a single compartment, 
in the compartmental models of Figures 1 and 3. The membrane 
current, I,, flows through four parallel pathways provided by 
three conductances, G,, Gs, and Gj,  and by the capacity, C,. G, 
represents the resting membrane conductance and lies in series 
with the resting EMF, or battery, E,. G& represents an excitatory 
conductance which lies in series with an excitatory EMF, or bat- 
tery, Ee. Also, G j  represents an inhibitory, or quenching, conduct- 
ance which lies in series with its corresponding EMF, or battery, 
E j  The resistor, r;, represents the intracellular (core) resistance that 
joins one compartment to the next. (See Rall, 1964, and other 
references cited in the text.) 

AXON, SOMA, AND DENDRITES Figure 3 shows three dia- 
grams that preserve axonal, somatic, and dendritic regions 
of a neuron. Although these diagrams have been used to rep- 
resent a mitral cell of olfactory bulb, they obviously have 
more general applicability. When the several dendrites 
(Figure 3A) are combined into an approximately equivalent 
cylinder, this system is reduced to one distance dimension 
(Figure 3B), but there is an obvious change in diameter from 
axon, through soma, to the (dendritic) equivalent cylinder. 
The compartmental abstraction (Figure 3C) indicates not 
only changes in diameter, but also a difference in membrane 
properties. The blackened compartments (axon and soma) 
are assumed to have active membrane properties; the den- 
dritic compartments have passive membrane properties in 
some computations and active membrane properties in 
others. 

SIMULATION OF ANTIDROMIC ACTIVATION The purpose 
in assembling these various component models was to gen- 
erate (with a digital computer) a fairly realistic sequence of 

Axon Soma Dendrites 

C 

FIGURE 3 Schematic diagrams of successive abstractions of a mitral 
cell, or of another cell of this general type. A. Axon, soma, primary 
dendrite, and several (truncated) secondary dendrites of such a cell. 
B. The dendrites of A are represented as an approximately equiva- 
lent cylinder; the soma appears as the transition from the small- 
diameter axon cylinder to the large-diameter combined dendritic 
cylinder. C. This compartmental model corresponds to A and B 
above; the three axonal compartments and the soma (all shown in 
black) are assumed to have active membrane properties; the den- 
dritic compartments are assumed to have passive membrane prop- 
erties in some computations and active membrane properties in 
others. 
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the membrane states that occur during antidromic activa- 
tion of a single representative mitral cell. A suprathreshold 
depolarization of the distal axonal compartment results in 
the generation of an action potential that propagates from 
one axonal compartment to the next. It took special care to 
insure that this propagating impulse did not fail to invade 
the soma compartment. This is because the rate of depolar- 
ization is much slower in the soma compartment than in the 
axonal compartments, for two reasons: (1) the soma com- 
partment has a larger electrical capacity, but, even more im- 
portant, (2) the spread of current from the soma into the 
dendritic compartments provides heavy damping to the 
soma. We could reduce this damping by reducing the size 
of the dendritic compartments or by providing the den- 
dritic compartments with a small background level of de- 
polarization or of synaptic excitation, or by doing both. 
When the soma does fire an action potential, membrane 
depolarization spreads out into the dendritic compartments, 
either rapidly and without decrement in active dendritic 
membrane, or more slowly and with some electrotonic 
decrement in passive dendritic membrane. We computed 
many variations of such antidromic activation and used 
them as the basis for calculations of the associated extra- 
cellular potential distributions. 

SYNCHRONY AND SYMMETRY OF POPULATION The key 
to the computation of the extracellular field ~otentials is 
provided by a consideration of the synchrony of activation 
in the neuron population and the geometric symmetry of 
the cortical anatomy. Figure 4A indicates the arrangement 
of the mitral-cell population in the olfactory bulb of rabbit. 
A single strong shock to the lateral olfactory tract initiates 
essentially synchronous antidromic activation of the mitral- 
cell population. The somas of these mitral cells lie in an 
almost spherical shell, and their primary dendrites are di- 
rected radially outward. It is useful to consider the implica- 
tions that follow when this approximate spherical symmetry 
is idealized to perfect spherical symmetry, as indicated 
diagrammatically at the upper right (Figure 4B). Given 
complete symmetry and synchrony, with equally spaced 
mitral cells generating identical amounts of extracellular 
current, it follows that the current generated by each of 
these mitral cells will be confined to a small (conical) volume 
element, such as the one indicated in Figure 4B. Because the 
number of such mitral cells is very large, these conical vol- 
ume elements are thin slivers, and the extracellular current 
flow has an essentially radial orientation in the sphere. Be- 
cause of the symmetry, no current can flow outside the 
sphere from one region to another, which is an example of 
the "closed field" characterized by Lorente de N6 (1947); 
see also Rall(1962b) and Rall and Shepherd (1968) for addi- 
tional details on this point. 

PUNCTURED SYMMETRY That the actual olfactory bulb is 
not a completely closed sphere is significant because of the 
even more important fact that the experimentally observed 
field of extracellular potentials is not closed. Specifically, a 
microelectrode at the bulb surface detects a significant tran- 
sient of potential, relative to a distant reference electrode, 
during synchronous mitral-cell activation. This means that 
some of the extracellular current generated by the mitral 
cells must flow away from the bulb surface; it can return 
through the bulb puncture. This secondary extracellular 
current is indicated in the diagram at lower left (Figure 4C) ; 
the primary extracellular current is confined within each 
conical volume element. The equivalent circuit, at lower 
right (Figure 4D), shows both the primary extracellular cur- 
rent (PEC) and the secondary extracellular current (SEC) 
produced by a generator of extracellular current (GEC), 
which is shown as a compartmental neuron model. 

POTENTIAL DIVIDER EFFECT The secondary extracellular 
current path has a finite resistance, and the distant reference 
electrode is effectively situated somewhere along this resist- 
ance; this reference electrode divides the over-all ~otential 
difference into two parts. For this particular application to 
the olfactory bulb, the resulting potential divider ratio of 
outer resistance to puncture resistance is about 1:4. Con- 
sider, for example, the moment at which synchronous 
mitral activity generates extracellular current such that the 
extracellular potential at the depth of the mitral-cell bodies 
is 2.5 mV negative relative to the potential at the dendritic 
terminals; the 1:1 potential divider ratio then implies 0.5 
mV across the outer resistance, and 2.0 mV across the punc- 
ture resistance. Therefore, when recording relative to the 
reference electrode, a microelectrode placed near the den- 
dritic terminals should be 0.5 mV positive, and a microelec- 
trode placed at the depth of the mitral cell bodies should be 
2.0 mV negative. Such values are observed experimentally, 
and this potential divider effect represents an essential part 
of the computational model. The diagram at lower right 
(Figure 4D), by a combination of the compartmental model 
of Figure 3C with the punctured symmetry considerations 
of Figure 4C, provides a compact representation of the 
several theoretical models that have been combined in the 
computational model for the olfactory bulb field potentials. 
My reason for presenting these details is based on a belief 
that this combined model (with different potential divider 
ratios) can be applied to synchronous activation in other cor- 
tical structures; a recent example is an application to the 
cerebellum by Zucker (1969). 

EXPERIMENTAL POTENTIALS TO BE INTERPRETED Figure 5 
shows how the experimental recordings obtained by Phil- 
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FIGURE 4 Diagrams related to cortical symmetry and to 
synchronous activation of the mitral-cell population. A. 
Schematic diagram of the experimental recording situation. 
The microelectrode (ME) penetrates the olfactory bulb; the 
reference electrode (RE) is distant. The mitral cells are ar- 
ranged in an almost spherical cortical shell; their axons all 
project into the lateral olfactory tract. Single-shock stimula- 
tion to the lateral olfactory tract results in synchronous anti- 
dromic activation of the mitral-cell population. Circle with 
slanted arrow, here and in D, represents the recording sys- 
tem. B. Diagram of complete spherical symmetry of a corti- 
cal arrangement of mitral cells. The cone indicates a volume 
element associated with one mitral cell; the arrows indicate 
extracellular current generated by this mitral cell; the cur- 
rent is confined within its cone when activation is synchro- 
nous for the population. C. Diagram of punctured spherical 
symmetry. Thearrows inside the cone represent the primary 
extracellular current generated per mitral cell; the dashed 

line (with arrows) represents the secondary extracellular cur- 
rent per mitral cell. The location of the reference electrode 
(RE) along the resistance of this secondary pathway serves as 
a potential divider. D. Diagram combines the potential di- 
vider aspect (C) with a compartmental model (from Figure 
3C). The relations of both the microelectrode (ME) and the 
reference electrode (RE) to the primary extracellular cur- 
rent (PEC) and the secondary extracellular current (SEC) are 
shown. The generator of extracellular current (GEC) is a 
compartmental model representing the synchronously active 
mitral-cell population. The solid arrows next to the com- 
partmental model represent the direction of membrane cur- 
rent flow at the moment of active, inward, soma-membrane 
current (heavy black arrow) ; the dendritic membrane cur- 
rent is outward. The open arrows represent the direction of 
extracellular current flow (both PEC and SEC) at this same 
moment. 



lips, Powell, and Shepherd (1961, 1963) were related to four 
depths in the cortical structure. These field potentials, re- 
corded in response to synchronous antidromic activation, 
were found to be highly reproducible; thus we regard this 
potential as a function of two variables, depth and time. Be- 
cause Shepherd has already presented olfactory bulb anat- 
omy, I simply point out the four depths: the glomerular 
layer (GL), the external plexiform layer (EPL), the mitral 
body layer (MBL), and the granular layer (GRL). At first 
we concentrated on time periods I and 11, to see if we could 
predict the same dependence on depth and time from our 
computational model for synchronous antidromic activa- 
tion of the mitral-cell population. Later we turned to a con- 
sideration of time period III. 

COMPUTED RESULTS FOR MITRAL POPULATION Figure 6 
summarizes the results of a computation which simulated 
the synchronous antidromic activation of the mitral-cell 

population. This computation was based on the concepts 
already summarized in Figure 4C. This particular computa- 
tion assumed passive dendritic membrane. An action poten- 
tial was initiated in the most distal axonal compartment and 
propagated to the soma (shown as compartment 4 in Figure 
6). The transient at lower left shows the transmembrane 
action potential (intracellular potential relative to extracel- 
lular potential) at the soma compartment. Above this are 
shown the transmembrane potential transients that spread 
into the dendritic compartments-an example of passive 
electrotonic spread from an active soma into passive den- 
drites. During period I, the soma membrane is more depo- 
larized than the dendritic membrane, and the intracellular 
current flows from soma to dendrites, which means that the 
extracellular current must flow from dendrites to soma. 
This provides an intuitive explanation of the computed 
extracellular potentials during period I, shown in the right 
half of Figure 6. During period 11, the active repolarization 

G L 

EPL 

G R L  

FIGURE 5 Experimental field potentials shown in relation to and GRL, the granular layer. I, 11, and I11 designate three 
histological layers. A voltage transient is shown at right for time periods used to facilitate the analysis and discussion of 
each of the four histological layers at left. The schematic the voltage transients; the time scale at the lower right is in 
Golgi histology at left shows two mitral cells (m) and two milliseconds. The + and - signs indicate polarity recorded 
granule cells (g). GL designates the glomerular layer; EPL, at the microelectrode, relative to the reference electrode. 
the external plexlform layer; MBL, the mitral-body layer; 
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INTRACELLULAR EXTRACELLULAR 

FIGURE 6 Computed voltage transients obtained from equa- 
tions corresponding to the diagrammatic combined model 
of Figure 4C. Nine compartments, shown on the left, were 
used in the computations, but results are illustrated for only 
three of these: compartment 4 as soma, compartment 6 as 
mid-dendritic, and compartment 9 as dendritic terminals. 
The three transients on the left represent passive electrotonic 
spread of intracellular potential from a sotna action potential 
into passive dendritic compartments. The two sets of tran- 

Rela t i ve  to Dendr i t i c  Relot ive to Distont  
Terminals Elect rode 

of the soma membrane makes the soma less depolarized than 
the dendritic membrane, and the intracellular current flows 
from dendrites to soma, which means that the extracellular 
current also becomes reversed and flows from soma to den- 
drites. This provides an intuitive explanation of the com- 
puted extracellular potentials during period II. The far right 
column of Figure 6, based on a potential divider ratio of 1 :4, 
can be seen to provide a first approximation to periods I and 
I1 of the experimental transients shown in Figure 5. 

SIGNIFICANCE OF DIFFERENT DEPTH DISTRIBUTIONS AND 

RELATIVE RESISTANCES The depth distribution of poten- 

sients on the right represent the corresponding extracellular 
potential transients ; the middle column expresses extracellu- 
lar potential relative to the terminal (GL) level; the column 
on the right shows the same extracellular potential differ- 
ences re-expressed relative to the distant reference electrode 
(potential divider effect). Time scale designates periods I and 
11; GL, EPL, and MBL designate the same histological layers 
as in Figure 5. 

tial during time period III differs significantly from that of 
periods I and II. The schematic diagrams in the right half of 
Figure 7 were designed to illustrate the argument that activ- 
ity in the mitral-cell population can account for the extra- 
cellular potential gradients during most of periods I and 11, 
but that such activity cannot account for the extracellular 
gradients of potential during period III. Furthermore, the 
depth distribution of potential during period 111 could result 
from appropriate activity in the population of granule cells. 

During periods I and 11, large gradients of extracellular 
potential are present in the EPL, from GL to MBL, but not 
deeper in the granular layer, GRL. This experimental find- 



G L 

EPL 

MBL 

G R L  

FIGURE 7 Depth distribution of potential, and equivalent 
~~linderscorresponding to different neuron populations. The 
field potentials on the left are the same experimental records 
as in Figure 5. The three diagrams on the right show equiva- 
lent cylinders and the direction of electric-current flow at 
three different times-period I, period 11, and period 111. The 
arrows show intracellular current, membrane current, and 
primary extracellular current; secondary extracellular cur- 

ing was predicted by our computations, the essential reason 
being that the mitral axon has a much smaller area of cross 
section (and hence a much larger intracellular resistance, rl, 
per unit length) than does the equivalent mitral dendritic 
cylinder. The ratio is estimated to lie in the range 1 :25 to 
1 :50. As indicated in Figure 7 (middle two diagrams), this 
means that significant mitral-cell extracellular current is 
generated only between GL and MBL, and negligible mi- 
tral-cell extracellular current is generated in GRL. This 
quantitative agreement between theory and experiment was 
found not only for the peak gradients of periods I and 11, but 
also in the negligible contribution to the early portion of the 
GRL transient that was made by the propagating axonal 
action potential. 

rent is not shown. GL, EPL, MBL, and GRL designate the 
same histological layers as in Figure 5. In both I and 11, the 
large cylinder extending from GL to MBL corresponds to 
the combined dendrites of the mitral-cell population, and 
the thin cylinder extending from MBL into GRL corre- 
sponds to the mitral axons. In period 111, the long cylinder 
extending from EPL far down into GRL corresponds to the 
large population of granule cells. 

It was the quantitative agreement between theory and 
experiment during periods I and 11 that convinced us of the 
impossibility of accounting for period 111 in terms of current 
generated by mitral cells. During period 111, the gradient of 
extracellular potential reaches far down into the granular 
layer; it has its maximum value near MBL. The kind of 
equivalent cylinder that could generate such current is 
shown at the far right in Figure 7; it must provide an effec- 
tive intracellular conductance down into the granular layer. 
Although individual granule cells are small, the granule-cell 
population is very large. The granule cells have the required 
depth distribution; no other sufficiently numerous type of 
cell has this depth distribution. Thus we were forced to con- 
clude that the major generator of extracellular current dur- 

D E N D R I T I C  N E U R O N  T H E O R Y  I N  A C O R T I C A L  S Y S T E M  559 



ing period 111 must be the large population of granule cells. 

GRANULE-CELL ACTIVITY TO generate the current flow 
shown in I11 in Figure 7, the granule-cell population could 
either undergo membrane depolarization in the EPL, mem- 
brane hyperpolarization in the GRL, or both. We  were led 
to postulate synaptic excitation of the granule dendrites in 
the EPL as the primary activity leading to the generation of 
period III. Some synaptic inhibition could also be present at 
the deep granule-cell processes in GRL, but this was ruled 
out as the primary activity for two reasons: (1) such synaptic 
inhibition would not fit well with subsequent mitral-cell in- 
hibition by granule cells, for which Shepherd (1963) already 
had experimental evidence; (2) such synaptic inhibition 
seemed less likely to generate a sufficient magnitude of cur- 
rent to account for period III. It should be added, however, 
that such synaptic inhibition of deep granule-cell processes 
could play an important secondary role of preventing action 
potential propagation in those granule-cell computations 
that include active membrane properties for the granule 
cells. One of the interesting findings of our granule-cell 
computations was that even with a "cool" version of active 
membrane kinetics, the resulting propagation (in the ab- 
sence of synaptic inhibition) of active membrane depolariza- 
tion was incompatible with the monophasic, spatially sta- 
tionary character of the field potential observed during 
period 111. The simplest successful granule-cell computations 
were obtained by assuming passive granule-cell membrane. 

TWO-WAY DENDRODENDRITIC SYNAPTIC POSTULATE 
Thus, our quantitative fitting of theory to experiment con- 
vinced us that the granule-cell population must receive mas- 
sive synchronous excitation delivered to the granule den- 
drites in the EPL. Phillips, powell, and Shepherd postulated 
that granule cells inhibit mitral cells, but they implicitly as- 
sumed that the granule cells would be conventional in re- 
ceiving their synaptic input at one region, propagating an 
impulse to another region, and then initiating synaptic inhi- 
bition there. By ruling out impulse propagation as predomi- 
nant during period III, we required that synaptic excitation 
be delivered directly to the granule dendrites in the EPL. 
Although such could conceivably be done by recurrent axon 
collaterals of mitral cells (and we have not ruled them out as 
contributory), we were struck by the remarkable possibility, 
provided both by timing and by contiguity, that mitral sec- 
ondary dendrites could deliver the needed synaptic excita- 
tion directly to the granule dendrites. That is, the depolar- 
ization of the mitral dendrites during period 11 is well timed 
to initiate the required synaptic excitation; also, Golgi prep- 
arations had demonstrated that the EPL is primarily a neu- 
ropil composed of these two kinds of dendrites. 

Thus, we formed the postulate of two-way, dendroden- 

dritic, synaptic interactions before we learned any of the 
details that were provided by electron-microscope studies of 
others. We postulated that membrane depolarization of the 
mitral secondary dendrites would initiate synaptic excita- 
tion, delivered from mitral to granule dendrites, and that 
the resulting membrane depolarization of the granule den- 
drites would then initiate synaptic inhibition, delivered from 
granule dendrites to mitral dendrites and somas. 

ELECTRON-MICROSCOPE EVIDENCE It would be disingen- 
uous to pretend that we were not pleased and excited when 
this two-way, dendrodendritic, synaptic postulate was pro- 
vided with confirmatory histological support and elabora- 
tion by the electron-microscope findings of Reese and 
Brightman, who had been conducting an independent study 
of the olfactory system. These histological findings and our 
theoretical postulate complemented each other so well that 
we agreed to present them jointly (Rall et al., 1966). While 
preparing that joint paper, we learned of the similar histo- 
logical findings of Hirata (1964), Andres (1965), and, later, 
of IIama (personal communication). 

The schematic Golgi diagram (Figure 8A) shows only one 
mitral cell and one granule cell and indicates the intermin- 
gling of their dendrites in the external plexiform layer 
(EPL). A large number of additional granule cells and mitral 
cells (not shown in this diagram) essentially fill the EPL with 
a dense neuropil composed primarily of these two kinds of 
dendrites. In the Golgi diagram (Figure 8A), the open circle 
designates, at low magnification, the structures shown at 
higher magnification in Figure 8B, in which a granule-cell 
gemmule (GG) arises from a granule-cell dendrite (GD) and 
makes contact with a mitral secondary dendrite (MSD). 
This drawing (Figure 8B) was prepared from electron- 
microscope serial sections; the two exploded views reveal 
two different synaptic contacts between the gemmule (GG) 
and the mitral dendrite (MSD). The contact on the left has 
vesicles clustered close to the mitral side of its contact re- 
gion; by the established criterion (Palay, 1958; Gray, 1959), 
this contact is assigned the polarity mitral-to-granule as indi- 
cated by an arrow. The other contact has vesicles clustered 
close to the granule side of its contact region; by the same 
criterion, this contact is assigned the polarity granule-to- 
mitral as indicated also by an arrow. In a quantitative study, 
based on many reconstructions from serial sections, all taken 
from one small region of the EPL, Reese (1966,1970) found 
that most of the gemmules make such pairs of synaptic con- 
tacts of opposite polarity. 

Our postulate that the mitral-t~-~ranule synaptic contacts 
are excitatory, and that the granule-to-mitral synaptic con- 
tacts are inhibitory, was based not on morphological cri- 
teria, but on the theoretical considerations outlined in the 
preceding section. Nevertheless, it is interesting that our as- 



FIGURE 8 Dendrodendritic synaptic contacts at 
two magnifications. A. Schematic Golgi histol- 
ogy, similar to that shown in Figure 5 but with 
emphasis on the external plexiform layer (EPL). 
The circle designates an example of a mitral sec- 
ondary dendrite touching the gemmule of a gran- 
ule dendrite, corresponding to the higher magnifi- 
cation shown in B. B. Drawing based on electron 
microscopy. The mitral secondary dendrite (MSD) 

touches a granule cell gemmule (GG) the stem of 
which is a process of a granule-cell dendrite (GD). 
This drawing by ~ r s . ~ .  Turner represents a re- 
construction from 23 consecutive serial sections 
less than 0.1 micron in thickness, prepared and as- 
sembled by T .  S. Reese. Two exploded views 
serve to reveal two synaptic contacts of opposite 
polarity, as indicated by vesicles and by arrows. 
Further details in Rall et al., 1966; Reese, 1970. 



signrnent of synaptic excitatory and synaptic inhibitory 
function is consistent with the two tentative morphological 
criteria that are currently being developed and explored. 
One criterion depends on the presence or  absence of post- 
synaptic dense material. The other depends on a distinction 
between spherical and flattened vesicles; (See Price, 1968, 
for evidence on the vesicles and for references on both tenta- 
tive criteria.) 

Discussion 

TWO-WAY, DENDRODENDRITIC SEQUENCE The reaction 
of several neuroscientists, on first sight, was to regard such 
oppositely oriented synapses adjacent to each other as a 
short-circuit which could have no useful function. Such an 
objection disappears, however, when temporal sequence is 
taken into account. Our interpretation can be summarized 
with the help of Figure 9. 

Whenever a mitral-cell body fires an impulse, whether it 
has been activated by the antidromic or the orthodromic 
route (AD or OD in Figure 9D), it results in a spread of 
membrane depolarization into the mitral-cell secondary 
dendrites. This depolarization takes place whether one as- 
sumes active or passive dendritic membrane properties. As 
can be verified in Figure 6, such dendritic membrane depo- 
larization begins in the later portion of period I and extends 
through period 11. The schematic sequence (Figure 9A, B, 
C) summarizes the postulated sequence of synaptic inter- 
actions. Depolarization of mitral-cell dendritic membrane 
activates mitral-to-granule synaptic excitatory contacts. The 
resulting membrane depolarization of the granule gem- 
mules activates granule-to-mitral synaptic inhibitory con- 
tacts. Such synaptic activity inhibits the mitral cell and 
causes membrane hyperpolarization of the mitral-cell den- 
drites and soma. It is important to supplement Figure 9 with 
the reminder that every mitral cell is in contact with the 
gemmules of many granule cells, and every granule cell is in 
contact with many mitral cells. 

SELF INHIBITION AND LATERAL INHIBITION It is evident 
that such two-way, dendrodendritic, synaptic interactions 
provide a negative feedback (recurrent inhibition) both to 
the mitral cells that have just fired impulses, and to any 
neighboring mitral cells that may not have fired. The self- 
inhibition feature, and the result that the granule-cell popu- 
lation can exert a damping effect on the entire mitral-cell 
population, could account (at least in part) for two phenom- 
ena: (I) an adaptive adjustment of the system to a wide 
range of input intensity; and (2) a tendency for rhythmic 
activity in the olfactory bulb. Also, because secondary den- 
drites of the mitral-cell extend laterally for long distances, it 
is likely that this mechanism can provide significant spatial 

FIGURE 9 Schematic summary of postulated dendrodendritic 
synaptic interactions. A, B, and C show a single granule-cell gem- 
mule (hatched) in contact with a mitral secondary dendrite (cylin- 
der) ; a pair of synaptic contacts is indicated by thickenings in black. 
A. Membrane depolarization (D) of the mitral-cell dendrite during 
late period I and period 11 activates the mitral-to-granule synaptic 
contact (arrow) to deliver synaptic excitation (E) to the gemmule 
during period 11. B. The resulting depolarization (D) of the gem- 
mule then activates the granule-to-mitral synaptic contact (arrow) 
to deliver synaptic inhibition (3) to the mitral dendrite. C. During 
period 111, the synaptic inhibition (3) can cause both hyperpolariza- 
tion (H) and inhibition of the mitral dendrite and also of the mitral 
soma. D. Several gemmules of a granule cell are shown in contact 
with the dendrites of two mitral cells. A mitral cell can be activated 
either antidromically (AD) or orthodromically (OD). When the 
mitral soma generates an action potential, membrane depolariza- 
tion spreads out into the mitral secondary dendrites, either pas- 
sively or actively. This membrane depolarization of the mitral 
dendrite causes synaptic excitation to all granule-cell gemmules in 
contact with this mitral cell. The synaptically excited granule den- 
drites then deliver synaptic inhibition to all the mitral cells with 
which they are in contact, including mitral cells that did not con- 
tribute to this activity. 



gradients of lateral inhibition (see Ratlie 1965), which might 
contribute to olfactory discrimination. 

AMACRINE CELLS By definition, an amacrine cell is a neu- 
ron that possesses no axon. The possible function of such 
neurons has troubled neuroscientists in the past. Our inter- 
pretation of granule-cell function in the olfactory bulb is 
therefore of some general interest. The function we envisage 
requires neither an axon nor an action potential in such cells; 
their synaptic interactions are transacted locally and proba- 
bly in a graded, nonimpulsive manner. Axons and all-or- 
none action potentials are needed when information must 
be transmitted over a long distance, from one portion of the 
nervous system to another. Action potentials are not, how- 
ever, needed in dendrites if their electrotonic length (L = 

[/A) values are less than about 2. 
Two further points deserve emphasis. To function, the 

dendrites of such cells must both send and receive informa- 
tion. Also, the lack of an impulse provides for slow, graded 
activity which could serve as a rudimentary short-term 
memory, i.e., a weighted spatiotemporal integral of previ- 
ous and surrounding levels of input, in which the weights of 
contributions decrease both with distance and with time. 

OTHER AMACRINE CELLS The analogies between the 01- 
factory bulb and the retina are not elaborated here; they are 
presented and discussed in Shepherd's chapter (this vol- 
ume). The amacrine cells of octopus brain have been studied 
by Gray and Young (1964), who have postulated that these 
cells function as inhibitory interneurons and that they are 
important to the memory system of octopus. Quite recent- 
ly, Best and Noel (1969) have observed reciprocal synaptic 
arrangements in the neuropil of planarian brain and have 
noted their possible significance. 

COMMENT ON GRADED SYNAPTIC ACTIVATION Ques- 
tions are often asked about our assumption that these den- 
drodendritic synapses can be activated in a gaded manner. 
Many persons have been under the impression that only a 
presynaptic action potential is capable of triggering synaptic 
activity. Our reply is in two parts. First, our experimental 
and theoretical study has strongly suggested that the granule 
dendrites do not generate action potentials in the EPL dur- 
ing period 111, and that passive spread of depolarization into 
the mitral secondary dendrites can be significant in magni- 
tude. Second, and probably more convincing to others, is 
that graded synaptic activation has been produced experi- 
mentally by means of graded membrane depolarization, 
both at the neuromuscularjunction (Castillo and Katz, 1954; 
Liley, 1956; Katz and Miledi, 1965 and 1967) and at squid 
synapses (Katz and Miledi, 1966; Bloedel et al., 1966). 
Given such experimental "existence proofs," we believe 

that our assumption of !graded activation of the dendroden- 
dritic synaptic contacts by nonimpulsive membrane depo- 
larization can be regarded as tenable. 

COMMENT ON NEURAL CIRCUITS Because neural circuits 
are often presented in diagrams in a way that suggests sim- 
ple one-to-one-to-one sequences of neuronal somas con- 
nected by axons, it seems desirable to comment on this. 
Most neurons have extensively branched dendritic trees. At 
least, such dendrites provide the possibility of receiving 
from many different input sources. At most, some of these 
dendrites may also send information, and some may be in- 
volved in graded, long-lasting, two-way interactions with 
other dendrites. In other words, wherever there are den- 
drites, one must consider the possibility of spatiotemporal 
integration, differentiation, and even more complicated 
operations or computations. Most diagrams of neural cir- 
cuits provide no hint of the richness of such possibilities. 

Summary 

As stated in the introduction, this contribution describes a 
general theoretical method which can be applied to different 
neurons and to various populations of neurons. It also de- 
scribes the specific application of this method to the olfac- 
tory bulb, and explains how this led us to postulate two- 
way, dendrodendritic synaptic interactions in the external 
plexiform layer, between the dendrites of mitral cells and 
granule cells. 

No mathematical details are presented here; these are 
available elsewhere. Diagranls and descriptive discussion are 
used to explain how considerations of dendritic branching, 
of electrotonic length, and of both passive and active mem- 
brane properties can be incorporated into a compartmental 
model representing the axon, soma, and dendrites of a neu- 
ron. Such a model was used for computing a spatiotemporal 
sequence of membrane states corresponding to antidromic 
activation of a representative mitral cell. Diagrams and de- 
scriptive discussion are also used to explain how considera- 
tions of cortical symmetry, and of synchronous activation in 
the mitral-cell population, together with a consideration of 
the reference electrode (location on a potential divider), can 
be incorporated into a model for computation of the extra- 
cellular field potentials. 

The computed results obtained for synchronous anti- 
dromic activation of the mitral-cell population are shown to 
agree well with the early part (periods I and 11) of the experi- 
mental records; such agreement provides useful insights for 
the interpretation of the experimental results. Special em- 
phasis is given to the contrast in the depth distribution of the 
experimental field potentials when period 111 is compared 
with periods I and II; it is argued that mitral-cell activity 



could not account for period 111; and it is concluded that 
activity in the granule-cell population must be the major 
generator of extracellular current during period 111. Further- 
more, it is explained that the polarity, the slow time course, 
and the spatial stationarity of the potentials during period 
111 are best accounted for by massive synaptic excitation of 
the granule-cell dendrites in the external plexiform layer 
and by absence of action-potential propagation in these den- 
drites. 

These theoretical results, when considered together with 
the previously known electrophysiology and Golgi histol- 
ogy, led us t o  postulate dendrodendritic mitral- t~-~ranule 
synaptic excitation followed by dendrodendritic ganule-  
to-mitral synaptic inhibition. Electron microscopy, done 
independently by others, has revealed synaptic contacts that 
could account for such two-way, dendrodendritic, synaptic 
interactions, and the latest electron-microscope studies fur- 
ther strengthen the plausibility of this interpretation. 

The  discussion restates the dendrodendritic sequence of 
membrane depolarizations and synaptic activations that we 
assume, and points out that the resulting mitral-cell inhibi- 
tion could contribute t o  damping and rhythmic effects as 
well as to lateral inhibition in the olfactory bulb. Implica- 
tions for amacrine cells include dendrites that send, as well 
as receive, synaptic information, and synapses that are pre- 
sumably activated in a graded, nonimpulsive manner. In 
neural circuits and in interacting populations of neurons, the 
presence of dendrites opens possibilities of spatiotemporal 
integration, differentiation, and even more complicated 
operations or computations. 
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Communication 

and Coding by 
Nerve Cells 
J .  P .  S E G U N D O  

AN EXPERIMENT in basic ne~roph~siology often consists of 
the study of the relations between two activities. These, 
which for purposes of this discussion are designated M and 
N, are selected because they either reflect links in a causal 
chain or, being influenced by common factors, serve as 
indicators of each other. 

It is possible to conceive of a general relation, designated 
as R, which matches all M and N events (Figure 1). It is pos- 
sible also to imagine that each event in R is described fully. 
Different subsets of M, N, and R may be considered. Some 
of these, M,, N,, and r,, respectively, take place naturally 
in real life. Others, ME, N,, and r,, respectively, are ob- 
served experimentally. The experimental events are selected 
by the investigator because they reproduce natural occur- 
rences or because they may provide information about 
mechanisms, and usually are summarized by representative 
parameters (if spike trains, for example, by mean rates). 

The relation R between the two activities can be ap- 
proached prospectively or retrospectively (Figure 2). The 
prospective way is to observe in M a particular event, m, 
and then look for possible associations in N. It may be desir- 
able to assign to each N event a probability of occurrence 
conditional for the given m;  this value will depend on the 
mechanisms that underlie R. For instance, if the skin is in- 

J . P s E G u N D O  Department of Anatomy and Brain Research 
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FIGURE 1 Schematic representation of a typical neuro- diurnal cycle-eye movements; and so on. The relation rE is 
physiological experiment. Heavy continous lines represent often described probabili~ticall~, because ME and N E  do 
the complete relation (R), broken lines that which occurs in not correspond on a one-to-one basis. Respective sizes and 
real life ( r ~ ) ,  and light continuous lines that observed ex- positions of M, ML, ME, N,  NL, and NE illustrate the 
perimentally ( r ~ ) .  M, N pairs may be: skin indentation- possibility that events may not occur either naturally or 
cutaneous afferent spike activity ; postsynaptic spike activity; experimentally, that events observed experimentally do not 
presynaptic spike activity-postsynaptic membrane poten- necessarily take place naturally, and vice versa. 
tial; blood COz concentration-EEG activity; state in the 

dented by  200 microns, can 30 afferent spikes be observed 
and, if so, with what  probability? (Figure 2B) (Werner and 
Mountcastle, 1965, 1968). This viewpoint applied t o  rE is 
implicit in  the current experimental strategy in which the 
investigator imposes certain conditions and then observes 
their effects. 

T h e  second, o r  "restrospective" approach is t o  recognize 
a particular N event, n, and then look for each o f  its possible 
associations in  M. It may be desirable t o  assign t o  each M 
event a probability of occurrence conditional for the given 
n. This value will depend o n  R, as well as o n  the laws that 
govern M events and, perhaps, other issues. For instance, if 
40 spikes were observed, could the delivered skin stimulus 

have been (among others apriori equally probable) a n  inden- 
tation o f  400 microns and, if so, with what probability? 
This viewpoint applied t o  r~ reflects h o w  a subject must 
proceed when  using his sensory input t o  identify some stim- 
ulus condition (Fujita e t  al., 1968). T h e  distinction between 
the t w o  approaches is especially useful when M and N re- 
flect links in  a causal chain. W h e n  M and N are influenced 
by  common factors and serve as indexes of each other, the 
t w o  approaches are essentially similar. T h e  corresponding 
m rob abilities will depend o n  the relations between the com- 
m o n  influences and each o f  the M and N activities, as well as 
o n  the laws that govern the occurrences o f  the common- - 
influence events. 

FIGURE 2 A. Different approaches to the relations between 
two activities. Prospective (R) : Given a  articular M event, 
m, the observer must predict its possible N event con- 
sequences and their respective probabilities. Retrospective 
(R-I): Given a particular N event, n, the observer must 
infer its possible M event causes and their respective 
probabilities. B. Relations between skin indentation stimuli 
and number of impulses in a monkey mechanoreceptive 
fiber. Stimulus-response matrix of tallies. Each column cor- 
responds to a separate stimulus category: stimuli were al- 
located to 30 equal categories on the basis of probe displace- 
ment. Each row corresponds to a separate response category: 
responses were allocated to 23 equal categories on the basis 
of the number of the impulses within a specified period. 
Total number of stimuli and that of responses in each 
category are shown across the bottom row or down the 
rightmost column, respectively. The proportion of cases in 
each entry relative to the total in the corresponding column 
(or row) estimates the prospective probability of that re- 

sponse given that applied stimulus (or the retrospective 
probability of that stimulus given that observed response). 
(From Werner and Mountcastle, 1965.) C. Relations be- 
tween head roll in space and interspike interval mean in a 
cat lateral vestibular nucleus cell. The relations are reme- 
sented by a probability density contour diagram over the 
position-mean plane; darker shadings correspond to higher 
densities. The densities along the constant abscissa line AA' 
corresponding to 5' SD (side down) are plotted as a histo- 
gram on the upper right; they estimatk the prospective 
probabilities of the different mean intervals given that the 
head is rolled 5' SD. The densities along the constant - 
ordinate lines BB' (30 msec mean interval, corresponding to 
a rate of 33.3/sec) and CC' (16 msec mean interval, cor- 
responding to 62.5/sec) are plotted as clear and shaded 
histograms, respectively, in the lower right; they estimate 
the retrospective probabilities of the different roll positions 
given means of 30 msec and 16 msec, respectively. (From 
Fujita et al., 1968.) 
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Communication between nerve cells 

The general concepts of communication are applicable to 
all situations in which one entity influences or relates to 
another (Shannon and Weaver, 1963). We envision the 
nervous system as a set of interacting components. There- 
fore, the formalisms of communication theory are appro- 
priate for its study, because they comply with the goal 
desirable in any scientific endeavor-of having explicit criti- 
cal evaluations of the assumptions, logic, and conclusions 
that are implicit in the thinking in the field. 

Important entities in any communication scheme are 
the source that generates signals and the channel that 
transmits them (~hinchin, 1957; Shannon and Weaver, 
1963). When the source and the channel-input alphabets 
differ, it is necessary to transform or "code" every sequence 
of letters from the former into a sequence of letters from 
the latter. The communication scheme involving a channel 
exclusively appears the most reasonable in many neuro- 
physiological contexts: from the activity M, the activity N, 
and the relation R, the investigator extracts the channel- 
input alphabet, the output alphabet, and the corresponding 
probability measure, respectively. If he is also interested in a 
probability distribution over M, he may connect to the 
channel a source the alphabet of which is identical to that 
at the channel input and of which the probability measure is 
the desired one. Because relations between physiological 
variables can be composed or decomposed, and new sources 
and channels arise when source-channel connections are 
made, several schemes may be adjusted to essentially the 
same biological system. 

All communication studies pose problems at technical, 
semantic, and effectiveness levels (Shannon and Weaver, 
1963). At the technical level, the investigator is concerned 
with quantification of symbol transmission. This is achieved 
by information theory, a specialized branch of applied 
probability theory, in which the amount of information 
conveyed by an experiment is equated with the amount of 
uncertainty or entropy its outcome removes (e.g., Khin- 
chin, 1957; Shannon and Weaver, 1963). Basic theorems 
often apply only when the source uncertainty is less than the 
channel capacity and the message is sufficiently long; when 
these conditions are not met, as could happen in nerve cells, 
the corresponding propositions are neither demonstrated 
nor intuitively obvious (Khinchin, 1957). At the semantic 
level, the investigator asks how precisely the transmitted 
symbols convey the "desired meaning" ; at the effectiveness 
level, how successfully the received message elicits the 
"desired conduct." 

Identification of a desired meaning or conduct in situa- 
tions involving nerve cells has varying degrees of difficulty 
because of the anthropomorphic sense of the word "de- 
sired" and because of our limited knowledge of nervous- 

system physiology. The desired meaning is clear for first- 
order sensory fibers, the most likely function of which is 
providing information about the environment; so is the 
desired conduct for a motorneuron, the most likely function 
of which is muscle control. Such identifications are, on the 
other hand, unclear in areas in which functional role is un- 
certain. In such cases, the semantic and effectiveness analysis, 
although equally important, may be highly conjectural 
because of, and increasing with, our ignorance of the role of 
the structure in question. As more complex functions are 
involved, difficulties become more marked, perhaps reflect- 
ing the inherent shortcomings of our own understanding. 

Uses ofinformation theory 

In spite of these semantic and effectiveness qualifications, 
it is desirable, in some situations, to go beyond the tacit 
recognition that some communication scheme applies, and 
it is meaningful actually to measure information. Particular- 
ly warranted are calculations performed with the aim of 
quantifying the capacity of neural systems to inform as to 
the stimuli they normally receive (Stein, 1967b). Useful 
examples are, among others, MacKay and McCulloch's 
(1952) demonstration that a synapse is capable of transmit- 
ting as much information in interval-coded as in binary- 
coded form, although it probably actually transmits less, 
and several calculations in the visual system (Fitzhugh, 1957; 
Griisser et al., 1962). Stein (1967b) derived valuable ap- 
proximate equations for neurons that reflect the intensity 
of a constant stimulus lasting t seconds by the number of 
spikes in t ;  their information-transmitting capacity relates 
to the interspike interval distributions and, for large t's, 
takes into account the interval serial correlations, the num- 
ber of cells in parallel, and the response reproducibility. In 
this model, the transmitted information is maximized by a 
probability of stimulus-intensity occurrence that varies in- 
versely with the standard deviation of the response to each, 
and that often is close to uniform over its range. 

Naturally and justifiably, spike trains play a major part in 
this section of the book (see also Segundo, 1970). Pioneering 
statistical studies by Hagiwara (1949) and Katsuki et al. 
(1950) were followed by others on methods (e.g., Bayly, 
1968; Cox and Lewis, 1966; Gerstein and Kiang, 1960; 
Kogan et al., 1966; Perkel et al., 1967a, 1967b; Perkel, this 
volume). Each parameter measurement must be clarified 
explicitly to avoid apparent discrepancies. The mean rate, 
for example, can be measured over a specified period or 
over a specified number of spikes. Commonly it is measured 
over the entire record, but more restricted periods or sets 
can be chosen for physiological reasons (Segundo et al., 
1966; Segundo and Perkel, 1969), to approximate an aver- 
age (Wallae, 1968), or arbitrarily. The "window," involv- 
ing specified periods or intervals, can be opened at pre- 



scribed times (e.g., at every second or spike), or can be 
moved continuously (Segundo et al., 1966; Segundo and 
perkel, 1969). All spikes can be equivalent (e.g., Werner and 
~ountcastle,  1965; Wallae, 1968), or each can be weighted. 
A rate weighted with a decreasing function of the time since 
its occurrence (Segundo et al., 1966; Segundo et al., 1968) 
reflects jointly the nonweighted rate that relates to the inter- 
spikeinterval mean and the pattern that relates to other 
statistics. In each case, parameters have certain defining con- 
ditions and domain parts that physiologically are more rele- 
vant than others (Segundo and Perkel, 1969). 

AAerents from touch spots and in the dorsal spinocere- 
bellar tract (DSCT) inform about skin indentation and 
muscle length, respectively (Jansen and Wallae, this volume ; 
Wallae, 1968; Werner and Mountcastle, 1965, 1968). Con- 
tingent on the degree to which the neural response depends 
on the stimulus, the information provided by observing 
only the neural response approaches more or less that which 
would be obtained by observing the stimulus. Stimulus 
response matrixes (Figure 2B) were constructed on the 
reasonable assumption of the significance of some non- 
weighted rate under steady-state conditions. (The informa- 
tive value also of other one-cell and two-cell parameters, 
especially under continually varying conditions, is discussed 
below.) The information transmitted, or transinformation, 
increased in a bounded manner when there were increases 
either in the number of equally probable-stimulus cate- 
gories (which thus tended to a continuous, uniform distri- 
bution), in the number of observed-rate categories (which 
also tended to a continuous distribution), or in the observa- 
tion times (Figure 3A and B). Figure 3A also illustrates the 
relation of the experimentally found transinformations 
with the calculated maximum values (Stein, 1967b). The 
natural order of the IA afferent intervals offered advantages 
over randomly shuffled sequences (Figure 3A and B). In 

FIGURE 3 A and B. Transinformation. Values are from 
DSCT cells (continuous line with black circles) and from 
mechanoreceptive fibers (continuous l i e  with open circles) 
(Werner and Mountcastle, 1965), and were calculated by a 
stimulus-response matrix method. The maximum ~ossible 
values (broken line) were predicted by Stein (1967b). The 
stimulus-response matrix method probably overestimates 
and underestimates transinformations for short and long 
observation times, respectively. Transinformations are 
greater when they correspond to DSCT spike trains with 
interspike intervals in the order in which they occur in 
nature (A) than when they correspond to hypothetical 
trains with the same intervals after they have been shuffled 
(B). The solid lines reflect calculations based upon other 
methods. C. Rate of dormation transfer. The rate exhibits 
a maximum. It is consistently greater for intervals in natural 
order (continuous l ie)  than for shuffled ones (broken line). 
All abscissae are observation times. (From Wdloe, 1968.) 
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DSCT cells, in which variability, convergence, divergence, 
and interdependence participate, loss of information about 
muscle length is small (Walloe, 1968). Transinformations 
(Figure 3C) are moderate for brief observations; they then 
increase steeply and finally level off. With DSCT cells, the 
mean-rate variability when the same stimulus is applied 
several times is comparable to that during each trial. Con- 
trastingly, with utricular afferents, rates change from one 
trial to another (Vidal et al., in preparation) ; hence, accurate 
subjective estimates should be based on several statistics of 
each cell, on several distinguishable cells, or on both. 

The single powerful excitatory junction is appropriate 
for deducing formulas that relate uncertainties to mean 
rates and patterns (Segundo and Perkel, 1969; Segundo et 
al., 1966). Calculations are simplified when the statistics of 
the presynaptic discharge, i.e., the generating probabilities, 
are known (Figure 4A). In the prospective situation, the 
observer knows the timing of recent influential EPSPs 
(defined below), but, when predicting, is uncertain whether 
the postsynaptic cell will fire. He can base a prediction on 
prospective probabilities that are estimated experimentally 
(Figure 4B). In the retrospective situation, the observer 
knows the recent postsynaptic behavior, i.e., whether a 
postsynaptic spike has occurred, but is uncertain when in- 
ferring the presynaptic timings immediately preceding that 
event. He can base an inference on retrospective probabili- 
ties that are estimated experimentally (Figure 4C). Prospec- 
tive and retrospective uncertainties are minimized when 
they are expressed as joint functions of rate and pattern. 

Hence, parameters defined in information theory and 

estimated experimentally can be used to quantify conclu- 
sions with physiological interest. Particularly, they permit 
investigators to measure the uncertainties that exist in cer- 
tain situations, with and without knowledge of rekvant 
physiological indexes. Moreover, they enable them to 
analyze precisely the influence of several issues: at an ex- 
citatory junction, for example (Segundo and Perkel, 1969; 
Segundo et al., 1966), the generating probabilities reflect 
factors that act on presynaptic spike production and con- 
duction; the prospective probabilities reflect such junctional 
and postsynaptic aspects as PSP characteristics (size, shape, 
summation rules, and so on) and spike consequences (after- 
potentials, refractory cycles, and so on); and the retrospec- 
tive probabilities reflect all these properties. 

Coding in the nervous system: Natural codes 

Neurophysiologists apply the word "code" frequently, but 
less in the mathematical sense defined above than in one 
"borrowed from the common discourse" (Perkel and 
Bullock, 1968) and in use before the rigorous meaning was 
coined. Perkel and Bullock (1968) have defined it as the 
representation and transformation of information. More 
precisely, the relation R transforms, "codes," or "encodes" 
the M events into the N events (Figure I), and the rules of 
this mapping constitute the code. The mapping "used" by 
the animal in the course of its normal life, i.e., the "natural 
code," is that implicit in the restricted relation r ~ .  The map- 
ping detected by the investigator, i.e., the "experimental 
code," is that implicit in the restricted relation r ~ ;  it is 

FIGURE 4 Generating, prospective, and retrospective prob- 
abilities at a powerful excitatory junction. Whether the 
postsynaptic cell will fire after a particular EPSP (or pre- 
synaptic spike) is related to the timing of only a limited 
number of recent "influential" EPSPs (or presynaptic 
spikes), at the most. For a sequence of j + 1 brief events, 
timing is the ordered set of j first-order intervals il, . . . , ij ; 
span T is their sum il + . . . + ij; pattern is the ordered set 
ofj - 1 ratios il/T, . . . , ij - 1/T; and mean rate is the ratio 
j/T, (or j + 1/T, as mentioned in Segundo et al., 1966). 
In order to plot on a plane, it is assumed that only three 
influential EPSPs have timing that involves only two 
intervals used as abscissa and ordinate (inset on the lower 
right). Higher probabilities are represented by darker 
shadings in the contour diagrams. Gradients in general, 
along lines through the origin, and along lies with -1 
slopes reflect probability dependence on timings, rates, and 
patterns, respectively. (Computer-simulated cases.) A: 
"Generating" probability, i.e., probability that a set of 
influential EPSPs will exhibit a particular timing. This 
example corresponds to EPSPs driven by a Geiger counter 

(From Segundo et al., 1966.) B. "Prospective" probability, 
i.e., probability that a set of influential EPSPs with a par- 
ticular timing will trigger a postsynaptic spike. C. "Retro- 
spective" probability, i.e., probability that an observed 
postsynaptic spike was preceded by a set of influential 
EPSPs with a particular timing. Each of the three lower 
rows involves a different form of EPSP summation: linear 
(I), with EPSP reduction (2), and with EPSP augmentation 
(3). The reduction of closely placed EPSPs in B makes the 
timings with the shortest intervals (i.e., with the highest 
rates) prospectively (B) less effective in triggering possible 
spikes than those with intermediate intervals, and therefore, 
retrospectively (C) less likely to have triggered an observed 
spike. The highest prospective probabilities 1 and 3 are not 
found close to the origin, because if the interval between the 
early EPSPs in the influential set (i.e., the abscissa) is short, it 
is likely that there will be a postsynaptic spike early in the 
set and that, therefore, refractoriness will prevent the cell 
from firing again after the last EPSP in the set. (Also com- 
pare plots in Figure 164 of Segundo and Perkel, 1969.) 
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frequently limited to particular features (e.g., to a relation 
between rates) of the general code. This, we believe, is the 
sense in which it is said that a muscle length is coded as a 
mean rate (Jansen and Wallae, this volume), that a shift in 
presynaptic timing is coded as a change in postsynaptic 
firing (Segundo et al., 1966), and so on. The expression is 
particularly meaningful functionally when R involves a 
causal relation. The words "decodingw and "decoder," ap- 
plied in communication (Shannon and Weaver, 1963) to the 
reconstruction of the original message from the signal and 
to the entity that performs it, may be misleading in a neuro- 
physiological context if they imply that the resulting mes- 
sage is similar to the input (Perkel and Bullock, 1968); 
"reading" and "read-out mechanisms," respectively, would 
perhaps be clearer (Segundo and Perkel, 1969). 

As the pertinent conditions vary over a certain space, 
which may well be continuous and nondenumerable, there 

are corresponding alterations in neuronal activity. (The 
possibly probabilistic nature of the relation between condi- 
tions and changes should not be forgotten.) Any neural 
change, for example, that which results from a shift in con- 
ditions &om C1 to Cz (Figure 5A), is characterized by spatial 
or temporal features, or both. The spatial features (Figure 
5B) arise when the different conditions C1 and Cz are re- 
flected by different sets, S1 and Sz, of nerve cells, the activi- 
ties of which are outside pre-established control ranges. 
They have been discussed extensively for most sensory 
modalities (e.g., Creutzfeldt, this volume; Mountcastle, 
1967). As pointed out by Werner (thls volume), the geo- 
metrical properties of central mappings differ from those of 
the stimulus space and thus preclude simple correspon- 
dences. In somatosensory area I, small shifts in stimulus 
location lead to marked changes in the responding sets, 
because receptive fields of individual neurons are highly 

FIGURE 5 Schematic representation of the spatial and 
temporal components of the neuronal response to a 
naturally occurring change. The natural change from C l  to 
Cz (A) may occur in some sensory situation, be the passage 
from sleep to wakefulness or from one endocrine state to 
another, and so on. The resulting neuronal response (B and 
C) is also natural, thereby complying with the first necessary 
requirement for being a useful part of a code in a living 
communication scheme. The other requirement is that 
there be elements (nerve cells or effectors) that respond to 
that change (see text). The spatial component of the response 
(B) involves the shift from the set S1 to the set Sz of "re- 

sponding" neurons. The temporal component (C) involves 
changes in the activities of and in the correlations between, 
the cells in T ,  which is a part ofthe intersection of S1 and ST. 
The discharges of'two cells in T are represented below: on 
passing from conditions C, with activities TI, to conditions 
Ct, with activities Tz, each cell becomes faster and more 
regular, and each of the evenly spaced triplets in one (upper 
record) coincides in time with a single spike in the other 
(lower record). This Venn diagram carries no implications 
as to the actual topographical distributions in the nervous 
system of S1, Sz, and T. 



restricted (e.g., Werner, this volume); contrastingly, in 
reticular nuclei, larger shifts are necessary to obtain signifi- 
cant changes, because fields are often less restricted (e.g., 
Segundo et al., 1967b). The temporal features (Fig. 5C) of 
the neural change arise when the conditions C1 and Cz are 
reflected by different activities or correlations, or both, in at 
least some cells responding to both. These also have been 
discussed. 

Recognition that a particular neural change is, in some 
sense, a useful part of the natural codes in a neuronal com- 
munication scheme implies two necessary, but perhaps not 
sufficient, requirements (Segundo and Perkel, 1969). The 
first is to recognize that it occurs in normal life. This re- 
quirement is met in practice when the change from C1 to 
Cz is a natural one, i.e., occurs within a certain ML subset, 
and the neural change, taken here as an NL-activity shift, 
is observed experimentally in a preparation as physiological 
as possible (e.g., in a freely moving and unanesthetized ani- 
mal). The second necessary requirement is that there must 
be neural or effector elements, the activity of which is modi- 
fied by it (Perkel and Bullock, 1968; Segundo and Perkel, 
1969; Segundo et al., 1968; Terzuolo, this volume; Uttal 
and Krissoff, 1968; Wall~e,  1968). If none exists, the change 
constitutes a dead end, inconsequential as far as subsequent 
processing is concerned. This requirement implies that the 
same change, taken now as an M event, must modify the 
activity of certain neuronal or effector elements, i.e., must 
elicit a change in some N space. It will be met commonly 
for the spatial features, because dissimilar sets usually dis- 
tribute their influences differently; in fact, a neuron remains 
a "labeled line" (Bullock and Horridge, 1965; Perkel and 
Bullock, 1968) to the extent that its distribution and effects 
are unique. The requirement will be met for the temporal 
features, too, if certain cells respond differently to dissimilar 
presynaptic timings or correlations in a particular set of pre- 
synaptic terminals. Identification of temporal changes which 
are "read" by postsynaptic cells is thus an important physio- 
logical problem (Segundo and Perkel, 1969). 

The neuron as an analyzer ofspike trains 

The presynaptic terminals that make contact with a particu- 
lar postsynaptic cell, produce PSPs therein and influence a 
certain spike-trigger locus, can be classified in, or between, 
two extreme categories based on the size of their PSPs and 
on the manner of their influence (Segundo and Perkel, 
1969; Segundo et al., 1968). In the first extreme category 
are terminals that elicit large PSPs, i.e., "powerful" termi- 
nals. The terms "large" and "small" are relative to the aver- 
age voltage between membrane potential and threshold and 
apply to PSPs recorded at that spike-trigger zone (Segundo 
et al., 1963). This category has been analyzed extensively 
(Bittner, in preparation; Bullock and Horridge, 1965; 

Gillary and Kennedy, 1969 ; Jansen and Wallae, this volume ; 
Moore et al., 1963; Perkel et al., 1964; Ripley and Wiersma, 
1953; Segundo et al., 1963; Segundo et al., 1966; Segundo 
et al., 1968 ; Segundo and Perkel, 1969 ; Wallae, 1?6 ; Wiers- 
ma and Adams, 1950). These terminals influence the post- 
synaptic discharge by way of their interspike interval mean 
(and, therefore, mean firing rate), standard deviation, histo- 
gram, serial correlations, and so forth. The postsynaptic 
discharge, then, depends on both the presynaptic mean rate 
and its pattern, measured over either the entire train or 
through specified windows (see above). The general trend 
is for faster excitatory and slower inhibitory presynaptic 
rates to produce faster postsynaptic discharges (Figure 6). 
The terms "fast" and "slow" as applied to the input relate to 
such junctional and postsynaptic features as time constants 
and aftereffects of PSPs and spikes (Segundo et al., 1963; 
Segundo and Perkel, 1969; Segundo et al., 1966; Terzuolo, 
this volume). Figure 6 represents findings in many pace- 
maker nerve cells either computer-simulated or living, such 
as those in molluscan ganglia and in crustacean stretch- 
receptor organs (but not necessarily in all of them, Terzuolo 
and Bayly, 1968). Irregular inputs produce monotonic 
curves. Regular inputs lead to zigzag curves with oppositely 
sloped segments that imply such special results as "paradoxi- 
cal" rate changes and disproportionate effects (Moore et al., 
1963; Perkel et al., 1964; Schulman, 1969; Segundo and 
Perkel, 1969). Changes around extreme rate values are 
usually insignificant, because it is not possible to go beyond 
stopping the cell or driving it maximally. 

The pattern is influential at intermediate rates (Figure 
7, top, page 579) (Moore et al., 1963; Perkel et al., 1964; 
Segundo et al., 1963; Segundo and Perkel, 1969; Segun- 
do et al., 1966; Segundo et al., 1968). The separation of 
the curves in Figure 6 illustrates a sensitivity to variability, 
and the time structures of input trains at given mean rates 
influence the output of simulated DSCT and granule cells 
(Jansen and Wallae, this volume; Walbe, 1968). Greater 
presynaptic and postsynaptic irregularities commonly, but 
not always, go together (Hegstad, Segundo, and Perkel, in 
preparation; Segundo and Perkel, 1969; Segundo et al., 
1968). Certain timings exert the maximum effect under each 
set of restrictions (Segundo and Perkel, 1969). 

The input-output relation can be explored in detail when 
a single strong terminal excites a nonpacemaker cell (Se- 
gundo and Perkel, 1969; Segundo et al., 1966). At each 
instant, the latter bases the decision of firing on an evalua- 
tion of the timing, i.e., of the mean rate and pattern, of the 
EPSPs within a bounded period, and, therefore, of a restrict- 
ed number of them. (The decision to fire also is biased by 
recent previous postsynaptic discharges.) The boundedness 
of the "integration9 period reflects those of the postsynaptic 
time constant and of the presynaptic terminal excitability 
cycles; the restriction on the number of "influential" PSPs 
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Presynaptic mean rate (sec-I) - lnh~b~tory Excitatory- 

FIGURE 6 Influence of presynaptic mean rates. Computer 
simulation of a single powerful presynaptic terminal acting 
on a postsynaptic pacemaker cell (the spontaneous rate of 
which is about 2 per sec). On the abscissa, presynaptic 
mean rates conventionally affected by a positive or negative 
sign if corresponding to EPSPs or IPSPs, respectively. On 
the ordinate, postsynaptic mean rate. Broken lines cor- 
respond to irregular, and solid lines to regular, presynaptic 
train patterns. Graphs were drawn by hand on the basis of 
more than 150 points. The general trend is for "higher" 

reflects the facts of a bounded integration period and of 
presynaptic refractoriness. A mean rate weighted expo- 
nentially according to physiologically suggested parameters 
is, in this case, a functionally meaningful description (Se- 
gundo and Perkel, 1969). 

The order in which terminals are activated may be in- 
fluential, even beyond the obvious example that large IPSPs 
are more effective when they precede EPSPs (Hegstad et al., 
in preparation). Indeed, EPSP summation may be non- 
commutative (Gerstein, this volume; Segundo et al., 1963), - 
and invertebrate neurons with segregated input zones sepa- 
rating spiking regions may "sense" stimulus direction and 
velocity (Kennedy and Mellon, 1964). 

In the other extreme category of presynaptic terminals 
are those that elicit small PSPs, i.e., "weak" terminals 
(Segundo and Perkel, 1969; Segundo et al., 1968). Their 
contribution is demonstrated easily only if they are numer- 
ous. The degree of interterminal correlation is a critical 
issue under these conditions. The discharges of cells A and B 
are said to be "correlated" when, as estimated by the cross- 
correlation histogram, there is, within a certain time from 
an A spike, a different-from-average probability that B will 

presynaptic rates, i.e., slower IPSPs or faster EPSPs, to 
produce faster postsynaptic discharges. The irregular pat- 
terns produce a monotonic curve; the regular patterns 
produce a zigzag curve with oppositely sloped segments. 
This leads to special results, such as a sensitivity to vari- 
ability, "paradoxical" rate changes, and some dispro- 
portionate effects (see also Segundo and Perkel, 1969). 
Comparable displays can be constructed for other variables 
(e.g., presynaptic rate-postsynaptic standard deviation). 
(From Perkel et al., 1964.) 

fire (Perkel et al., 1967b). When, on the one hand, the 
weak terminals are independent, their influence arises ex- 
clusively from their summed mean rates and not from other 
discharge parameters (Figure 7, center). When, on the 
other hand, the weak terminals are correlated, their in- 
fluence reflects other statistics in addition to mean rates 
(Figure 7, bottom) (Hegstad et al., in preparation; Segundo 
and Perkel, 1969; Segundo et al., 1968). This holds even if 
the dependence is of physiological degree, involves only 
some terminals, or occurs within separate groups. 

Correlation between converging terminals is, therefore, 
most important physiologically (Figure 8, page 580). It arises 
because of shared influences (which may depend on com- 
mon sensory drives, e.g., Gerstein, this volume; Terzuolo, 
this volume), or synaptic connections (Aladzhalova et al., 
1969; Moore et al., 1970; Person, 1965; Vasilevsky, 1%8), 
or both. Each anatomical-functional arrangement (in terms 
of cell properties, synaptic effects, and correlations with 
other cells) determines a characteristic cross-correlation his- 
togram, but the converse is not true (Moore et al., 1970). 
Parallel correlated fibers with similar influences on the same 
post-synaptic cells (Figure 9A, 'page 581) may allow the 
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FIGURE 7 Influence of presynaptic patterns at similar mean 
rates. Interspike interval histograms of postsynaptic 
activities in computer simulation experiments in which the 
same pacemaker cell was submitted to inhibitory pre- 
synaptic influences that are either "irregular" (left column) 
or "regular" (right column). Single powerful presynaptic 
terminal (upper row), or 64 weak terminals that either are 
independent (center row) or have physiological degrees of 
correlation (lower row). All terminals have approximately 
the same mean firing rates; the powerful terminal elicits a 
large IPSP, and all 64 weak terminals elicit small IPSPs of 
about the same sizes. The postsynaptic activities correspond- 
ing to regular and irregular inputs differ with a single pow- 
eXul terminal (upper row) and with 64 weak correlated 
terminals (lower row)? but do not differ with 64 weak inde- 
pendent ones (center row). The irregular presynaptic termi- 
nals (lower left) have a stronger correlation than the regular 
ones (lower right). These cases were chosen because they 

illustrate to the naked eye the difference in histogram shapes. 
However, weaker and more comparable degrees of cor- 
relation could still produce outputs that were significantly 
different. The effect of presynaptic correlation was clearer 
when the weak terminals excited a nonpacemaker cell, as 
discussed in Segundo et al. (1968), than when they in- 
hibited a pacemaker cell as in this Figure. In these compari- 
sons, statements as to similarities or differences were based 
011 the application to the observed cumulative interval 
histograms of 90 per cent confidence-level tests of the 
hypothesis that both samples were from populations with 
the same distributions (Dixon and Massey, 1969). Un- 
fortunately, and as illustrated by most references, tests for 
statistical significance of, for example, differences and good- 
ness-of-fit have not been used extensively in this field. N. 
number of cases; p, mean; a, standard deviation; CU, co- 
efficient of variation. (From Hegstad et al., in preparation.) 
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FIGURE 8 Correlated spike discharges. A. Cross-correla- 
tion histogram between the source of excitation, a Geiger- 
counter-driven shock train to a connective trunk, and the 
spike train of an excited nerve cell. In this case, the evoked 
EPSP closely paralleled the higher-than-average histo- 
gram profile to the right of zero. B. Cross-correlation 
histogram between two pacemaker cells sharing an inhibi- 
tory influence elicited by a Geiger-counter-driven stimula- 
tion of a connective trunk. As does shared excitation (but in 

nervous system to use spatial averaging, thus abbreviating 
temporal processing (Fitzhugh, 1957; Gerstein, this volume; 
Maffei, 1968; Perkel andBullock, 1968; Segundo et al., 1963; 
Stein, 1967a, and this volume; Terzuolo, this volume). 

The preceding considerations suggest that, when sufficient 
knowledge about the anatomical and physiological proper- 
ties of a junction is available (i.e., when PSP sign and sum- 
mation rules, postsynaptic firing characteristics, synergistic 
inputs, and so on, are known), it will be possible to antici- 
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a somewhat lesser degree), shared inhibition can produce a 
higher-than-average profile around the origin. The cross- 
correlation histogram between two activities reflects the 
individual features of the cells, the anatomical-functional 
characteristics of their connection, and correlations with 
other neurons. Empirical confidence bands are obtained by 
shuffling the intervals at random. Unidentified cells in an 
isolated Aplysia ganglion. (From Moore et al., 1970.) 

pate with acceptable certainty the correspondence between 
presynaptic and postsynaptic events, i.e., it will be possible 
to predict the corresponding code. The most general post- 
synaptic cell is that influenced by few powerful terminals 
and by larger numbers of intermediate and weak ones, with 
varying degrees of correlation (Segundo and Perkel, 1969). 

The presynaptic mean rate is highly influential in neuron- 
a1 input-output relations. This holds for the nonweighted 
rate over complete records or restricted sets (e.g., Figures 



FIGURE 9 A. Advantages of parallel processing. The 
anatomical arrangements 1, 2, 3, and 4 exhibit increasingly 
complex excitatory connections (in 4, the paths from B 
cells to C cells are shown only for B1 and Blo so as to make 
the Figure less intricate). Beneath each diagram is a histo- 
gram of the possible outputs in response to timings tr 

(shaded histograms) and f (unshaded histograms) fired by 
neuron A1. 1. The prospective probability of each B cell 
firing is 0.09 for u and 0.90 fo rb  2. With 10 similar and 
noninteracting cells in parallel, u usually will elicit about 
one spike and f will elicit close to 10 spikes. 3 and 4. A 

158, 167, and 170 in Segundo and Perkel, 1969). In certain 
cases, for example, with many independent terminals at sim- 
ilar rates, the nonweighted, over-all rate is the only influen- 
tial statistic. In other cases, such as those with few powerful 
terminals or numerous correlated weak ones, other single- 
cell or two-cell intervals or count statistics (such as standard 
deviations, histograms, serial coefficients, autospectra, 
cross-correlation histograms, phase relations, and so on) 
become important, together with the non-weighted rate. 
Then the ongoing modulation of the presynaptic intervals 
(or instantaneous rates) around their average determines 
corresponding variations of the postsynaptic intervals. (The 
modulation itself reflects the upstream generation of large 
PSPs, of bursts of correlated small ones, special threshold 
characteristics, and so on;  Segundo and Perkel, 1969). Cer- 
tain aspects of these modulations are quantified by the cross- 
spectral densities of the presynaptic and postsynaptic spike 
counts ( ~ a y l y ,  1968; Cox and Lewis, 1966; Perkel, this 
volume; Terzuolo, this volume). The gain and phase shift 

third order set of C cells is such that each is influenced by all 
B cells and will fire only if at least any five of them discharge 
almost simultaneously; this leads to the virtually certain out- 
comes of "no spike" for u and "10 spikes" for,f. B. Switch- 
ing" role of a neuron with different kinds of output junc- 
tions. ~f different inputs, A1 and Az, trigger B into produc- 
ing different timings, B1 and Bz, respectively, and each acts 
preferentially on a different set of postsynaptic cells, Cl and 
C2, respectively, the common neuronal link B may channel 
selectively different arriving influences down separate out- 
flow channels. (From Segundo et al., 1963.) 

of the transynaptic transfer of each periodic component 
depends on issues such as the relative lengths of its period 
and ofjunctional cycles and time constants. High gains and 
small phase shifts may not always be useful functionally. 
Linearity, even if defined satisfactorily, may, in this con- 
text, have a range that is no more than a small part of that of 
physiological variations. Nevertheless, a systems-analysis 
approach may serve to describe some of the time-invariant 
properties of the junction within linear limits (Perkel, this 
volume ; Terzuolo, this volume). 

Interspike-interval variability may or may not benefit 
the functional role of a particular cell. In sensory systems, . . 
for example, it may hinder information transmission about 
steady-states, but favor that about variable situations (Stein, 
1967b, and this volume); thus, it can be undesirable or 
desirable, respectively. Shifts from constant to varying 
conditions often imply changes in the discharge of individu- 
al cells and, in addition, increased correlations: this happens 
in Ia muscle afferents (Jansen and Wallae, this volume; 



Terzuolo, this volume) and possibly explains the discharge 
independence of steadily illuminated, photosensitive cray- 
fish neurons (Stark et al., 1969). 

Valuable general suggestions have arisen from sensory 
neurophysiology in the form of evoked changes that reason- 
ably should be "read" by the nervous system (e.g., Creutz- 
feldt, this volume; Mountcastle, 1967; Uttal and Krissoff, 
1968). For instance, the fact (Mountcastle et al., 1969) that a 
vibratory stimulation to a specified region of the skin is coded 
jointly in a particular set of correlated cortical neurons as a 
rate and as an interval order that preserves periodicity, is 
strongly suggestive evidence for the significance of several 
statistics in sensory processes (Figure 10). Other possibly in- 
fluential issues were reviewed by Perkel and Bullock (1968). 

Mechanisms 

Important aspects of the processes that determine the neu- 
ronal input-output relation affect the transmembrane 
potential value (Bittner, in preparation; Calvin, 1968; 
Gillary and Kennedy, 1969; Hartline and Cooke, 1969; 
Jansen and Wallae, this volume; Kogan et al., 1966; Levitan 

et al., 1968; Moore et al., 1963; Perkel, this volume; Perkel 
et al., 1964; Schulman, 1969; Segundo et al., 1966; Segundo 
et al., 1968; Terzuolo, this volume; Walloe, 1968). When 
large PSPs are elicited by few terminals, the postsynaptic 
response to changes in presynaptic timing is explained partly 
by straightforward arguments, which include shapes, as well 
as linear and nonlinear summation rules, about postsynaptic, 
pacemaker, and after-potentials (Segundo et al., 1963; 
Segundo and Perkel, 1969). The relation of the prospective 
probability and other probabilities with separate physio- 
logical issues is discussed above. If several terminals are 
independent, their combined sequence is almost Poisson, 
and therefore relates little to individual patterns (Segundo 
et al., 1968). There are no known examples of this with 
powerful terminals, the DSCT case probably differing 
because of "beating" between several inputs, which, al- 
though independent in the steady state, are not quite enough 
to. compensate for their regularity (Jansen and Wallae, this 
volume; Perkel, 1965; Wallae, 1968). When the indepen- 
dent terminals are weak, their effect approximates that of a 
D C  bias, under constraints involving average intervals, 
postsynaptic time constants, and so on (Hegstad et al., in 
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FIGURE 10 Coding of a vibratory stimulatiori as a periodic tudes indicated for each row at the extreme right. In the left 
discharge timing within a specific set of correlated nerve column, the intervals are taken in their natural order. In the 
cells. Autocorrelation histograms of the spike discharges of right column, the same intervals are shuffled. (From Mount- 
a neuron in the somatic sensory cortex of a monkey. Thirty- castle et al., 1969.) 
Hz sinusoidal stimulations were applied to the skin at ampli- 



preparation; Segundo and Perkel, 1969; Segundo et al., 
1968; Wallae, 1968). When excitatory, they will therefore 
elicit regular firing unless issues such as accommodation are 
strong. If, however, they are not independent and fire syn- 
chro~~ous l~ ,  they will elicit larger oscillations, and therefore 
resemble powerful terminals in terms of their influence 
(Segundo et al., 1967a). 

The membrane potential can be described by such mea- 
sures as means, histograms, waiting times to reach threshold, 
and frequency spectra, among others (Calvin, 1968; Levitan 
et al., 1968; Segundo and Perkel, 1969; Wallae, 1968), the 
values of which depend on the sign (excitatory, inhibitory), 
size, and statistics (rate, regularity, and so forth) of the ar- 
riving impulses, as well as on such postsynaptic features as 
time constants, pacemaker and after-potentials, and other 
related phenomena. Greater potential fluctuations around 
similar averages are seen with irregular or serially correlated 
large EPSPs than with regular or uncorrelated ones at the 
same mean rates. One or the other pattern will be more 
effective, depending on the threshold (Figure 11A, B, C, 
page 584). Average potential values increase linearly with 
arrival rates in simulated granular cells, but the variability is 
less with naturally ordered than with shuffled inputs (Figure 
11D). There is also a linear relation in Aplysia between the 
mean rate of the influential EPSPs and the probability of the 
postsynaptic membrane depolarizing by a certain amount 
(Figure 170 in Segundo and Perkel, 1969). The distribution 
of the membrane potential might play a role in normal 
operation by relating to the proportion of cells that fire to 
test EPSPs (Levitan et al., 1968). A membrane-potential 
distribution may be estimated for each time after a pre- 
synaptic spike or stimulus, and there may be clear parallel- 
ism between the median value profile, the evoked PSP 
wave, and the corresponding cross-correlation histogram 
(Segundo et al., 1967a). 

The important roles in the junctional input-output rela- 
tion of the postsynaptic spike-generating and related pro- 
cesses also have been analyzed (Jansen and Wallae, this vol- 
ume; Segundo et al., 1963; Segundo and Perkel, 1969; 
Segundo et al., 1968; Terzuolo, this volume; Wallfle, 1968). 
Postsynaptic refractoriness is responsible for certain multi- 
modal interval histograms (Segundo et al., 1963; Segundo 
et al., 1968), for the shift of the maximum prospective prob- 
ability from the lowest abscissae in the "passage through a 
certain level" plots to intermediate values in the "spike" 
plots, for certain unexpected absences of EPSP acceleration 
effects (see Figures 160 and 164, respectively, in Segundo and 
Perkel, 1969), and so on. 

A single nerve cell may have more than one kind of 
terminal (Bittner, 1968; Jansen and Wallae, this volume; 
  and el et al., 1967; Roeder, 3966). Hence, to a particular 
activity change in the same presynaptic cell there may be a 

corresponding, different activity shift in each of several 
postsynaptic elements, even when (as may not always be 
the case) the trains in the different terminals remain identical 
(Segundo et al., 1963; Segundo et al., 1966). In other words, 
each junction type of the same parent axon may have its 
own particular code and prospective and retrospective 
probability mappings. This widens the functional range of 
single cells, and may enable them to play a switching role, 
whereby at certain timings the cell may influence some 
postsynaptic units and channel its message down one path- 
way and at other timings it may affect a different postsyn- 
aptic set and path (Figure 9B) (Bittner, 1968; Bittner, in 
preparation; Segundo et al., 1963; Segundo and Perkel, 
1969; Segundo et al., 1966). 

Part of the role of neurons as devices that communicate 
and code is explained by a simplified conception that lumps 
the entire synaptic area and a unique spike-trigger zone at a 
single somatodendritic point, and is defined by simple PO- 

tential and threshold dynamics. This conception, implicit 
in much current thinking, is also explicit in several models 
and simulations. Their operations on the input have been 
studied extensively (e.g., Geisler and Goldberg, 1966;Har- 
vey, 1967; Jansen and Wallae, this volume; Perkel, 1965; 
Perkel et al., 1964; Segundo et al., 1966; Segundo et al., 
1968; Stein, 1967a; Wallae, 1968). Some of their stages are 
reminiscent of low-  ass filters (Terzuolo, this volume). 
There are, however, additional subtleties and issues, some 
well demonstrated, some hypothetical, as summarized by, 
for example, Bullock (1967), Bullock and Horridge (1965), 
Eccles (1964), and Segundo (1970). Although they play a 
minor role in certain cells, for which the simplified models 
are reasonable approximations, they are highly developed 
in others, and the corresponding behavior is far more elabo- 
rate. Hence, the simplified conception cannot be considered 
a complete description of all nerve cells. In fact, the large 
numbers and varieties of nerve cells, of operational modes, 
and of influences present in any nervous system, even at the 
simplest level, should remind the neuroscientist of the as- 
sertion by Teilhard de Chardin (1962) that, whereas some 
disciplines are concerned with what is very large and others 
with what is very small, biology in general and, I may add, 
the neurosciences in particular, explore the special dimen- 
sion of that which is immensely complex. 
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FIGURE 11 Regular and irregular EPSPs at identical mean 
rates: Comparison of their effects on the membrane 
potential and their effectivenesses. A, B, C. Unidentified 
cell in Aplysia visceral ganglion. (Stimuli at 3 per sec.) The 
membrane potential oscillations during regular stimuli (A, 
upper record) had an average value of 10.7 mV (measured 
with respect to the resting value), a standard deviation of 
2 mV, and a narrow, high, and relatively uniform histo- 
gram (B). The oscillations during irregular stimuli (A, 
lower record) had the same average of 10.7 mv ,  a standard 
deviation of 4.5 mV, and a broad, flat, and skewed histo- 
gram (B). The potential levels indicated as A and B on the 
records correspond to the values so labeled on the histo- 
grams. C. (Stimuli at 2 per sec.) In the records shown, where 

Mean frequency ( 1  per  sec) 

the threshold is high, e.g., about A, no spikes are evoked by 
a regular excitation, but several occur during irregular 
stimuli. If, on the other hand, the threshold were low, e.g., 
around B, the regular input might keep the cell firing con- 
tinually, but the irregular input would allow for pauses. 
(From Levitan et al., 1968.) D. Computer simulation of a 
single, powerful, excitatory DSCT terminal acting on a 
nonpacemaker cerebellar granule cell. Standard deviation of 
the value of the postsynaptic membrane potential as a 
function of the corresponding presynaptic mean rate. The 
membrane fluctuations are smaller when the sequence of 
the DSCT interspike interval reproduces that which occurs 
naturally (black circles) than when the same intervals are 
shuffled randomly (open circles). (From Wallee, 1968.) 



R E F E R E N C E S  KATSUKI, Y., S. YOSHINO, and J. CHEN, 1950. Action currents of 

ALADZHALOVA, N. A., M. E. SAKSON, and G. P. POTYLITSIN, 1969. 
A statistical analysis of the interrelationship of two spike trains 
in a small volume of the cat cerebral cortex. Dokl. Akad. Nauk. 
SSSR 184: 735-738. 

BAYLY, E. J., 1968. Spectral analysis of pulse frequency modulation 
in the nervous system. Inst. Elec. Electron. Eng. Trans. Bio-~ed. 
Eng. 4: 257-265. 

BITTNER, G. D., 1968. Differentiation of nerve terminals in the 
crayfish opener muscle and its functional significance. ]. Gen. 
Physiol. 51 : 731-758. 

BULLOCK, T. H., 1967. Signals and neuronal coding. In The 
Neurosciences: A Study Program (G. C. Quarton, T. Melne- 
chuk, and F. 0. Schmitt, editors). The Rockefeller University 
Press, New York, pp. 347-452. 

BULLOCK, T. H., and G. A. HORRIDGE, 1965. Structure and Func- 
tion in the Nervous Systems of Invertebrates. W. H. Freeman, 
San Francisco. 

CALVIN, W. H., 1968. Evaluating membrane potential and spike 
patterns by experimenter-controlled computer displays. Exp. 
Neurol. 21 : 512-534. 

Cox, D. R., and P. A. W.  LEWIS, 1966. The Statistical Analysis of 
Series of Events. Methuen,   on don; ~ o h n  Wiley and Sons, New 
York. 

DIXON, W. P., and F. J. MASSEY, JR., 1969. Introduction to 
Statistical Analysis. McGraw-Hill, New York. 

ECCLES, J. C., 1964. The Physiology of Synapses. Academic Press, 
New York. 

FITZHUGH, R., 1957. The statistical detection of threshold signals 
in the retina. J Gen. Physiol. 40: 925-948. 

FUJITA, Y., J. ROSENBERG, and J. P. SEGUNDO, 1968. Activity of cells 
in the lateral vestibular nucleus as a function of head position. 
J. Physiol. (London) 196: 1-18. 

GEISLER, C. D., and J. M. GOLDBERG, 1966. A stochastic model of 
the repetitive activity of neurons. Biophys.]. 6: 53-69. 

GERSTEIN, G. L., and N. Y. S. KIANG, 1960. An approach to the 
quantitative analysis of electrophysiological data from single 
neurons. Biophys.]. 1 : 15-28. 

GILLARY, H. L., and D. KENNEDY, 1969. Neuromuscular effects of 
impulse pattern in a crustacean motoneuron. ]. Neurophysiol. 
32: 607-612. 

GRUSSER, 0.-J., K. A. HELLNER, and V. GR~~SSER-CORNEHLS, 1962. 
Die Inf~rmationsiibertra~ung im afferenten visuellen Systems. 
Kybernetik 1 : 175-192. 

HAGIWARA, S., 1949. On the fluctuation of the interval of the 
rhythmic excitation. I. The efferent impulse of the human motor 
unit during voluntary contraction. Rep. Phyriogvaph. Sci. Inst. 
Tokyo Univ. 3: 19-24. 

HARTLINE, D. K., and I. M. COOKE, 1969. Postsynaptic membrane 
response predicted from presynaptic input pattern in lobster 
cardiac ganglion. Science (Washington) 164: 1080-1082. 

HARVEY, R. I., 1967. The Spino-olivo-cerebellar Pathway of the 
Cat. Australian National University, Canberra, doctoral thesis. 

KANDEL, E. R., W. T. FRAZIER, and R. E. COGGESHALL, 1967. 
Opposite synaptic actions mediated by different branches of an 
identifiable intemeuron in Aplysia. Science (Washirgton) 155: 
346-349. 

the single lateral-line nerve fiber of fish. 1. On the spontaneous 
discharge.Jap. J.  Physiol. 1 : 87-99. 

KENNEDY, D., and DE F. MELLON, JR., 1964. Receptive field or- 
ganization and response patterns in neurons with spatially dis- 
tributed input. In Neural Theory and Modeling, Proceedings of 
the 1962 Ojai Symposium (R. F. Reiss, editor). Stanford Univer- 
sity Press, stanford, California, pp. 400-413. 

KHINCHIN, A. I., 1957.  ath he ma tical Foundations of Information 
Theory. Dover Publications, Inc., New York. 

KOGAN, A. B., Y. I. PETUNIN, and 0 .  G. CHORAYAN, 1966. Investi- 
gation of the impulse activity of neurones by the methods of the 
theory of random processes. Biqjizika 11 : 1020-1027. 

LEVITAN, H., J. P. SEGUNDO, G. P. MOORE, and D. H. PERKEL, 1968. 
Statistical analysis of membrane potential fluctuations. Relation 
with presynaptic spike train. Biophys.]. 8: 1256-1274. 

MACKAY, D. M., and W.  S. Mc CULLOCH, 1952. The limiting 
Information capacity of a neuronal link. Bull. Math. Biophys. 14: 
127-135. 

MAFFEI, L., 1968. Spatial and temporal averages in retinal channels. 
J .  Neurophysiol. 31 : 283-287. 

MOORE, G. P., D. H. PERKEL, andJ. P. SEGUNDO, 1963. stability 
patterns in interneuronal pacemaker regulation. In Proceedings 
of the San Diego Symposium for Biomedical Engineering, La 
Jolla, California, pp. 184-194. 

MOORE, G. P., J. P. SEGUNDO, D. H. PERKEL, and H. LEVITAN, 
1970. Statistical signs of synaptic interactions in neurons. 
Biophys. J. (in press). 

MOORE, G. P., D. H. PERKEL, and J. P. SEGUNDO, 1966. Statistical 
analysis and functional interpretation of neuronal spike trains. 
Annu. Rev. Physiol. 28: 493-522. 

MOUNTCASTLE, V. B., 1967. The problem of sensing and the neural 
coding of sensory events. In The Neurosciences: A Study Pro- 
gram (G. C. Quarton, T. Melnechuk, and F. 0. Schmitt, edi- 
tors). The Rockefeller University Press, New York, pp. 393- 
408. 

MOUNTCASTLE, V. B., W.  H. TALBOT, H. SAKATA, and J. HYVARI- 
NEN, 1969. Cortical neuronal mechanisms in flutter-vibration 
studied in unanesthetized monkeys. Neuronal periodicity and 
frequency discrimination. J. Neurophysiol. 32: 452-484. 

PERKEL, D. H., 1965. Applications of a digital computer simulation 
of a neural network. In Biophysics and Cybernetic Systems 
(M. Maxfield, A. Callahan, and L. J. Fogel, editors). Spartan 
Books, Washington, D. C., pp. 37-51. 

PERKEL, D. H., and T. H. BULLOCK, 1968. Neural coding. Neuro- 
sciences Res. Program Bull. 6 (no. 3) : 221-348. 

PERKEL, D. H., G. GERSTEIN, and G. P. MOORE, 1967a. Neuronal 
spike trains and stochastic point processes. I. The single spike 
train. Biophys. J. 7: 391-418. 

PERKEL, D. H., G. GERSTEIN, and G. P. MOORE, 1967b. Neuronal 
spike trains and stochastic point processes. 11. Simultaneous spike 
trains. Biophys. 1.7:  419-440. 

PERKEL, D. H., J. SCHULMAN, T. H. BULLOCK, G. P. MOORE, and 
1. P. SEGUNDO, 1964. Pacemaker neurons: Effects of regularly 
spaced synaptic input. Science (Washington) 145: 61-63. 

PERSON, R. S., 1965. Investigation analysis of time relations be- 
tween discharges from motoneurons of antagonistic muscles 



in humans (by means of crosscorrelation analysis of EMG). 
Sechenov]. Physiol. U S S R  51 : 73-75. 

RIPLEY, S. H., and C. A. G. WIERSMA, 1953. The effects of spaced 
stimulation of excitatory and inhibitory axons of the crayfish. 
Physiol. Comp. Oecol. 3: 1-17. 

ROEDER, K. D., 1966. Auditory system of noctuid moths. Science 
(Washington) 154: 1515-1521. 

SCHULMAN, J., 1969. Information Transfer Across an ~nhibitor to 
Pacemaker Synapse at the Crayfish Stretch Receptor. Univer- 
sity of California, Los Angeles, doctoral thesis. 

SEGUNDO, J. P., 1970. Functional possibilities of nerve cells for 
communication and for coding. Acta Neurol. Latinoamer. 14: 
340-344. 

SEGUNDO, J. P., G. P. MOORE, J. STENSAAS, and T. H. BULLOCK, 
1963. Sensitivity of neurones in Aplysia to temporal pattern of 
arriving impulses.]. Exp.  Biol. 40: 643-667. 

SEGUNDO, J. P., and D. H. PERKEL, 1969. The nerve cell as an ana- 
lyzer of spike trains. In UCLA Forum in Medical Sciences No. 
11, The Interneuron (M. A. B. Brazier, editor). University of 
California Press, Berkeley and Los Angeles, California, pp. 
349-390. 

SEGUNDO, J. P., D. H. PERKEL, and G. P. MOORE, 1966. Spike 
probability in neurons: Influence of temporal structure in the 
train of synaptic events. Kybernetik 3: 67-82. 

SEGUNDO,]. P., D. H. PERKEL, H. WYMAN, H. HEGSTAD, and G. P. 
MOORE, 1968. ~nput-output relations in computer-simulated 
nerve cells. Influence of the statistical properties, strength, num- 
ber of interdependence of excitatory presynaptic terminals. 
Kybernetik 4: 157-171. 

SEGUNDO, J. P., T. TAKENAKA, and H. ENCABO, 1967a. Electro- 
physiology of bulbar reticular neurons. ]. Neurophysiol. 30: 
1194-1220. 

SEGUNDO, J. P., T. TAKENAKA, and H. ENCABO, 1967b. Somatic 
sensory properties of bulbar reticular neurons. ]. Neurophysiol. 
30 : 1221-1238. 

SHANNON, C. E., and W.  WEAVER, 1963. The  ath he ma tical 

Theory of Communication. University of Illinois Press, Urbana, 
Illinois. 

STARK, E., J. NEGRETE MARTINEZ, G. YANKELEVICH, and G. THEO- 
DORIDIS, 1969. Experiments on information coding in nerve 
impulse trains. Math. Biosci. 4: 451-485. 

STEIN, R. B., 1967a. Some models of neuronal variability. Biophys. 
1 .7  : 37-68. 

STEIN, R. B., 1967b. The information capacity of nerve cells using 
afrequency code. Biophys. J. 7: 797-826. 

TEILHARD DE CHARDIN, P., 1962. La Place de 1'Homme dans la 
Nature. Le Groupe Zoologique Humain. Union Gknhrale 
dlEditions, Paris. 

TERZUOLO, C. A., and E. J. BAYLY, 1968. Data transmission be- 
tween neurons. Kybernetik 5 : 83-85. 

UTTAL, W. R., and M. KRISSOFF, 1968. Response of the somes- 
thetic system to patterned trains of electrical stimuli. An ap- 
proach to the problem of sensory coding. 118 The Skin Senses 
(D. R. Kenshalo, editor). Charles C Thomas, Springfield, Illi- 
nois, pp. 262-303. 

VASILEVSKY, N. N., 1968. Statistical analysis of some parameters 
of the background activity of cortical neurons. Sechenov Physiol. 
] .USSR 54: 389-397. 

W A L L ~ E ,  L., 1968. Transfer of Signals Through a Second Order 
Sensory Neuron. Institute of Physiology. University of Oslo, 
Universitetsforlagets Trykningssentral, doctoral thesis. 

WERNER, G., and V. B. MOUNTCASTLE, 1965. Neural activity in 
mechanoreceptive cutaneous afferents : S timulus-response rela- 
tions, Weber functions, and information transmission. j. Neuro- 
physiol. 28: 359-397. 

WERNER, G., and V. B. MOUNTCASTLE, 1968. Quantitative rela- 
tions between mechanical stimuli to the skin and neural re- 
sponses evoked by them. In The Ski Senses (D. R. Kenshalo, 
editor). Charles C Thomas, Springfield, Illinois, pp. 112-137. 

WIERSMA, C. A. G., and R. T. ADAMS, 1950. The influence of 
nerve impulse sequence on the contractions of different crusta- 
cean muscles. Physiol. Comp. Oecol. 2: 20-33. 



52 Spike Trains as Carriers of Information 

DONALD H. P E R K E L  

NERVE IMPULSES or "spikes" are a nearly ubiquitous accom- 
paniment to neural functioning. Rejecting the idea that 
they are solely artifactual or epiphenomenal, we accept, 
rather, the notion that trains of impulses embody or carry 
information. Major questions arise immediately: (1) How 
do they carry information? (2) What kinds of information 
do they carry? (3) Where do they carry it from, and to? (4) 
What interprets the delivered information? (5) HOW well is 
the information carried? (6) What is the role of spike trains 
vis-a-vis other media of neural communication? 

These questions are, of course, by no means independent. 
Moreover, the answers depend very much on which part of 
what nervous system is under consideration, as well as on 
the particulars of the experimental arrangement, especially 
with regard to surgical procedures, anesthesia, and the stim- 
ulus regimen. 

We first draw a primary distinction between two kinds of 
information carried by spike trains (Segundo and Perkel, 
1969): the information potentially available to the human 
investigator is of a different order and calls for different pro- 
cedures of interpretation (e.g., statistical analysis) from the 
information normally extracted from a spike train by the 
next-order neural or effector element in the system. Thus, 
the experimenter can record and analyze very long trains of 
impulses, whereas the capacity of a neuron for temporally 
integrating its synaptic input is stringently limited. On the 
other hand, a neuron has access to all the synaptic input im- 
pinging on it, whereas with current techniques the electro- 
physiologist can record at most a handful of simultaneously 
detected spike trains, while having at best a rudimentary 
knowledge of the anatomical relationships among the corre- 
sponding neurons. 

We may therefore investigate on the one hand the infor- 
mation extracted from spike trains in an ongoing fashion by 
a nerve cell that is "integrating7' that information or "mak- 
ing decisions" based at least partially on that information; 
we may call this approach the "neuron-centered" study of 
neural coding in spike trains. The alternative approach em- 
phasizes the information extractable by the experimenter. 
This "observer-centered" investigation addresses the prob- 
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lems of identifying the functional connections among the 
neurons of which the spike trains are observed, and of char- 
acterizing their corresponding input-output relations. 

The proposed kinds of neural codes have been reviewed, 
enumerated, and summarized recently (Perkel and Bullock, 
1968), and the criteria-formal and biological-for ade- 
quately describing their properties were discussed in terms 
of establishing that a candidate scheme ofneural coding is, in 
fact, functionally valid in a particular nervous system. In 
this presentation, the relationship between several spike- 
train codes is stressed in an effort to show that the particular 
operative information-encoding scheme depends on the con- 
text of information input to the system, and in particular on 
its characteristic modulation times relative to the interspike 
intervals of the observed neuron. 

W e  retain here the working definition of neural coding 
as "the representation and transformation of information in 
the nervous system" (Perkel and Bullock, 1968), using the 
term "information" in its colloquial sense rather than with 
the technical meaning of Shannon. 

Much of this chapter, therefore, is devoted to methods of 
extracting information from spike sequences. The statistical 
techniques are summarized, examples are given of their use 
in elucidating neuronal relationships, and, finally, new di- 
rections are indicated for extending and strengthening these 
techniques. 

The variety ofspike-train codes 

The peculiarity of spike-train codes is that the information 
is carried by means of impulses: brief, discrete, virtually in- 
distinguishable events, occurring most usually at irregular 
intervals. Hence, they differ from continuous "signals" such 
as the electroencephalogram, and from trains of pulses oc- 
curring at regular intervals or at multiples of a fixed inter- 
val, such as those flowing in a digital computer. It follows 
that, as bearers of information in nervous systems, spike 
trains have special characteristics, capabilities, and limita- 
tions. 

The two "classic" spike-train codes have been called 
"labeled-line" coding and rate coding. The concept of la- 
beled lines means, quite simply, that an essential aspect of 
the information conveyed by a nerve impulse is embodied 
in the particular fiber it traverses (Perkel and Bullock, 1968). 
This notion goes back to the doctrine of "specific nerve en- 
ergies" of Miiller (1838 and 1842; Adrian, 1928), which 



states that the subjective quality of a sensation-the "mean- 
ing" of an afferent electrical event-depends primarily on 
the central connection of the nerve fiber. 

Such a view of neural functioning as an analogue of a 
telephone system is not nearly so trivial as it might first ap- 
pear. The elaboration of the labeled-line principle, as seen in 
the complex schemata of several neuronal organizations 
(Werner, this volume; Hubel and Wiesel, 1962), illustrates 
the pervasiveness and functional complexity of codes of 
this sort. Moreover, increasing evidence for the homology 
of neurons identifiable from individual to individual (Bul- 
lock, 1970) bespeaks a more basic role for "wired-in" neural 
connections than has been attributed to them. 

The second kind of neural code that might be considered 
classical is the rate (or frequency-of-occurrence) code. It 
may be stated most broadly as the representation of a scalar 
quantity-such as stimulus intensity-by means of the rate 
of nerve impulses in a particular fiber or group of fibers. 
First clearly annunciated by Adrian (1928), it embodies a 
fundamental principle of neural functioning: the nerve im- 
pulses that give rise to greater and lesser sensations of inten- 
sity of a stimulus-or to greater and lesser degrees of muscle 
contraction-are not in themselves different; the difference 
lies in the number of essentially identical impulses arriving 
per unit of time. The operating characteristics of rate codes 
have been described quantitatively in terms of information 
capacity by Stein (1967). 

In both of these "textbook" codes, little emphasis is 
placed on the temporal structure of the impulse train. The 
labeled line might carry any type of signal, and the fact that 
the signals are impulses is irrelevant to this concept. For a 
rate code, the discrete nature of the impulses appears as 
rather a nuisance, and fluctuations in interval lengths give 
rise to fluctuat~ons in the transmitted signal, which may 
have to be smoothed out through time-averaging or through 
summation of many parallel, redundant channels. 1f one 
were to design an artificial system using the rate-code prin- 
ciple exclusively, it would be most efficient and reliable if, 
at any given signal level, impulses occurred at regular inter- 
vals (Stein, 1967). 

A number of "nonclassical" codes have been proposed, 
however, in which other aspects of the temporal structure 
of the impulse train are assigned a role in the transmittal of 
information (Perkel and Bullock, 1968); these aspects in- 
clude the standard deviation and the coefficient of variation 
of intervals, serial correlations of intervals, and burst char- 
acteristics, such as number of intervals, duration, and tem- 
poral pattern (e.g., accelerando or ritardando). It has, in 
fact, been shown that some cells are measurably sensitive to 
variations in several temporal characteristics, implying that 
such codes are indeed capable of being "read by neurons 
(e.g., Wiersma and Adams, 1949; for a review, see Segundo 
and Perkel, 1969). 

The extreme example of codes that depend on temporal 
structure is that in which the length of each individual inter- 
spike interval carries information. The information capacity 
of these codes has been investigated theoretically (MacKay 
and Mc~ulloch, 1952); they can handle far more bits per 
second than can frequency codes. 

Interesting cases of "temporal-structure" spike codes are 
those involving more than a single channel. For reliable and 
rapid "reading-out" of rate codes, it is usually necessary to 
invoke parallel channels, but other kinds of temporal codes 
require several channels in a more fundamental way. Most 
proposed multiple-channel codes involve some elaboration 
of the idea of coincidence detection. In its simplest terms, a 
neuron may receive synaptic input from two excitatory 
sources, each of which alone produces a subthreshold re- 
sponse; if, however, the two impulses arrive within a short 
time interval, the neuron will be sufficiently depolarized to 
produce a spike. If more than two input channels are opera- 
tive, and if some of the synapses are inhibitory rather than 
excitatory, extremely individualized "logic circuits" can be 
devised; these have exquisite sensitivity to slight temporal 
differences in arrivals. 

Multiple-channel spike codes are obviously more difficult 
to investigate experimentally than are single-channel codes. 
Successful efforts in this direction have been concerned with 
binaural sound localization by neurons in the inferior col- 
liculus (e.g., Rose et al., 1966). The temporal relationships 
between spikes in multiple, simultaneously recorded spike 
trains have been used for elucidating underlying functional 
relationships among the corresponding neurons (e.g., Ger- 
stein, this volume), as discussed later in this article. 

First, however, it is necessary to indicate that the several 
types of spike-train codes are not clearly separable and dis- 
tinct, but rather that one tends to merge into another as 
characteristics of the signals or of the neurons are changed. 

Rate arzd iizterval codes 

Let us examine the workings of rate codes in somewhat 
more detail. Suppose that there is an external signal, s(t), to 
be represented by the firing rate of a neuron. We may think 
of s(t) as representing the intensity of a stimulus as it varies 
with time; we assume that it always has a positive value, in 
order to avoid irrelevant notational complications. 

Suppose that a spike occurs at a time Ti; the next spike, 
occurring at time Ti+t defines the interspike interval, r i  = 
Ti+l - Ti, as well as the corresponding instantaneous rate, 
pi = l /ri .  A rate code is operative if the instantaneous rate, 
pi, or its probability distribution, is determined by the his- 
tory of the signal s(t), for t < Ti+l. 

For example, the encoding unit-a receptor, perhaps- 
may operate as an integrating device, producing a spike 
when the integral of the signal reaches a threshold, 8 ;  i.e., 
the time of the next spike, Ti+l, is determined by 



which implies that the integrator is reset to zero after each 
spike. 

As another example, the interval ~i can be governed by a 
time-dependent Poisson process, i.e., 7i is drawn from an 
exponential distribution with rate parameter X(Ti). The 
rate parameter itself may depend simply on the instanta- 
neous signal at the time of the previous spike, e.g., 

Now let us suppose that the signal varies rapidly with re- 
spect to the interspike intervals, but that the same encoding 
mechanisms are at work. Then the spike train cannot follow 
or reflect the rapid changes in the signal, but rather will 
represent a smoothed or sampled value of the signal, as seen 
in Figure 1B. Even if the encoder is an integrating device, 
the spikes will, in general, occur at irregular intervals. If a 
reasonable choice of weighting function, w, and of a sufi- 
ciently small value of W or k is assumed, the various types 
of Poisson encoders, as does the integrating encoder, will 

h(Ti) = a s(Ti) + b . produce trains in which each interval carries information 
about the "local" signal level, and may be nearly or totally 

Alternatively, the rate parameter may represent a weighted 
independent of the adjacent intervals. Here we may speak 

average of the signal over some previous time period: 
more properly of an interval code than of a rate code, be- 

h(Ti) = /Ti  w(t - T i  + W)s(t)dt , 
cause every interval has a meaning of its own. 

TI-w The essential difference, therefore, between a rate code 
and an interval code does not lie in the encoding mecha- 

or over a number, k, of preceding interspike intervals: 
nism; as we have seen, any of several mechanisms may sub- 

h(Ti) = jTi w(t -- Ti-Js(t)dt . serve either type of code. Rather, it is the relationship be- 

~ i - k  tween the typical times of "interesting" signal variations and 
the interspike interval times that prescribes the nature of the 

If the signal varies slowly with respect to the typical times code. 
between spikes, then the operation of any of these rate codes It follows, then, that in experimental investigations of 
is exemplified by Figure 1A. The regularity of the spikes neural codes it is important that the variations in input sig- 
will, of course, depend on the particular coding scheme op- nal must correspond, in magnitude and time course, with 
erative (Stein, 1967); in a large class of cases, the time- those encountered under physiological conditions. The 
averaged rate of spike occurrence will closely reproduce the same neuron may operate with a rate code, or an interval 
original signal. code, or a code of intermediate type, depending entirely on 

FIGURE 1 Representation of a continuous signal by a train of im- rate" code. B: The signal varies rapidly with respect to interpulse 
pulses (schematic). A :  The signal varies slowly with respect to the interval; the representation is an "interval code." See text. 
mean interval between impulses; the representation is a "mean 



the nature of the input signal imposed. Furthermore, any 
quantitative estimate of information-handling capacity will 
depend on the input signal; a slowly varying input will 
yield modest information rates, as in the studies of Stein 
(1967), whereas a rapidly varying input to the same neuron 
can approach the higher information rates characteristic of 
an interval code (MacKay and McCulloch, 1952). We  em- 
phasize, then, that it is meaningful to talk about information 
capacity of a neuron or a neural pathway only within the 
context of a particular stimulus environment. 

Statistical measuresfor single spike trains 
The use of statistical techniques to describe the properties of 
spike trains has been outlined by Perkel et al. (1967a), and 
their application to neurophysiological problems has been 
reviewed by Moore et al. (1966). Here we confine ourselves 
to a description of only those basic statistical measures that 
are most useful for drawing inferences about underlying 
mechanisms and functional relationships. 

The interval histogram is an important and widely used 
statistical measure of the temporal structure of a spike train. 
It represents an estimate of an underlying probability den- 
sity function of interspike intervals. If we choose a large bin 
width for the histogram, the over-all profile is relatively 
smooth, but structural detail may be lost; if the bin width is 
small, detail is preserved, but individual bin tallies exhibit 
greater sampling fluctuations. 

The interval histogram is an order-independent statistic; 
i.e., if intervals are randomly shuffled, the interval histogram 
of the reconstructed train will be identical with that of the 
unshuffled train. 

A regularly firing neuron produces a narrow interval 
histogram; a "randomly" firing neuron (i.e., a Poisson 
process) gives rise to an interval histogram that has the form 
of a descending exponential function; a neuron that has ex- 
ceptionally long silent periods between spikes produces an 
interval histogram with a long "tail" ; patterned discharges, 
including bursts, may give rise to multimodal interval histo- 
grams. 

The autocorrelation histogram may be thought of as the 
sum of histograms of intervals of all orders, is., intervals 
between adjacent spikes, between every other spike, and so 
on. It is also equivalent to an estimate of the likelihood (per 
unit time) of encountering a spike (not necessarily the near- 
est one) as a function of the time elapsed since the occurrence 
of an actual spike. The autocorrelation density (known also 
under several other names, such as renewal density and ex- 
pectation density), which is estimated by the autocorrelation 
histogram, is defined formally as 

h(7) = Lim [ ( l / ~ t )   rob (spike in (to + 7 , 
At+O 

to + 7 + At)lspike at to)] . 

For a Poisson process, the autocorrelation density is flat. 
Neurons that fire at fairly regular intervals, such as pace- 
maker cells, give rise to an autocorrelation histogram that 
displays regularly spaced peaks and valleys, which flatten 
out progressively. For essentially all neurons, the autocorre- 
lation density approaches a constant asymptotic value for 
sufficiently large values of its argument. This reflects the 
fact that knowing the time of occurrence of one spike en- 
ables us to predict the future likelihood of encountering 
other spikes in that train, but that this predictive power does 
not extend indefinitely into the future (barring the theoreti- 
cal case of a "perfect" clock). Eventually, the time of occur- 
rence of the original spike is "forgotten," and the likelihood 
of a spike is determined only by the over-all mean firing 
rate. For a Poisson process-completely "random" firing- 
the forgetting takes place immediately. 

All neurons, because of refractory effects, display an ini- 
tial zero autocorrelation, followed by a steeply rising por- 
tion. In certain neurons, this refractory effect, shown in the 
early bins of the autocorrelation histogram, is all that distin- 
guishes the spike train from a true Poisson process. 

The autocorrelation histogram reflects, in a complex 
fashion, the presence of serial dependencies among inter- 
spike intervals. If the intervals are shuffled at random, the 
autocorrelation histogram of the reconstructed train will 
remain essentially the same only if successive interval lengths 
are independent. If they are not, the two autocorrehtion 
histograms will differ; the peaks may become sharper or 
broader, depending on the nature of the serial dependencies. 

A more sensitive statistical measure of the serial depen- 
dencies of interval lengths is the serial correlogram. This is the 
set of serial correlation coefficients y ,, y,, y,, . . . , defined by 

in which p and a are the mean and standard deviation of 
interval length, respectively. In other words, the serial cor- 
relation coefficient of order j is the expected value of the 
product of the (normalized) interval length with that of the 
j'th following interval length. For example, the first-order 
serial correlation coefficient, y l ,  measures the serial depen- 
dence between each interval and its immediately following 
one. A value of yl close to unity means that relatively short 
intervals are nearly always followed by short ones, and long 
ones by long ones. A value of close to - 1 indicates that 
short intervals are highly likely to be followed by long ones, 
and vice versa. A value close to zero indicates that successive 
interval lengths are uncorrelated (although it does not neces- 
sarily imply that they are independent). 

A usual contribution to nonzero serial correlation coefi- 
cients is that of trends or relatively slow rate changes in the 
experimental record. Either a long-term slowing-down or 
speeding-up of the firing rate during the observation will 
produce positive serial correlations for high as well as low 



orders. More rapidly changing rates produce positive serial 
correlations of the lower orders, which then typically be- 
come negative before returning to zero. Bursts and pat- 
terned discharges typically show more rapid oscillations in 
the earlier portions of the serial correlogram. 

Shuffling the intervals in the spike train destroys all serial 
dependence. The serial correlogram of the shuffled train 
represents a control case, the fluctuations of which around 
zero reflect solely sampling variations. 

The serial correlation coefficient was used in one of the 
earliest examples of statistical analysis of single spike trains 
(Hagiwara, 1950). Hagiwara observed that the first-order 
serial correlation coefficient (in the muscle-spindle afferent 
fiber) was equal to -0.5, and that the serial correlation coef- 
ficients of higher order were all very close to zero. It is easily 
shown (McGill, 1962) that, if the impulses arising from a 
regular clock are subjected to independent random delays 
(with the provision that the variations are not so great as to 
destroy the serial order of the impulses), the train of delayed 
impulses will have serial correlation coefficients equal to 
-0.5, 0, 0, . . - . Hagiwara interpreted this serial correlo- 
gram as being consistent with an extremely regular source 
of impulses transmitted over pathways that produced ran- 
dom delays before the impulses reached the recording site. 
In this case, the existence and certain properties of an unob- 
served unit were inferred from statistics of a spike train ob- 
served in another unit. 

Other statistical analyses of single trains have yielded in- 
sights concerning intracellular mechanisms. For example, 
the analysis of interval fluctuations in pacemaker neurons of 
Aplysia by Junge and Moore (1966), aided by computer 
simulations, pinpointed the most likely source of the fluc- 
tuations as the asymptotic level of the pacemaker potential, 
in turn attributable to irregular shifts of the spike-initiating 
locus. Further examples of the interpretation of single-train 
statistical analyses were given by Moore et al. (1966) and by 
Harmon and Lewis (1966). 

It is in the analysis of several spike trains observed simul- 
taneously, however, that the strongest inferences can be 
made about underlying mechanisms. 

Congparison ofsimultaneously observed spike trains 

The principal statistical tool for the comparison of two 
simultaneously observed spike trains is the cross-correlation 
histogram (Perkel et al., 1967b). It is defined and used in a 
fashion analogous to that of the autocorrelation histogram, 
and represents an estimate of the density 

kAB(T) = Lim [(I / ~ t )  Prob (spike in B in (to + T , 
At+O 

to + T + At)lspike in A at to)] . 
If two neurons are functionally independent, the cross- 

correlation histogram is flat, to within sampling fluctuations 
only. We have proposed that the flatness of the cross-corre- 
lation histogram be used as a criterion of functional inde- 
pendence between two neurons during the period of obser- 
vation (Moore et al., 1966). 

Various types of functional relationships between the 
monitored neurons give rise to characteristic "signaturesM in 
the cross-correlation histogram, as described in detail by 
Moore et al. (1970). The material presented in this section is 
drawn from that paper. By observing features in the cross- 
correlation histogram, one can, in some cases, infer the 
underlying functional relationships and estimate some of the 
relevant parameters; in other, less favorable cases, it is still 
possible to narrow the choice of admissible hypotheses 
about the underlying neurons. 

If spike trains A and B are recorded from presynaptic and 
postsynaptic members of a pair ofneurons, respectively, sev- 
eral features are observable in the cross-correlation histo- 
gram (Figure 2). The primary efect is a peak or valley, situ- 
ated to the right of, and close to, the origin. A peak is ob- 
served if the synapse is excitatory; a valley, if it is inhibitory. 
If the inhibition is strong enough, firing may be suppressed 
completely for a time, as indicated by a drop in the cross- 
correlation histogram to zero. When not obscured by sec- 
ondary effects (described below), and when well revealed by 
a sufficiently long sample and a fine enough bin width in the 
histogram, the primary peak reflects the time course of the 
typical postsynaptic potential induced in neuron B. A1- 
though the mapping is in general not precisely linear, it 
nevertheless enables the making of useful estimates of such 
parameters as the rise and fall times of the postsynaptic PO- 

tential. The displacement of the primary peak or valley to 
the right of the origin reflects the over-all delay between the 
recording of the presynaptic impulse by the first electrode 
and the postsynaptic impulse by the second. 

In addition to the primary effect, a number of secondary 
effects arise, owing to rhythmicities and refractory effects in 
the two neurons, i.e., departures from flatness in the respec- 
tive autocorrelation histograms. 

The presynaptic autocorrelation is mapped bilaterally and 
symmetrically around the peak or valley representing the 
primary effect. It has the same sign as the primary effect, so 
that if the synapse is excitatory, peaks in the presynaptic 
autocorrelation give rise to peaks in the cross correlation; if 
the synapse is inhibitory, peaks in the presynaptic autocorre- 
lation give rise to valleys in the cross correlation. The peaks 
and valleys are broadened to an extent that corresponds to 
the effective width of the postsynaptic potential, or to that 
of the primary peak or valley. 

Postsynaptic rhythmicities and other features of the auto- 
correlation of train B are mapped unilaterally, to the right 
of the primary peak or valley. Again, the sign of the pri- 
mary peak is preserved: peaks in the postsynaptic autocorre- 



lation correspond to peaks in the cross correlation if the syn- 
apse is excitatory; and to valleys, if it is inhibitory. The in- 
tensity with which these rhythmicities are mapped depends 
on the extent to which the presynaptic impulses reset the 
rhythm of the postsynaptic cell. If the latter is not an auton- 
omous pacemaker, but rather is driven by a third, indepen- 
dent pacemaker neuron, the rhythmicity shown in the oscil- 
lations of the autocorrelation histogram of cell B will not be 
reflected in the AB cross-correlation histogram. From such 
an observation, it is possible to infer the existence of the un- 
observed driver neuron. 

Combinations of these effects can result in a complex 
structure of the cross correlation, even in this simplest case 
of a trans-synaptic pair. Unraveling the several effects ap- 
pears to be most readily accomplished through the tech- 

niques of spectral analysis, described in the concluding sec- 
tion of this article. 

If cell B is the presynaptic element and cell A the post- 
synaptic member of the pair, the preceding effects are still 
present, mutatis mutandi, e.g., the primary peak and the post- 
synaptic secondary effects will appear to the left of the ori- 
gin in the cross-correlation histogram. 

Another basic configuration is that in which the two 
monitored neurons, A and B, have no synaptic connections 
between them, but rather receive synaptic input from a 
common source, C, either directly or through interneurons. 
The observable features in the cross-correlation histogram 
between A and B are rather more complex than the trans- 
synaptic case outlined above (Figure 3): the primary efect 
occurs in general on both sides of the origin; it may be dis- 

FIGURE 2 Cross-correlation histograms between presynap C: One slightly irregularly firing pacemaker excites a more 
tic and postsynaptic neurons; computer-simulated data, irregularly firing pacemaker. The secondary peaks to the 
arbitrary time scale. Arrow indicates origin of time coordi- left of the arrow reflect the autocorrelation of the pre- 
nate. A: A Poisson (arrhythmic) train excites a pacemaker synaptic cell; those to the right of the arrow include features 

neuron. Resetting of the pacemaker's rhythmicity induces a of the autocorrelations of both cells. See text. 

succession of peaks. B: A Poisson train inhibits a pacemaker. 



placed to the right if the conduction time from C to A is inhibitory, the shape will involve a valley and a peak; the 
shorter than that from C to B, or to the left if the converse is precise configuration depends on the shapes and amplitudes 

true. It will be centered about the origin if the conduction of the two postsynaptic potentials, as well as on the relative 

times are about equal. times of  arrival. A cross-correlation histogram of Rodieck 

If the synapses on A and B are both excitatory or both (1967, Figure 10B) appears to be consistent with this class of 

inhibitory, the primary effect consists of a rather broad, underlying configuration; for a fuller discussion, see Moore 

symmetrical peak. If one synapse is excitatory and the other et al. (1970). 
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FIGURE 3 The effects of common excitation. A Poisson stimulus train and second neuron. C: Cross-correlation 
train of impulses derived from a Geiger counter excites two histogram between the two neurons. Peak is more sym- 
simultaneously monitored ganglion neurons in Aplysia metrical and centrally placed than in upper examples. D: 
(unpublished data of H. Levitan and J. P. Segundo). A: Computer-simulated neurons. Cross-correlation histogram 
Cross-correlation histogram between stimulus train and one between two neurons excited by a common rhythmic 
neuron. Abscissa extends from -1 sec to +1 sec; arrow "driver"; arbitrary time scale. See text; for further ex- 
marks time origin. B : Cross-correlation histogram between amples see Moore et al. (1970). 
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The secondary efects include the autocorrelations of all 
three neurons. That of the common source, C, is reflected 
symmetrically and bilaterally around the peak (or other fea- 
ture) representing the primary effect. The autocorrelation of 
cell A is mapped unilaterally to the left of the primary peak; 
that of cell B is mapped unilaterally to the right of the pri- 
mary peak. In addition, a complicated admixture of the 
autocorrelations of A and B will be mapped on both sides of 
the primary peak. The more conspicuous of these effects are 
illustrated in Figure 3. - 

In addition to synaptic effects, shared rate changes can ele- 
vate or depress the cross-correlation histogram (Perkel et al., 
1967b). Typically, the time scales of shared rate changes are 
much longer than those of synaptic effects, so that the two 
can readily be distinguished. The cross-correlation histo- 
grams of ~ o l m e s  and Houchin (1966) between widely sepa- 
rated cortical units appear to arise from a shared rhythmicity 
attributable to a common activating mechanism. 

Recent examples of cross-correlation histograms, inter- 
preted in terms of the underlying functional anatomy, ap- 
peared in the papers of Noda et al. (1969) and of Bell and 
Grimm (1969). 

The enormous tangle of primary, secondary, and perhaps 
also tertiary effects in even the simplest anatomical configu- 
rations makes it difficult to infer neuronal connections di- 
rectly from correlational analysis of spike trains. However, 
two additional approaches have genuine promise in this 
area. The first approach is to apply a periodic stimulus to the 
preparation, while monitoring two or more spike trains. 
The statistical analysis and interpretation of the results of 
experiments of this kind are discussed by Gerstein (this 
volume). 

The other approach is the use of spectral analysis, accord- 
ing to the notions briefly sketched in the remainder of this 
article. 

Spectral analysis ofspike trains 

In place of the autocorrelation and cross-correlation histo- 
grams discussed above, which are in the time domain, the 
spectral analysis of spike trains makes use of the autospectro- 
gram and cross-spectrogram, in the frequency domain. The 
autospectrogram is an estimate, from an experimental sam- 
ple, of an autospectrum, or autospectral density, which is 
defined as the Fourier transform of the autocovariance of 
the spike train. Similarly, the cross-spectrum, or cross- 
spectral density, is the Fourier transform of the cross covari- 
ance. 

The autocovariance is related simply to the autocorrela- 
tion density (or renewal density) of a spike train: one adds a 
delta function at the origin, subtracts the mean rate, and 
multiplies by the mean rate, to yield the coirlplete autocovari- 
ance : 

Eliminating the delta function gives the incomplete autoco- 
variance : 

The delta function is introduced to reflect the fact that every 
spike is in coincidence with itself. 

A right-hand autocovariance is defined by 

The cross covariance is obtained from the cross-correla- 
tion density simply by subtracting the mean rate of the 
second train, and then multiplying by the mean rate of the 
first train: 

The cross covariance between a train and itself is simply 
the complete autocovariance: 

tii(.) = r ;(~) = pia(7) + r i ( ~ )  . 
The autocovariance is an even function: 

and the cross covariance between two trains taken in re- 
verse order is simply the mirror image of the original cross 
covariance: 

The Fourier transform of any function, f(r), is defined as 
follows: 

= 1: [cos wt - i sin wt] f(t) dt . 

If the function f(7) in the time domain is even, its Fourier 
transform is real; otherwise, it is complex. The Fourier 
transform may be inverted to yield the original time- 
domain function: 

The Fourier transform is a linear operator, and has the 
very useful convolution property which states that, if 

then 

that is, the Fourier transform of the convolution integral of 
two functions is the product of their individual transforms. 
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The properties of Fourier transforms in general are given 
in many standard texts, e.g., Brown (1965) and Jenkins and 
Watts (1968). The spectral analysis of point events was de- 
scribed by Bartlett (1963) and by Cox and Lewis (1966). 

The fundamental application of the Fourier-transform 
approach to spike-train analysis lies in the following situa- 
tion: we may express the cross covariance measured be- 
tween a presynaptic and a postsynaptic location by means 
of a convolution equation between the presynaptic auto- 
covariance and a function, € (T), which we call the sy-yrzaptic 
response: 

Upon taking Fourier transforms, we express the cross spec- 
trum as the product of the presynaptic autospectrum and 
the transform of the synaptic response: 

The foregoing equations define the function E(T); it al- 
ways exists in any steady-state situation, and can be estimat- 
ed by dividing 

and then inverting the Fourier transform. When a linear 
system is dealt with, the function analogous to c*(w) is 
known as the transfer function, and it does not change when 
the input is changed. In the (nonlinear) system under dis- 
cussion (presynaptic and postsynaptic spike trains) the ques- 
tion of the dependence of the function E (7) on the nature of 
the input train is an empirical one, which is under investiga- 
tion in both living and simulated preparations. 

The convolution equations above describe the presynap- 
tic secondary effect on the cross-correlation histogram: the 
bilateral mapping of the presynaptic autocorrelation. The 
primary effect and the postsynaptic secondary effect arise on 
further analysis of the synaptic response function, as follows: 

in which the first term, (T (T), may be designated the primary 
response, and the term containing the convolution integral 
may be designated the secondary response. The function 
71(x) is the one-sided autocovariance (of the postsynaptic 
discharge), as defined previously, and K is a scalar coefficient; 
it reflects the extent to which the postsynaptic cell's rhyth- 
micity is reset by presynaptic impulses. 

The primary response, u(7), describes the mapping of the 
postsynaptic potential. It can be recovered, once €*(w) has 

been estimated, by assuming several values for K ,  dividing, 
and inverting. 

Thus, the spectral formalism not only describes quan- 
titatively all the qualitative features of the trans-synaptic 
cross correlation, but also furnishes a means whereby the 
primary synaptic response can be disentangled from confus- 
ing secondary effects. That is, numerical processing of spike- 
train data can yield an estimate of the time course of the 
effect of the postsynaptic potential on the firing probability 
of the postsynaptic neuron. 

We can systematically apply the same techniques to the 
case of shared synaptic input, using some of the symmetry 
properties of the Fourier transform, to yield a final expres- 
sion for the cross spectrum as follows: 

Ib 

in which the expressions a*(w) refer to the Fourier trans- 
forms of the conduction delays (constant or randomly fluc- 
tuating) between the points indicated by the subscripts. 

By expanding the last two factors in the above expression, 
we can show how it accounts for all the qualitative proper- 
ties we have described previously: 

The first term in this expression represents the "primary 
response" in the shared-input case. Note that if both synap- 
ses are excitatory, or if both are inhibitory, the first term 
will be positive, as will be the corresponding feature in the 
cross covariance. This is in agreement with the observed 
finding that both shared excitation and shared inhibition 
give rise to a central peak in the cross-correlation histogram, 
whereas a central valley and peak ofmore complicated form 
arise from a common source that is excitatory to one ob- 
served neuron and inhibitory to the other. 

The second term reflects a unilateral mapping of the auto- 
covariance of neuron A to the left of the central primary 
response; the third term reflects the corresponding unilateral 
mapping of the autocovariance of neuron B to the right of 
the' central response. The fourth term represents a more 
diffuse mixture (i.e., a difference convolution) of the two 
unilateral covariances, reflected in the cross covariance on 
both sides of the central peak or valley. 

Note also that if the previous equation held, and if we 
knew or could satisfactorily estimate the coupling coeffi- 
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cients KA and KB,  we could solve for HOLMES, O., and J. HOUCHIN, 1966. Units in the cerebral cortex of 

which gives the autospectrum of the unobserved common 
source, convolved with the difference of  the conduction 
times and with the two primary synaptic responses with 
appropriate sign. 

It can be shown, in addition, that the technique illustrated 
above can be extended to arbitrary networks of neurons, so 
that we can prescribe a generally applicable set of rules for 
expressing the cross spectrum between any two points in a 
loopfree network in terms of the delays and synaptic prop- 
erties of the intervening pathways, together with the rhyth- 
micities of injected sources of impulses. Loops in the net- 
work yield homogeneous equations, leading to the hope 
that statistical criteria can be developed for detecting and 
characterizing loops on the basis of spike data. 

With the exception of the work of Terzuolo and his 
group (this volume), the technique of spectral analysis of 
series of point events (Cox and Lewis, 1966) has seldom 
been applied to neuronal spike data. Its application to simul- 
taneously observed spike trains is under active investigation 
at the time of writing (Perkel and Segundo, 1969). The 
technique holds the promise of being able to provide quan- 
titative answers to certain problems raised by the time- 
domain statistics of spike trains, and thereby to provide 
additional information about underlying structures and 
about the ways nerve cells communicate with one another. 
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53 The Role of Spike Trains in Transmitting and 

Distorting Sensory Signals 

R. B. S T E I N  

IN RECENT YEARS there has been a tremendous growth of 
statistical techniques for analyzing the patterns of nerve im- 
pulses generated by single cells. This has led to greater in- 
sight into the detailed mechanisms of neuronal activity, but 
to what extent has it increased our understanding of the 
function of nerve cells in transmitting information? Can 
the ability of nerve cells to convey information from one 
part of the nervous system to another by means of spike 
trains be assessed accurately? If so, what parameters of the 
train convey information and how well do they convey it? 
Conversely, what types of signals will be distorted and how 
badly? Before considering these questions, let us examine an 
underlying assumption-that information is coded in the 
form of trains of all-or-none nerve impulses, rather than 
analogue parameters of the membrane potential. 

Rushton (1961) argued strongly in favor of a code em- 
ploying impulse trains by pointing out that the space con- 
stant of nerve fibers is short. The space constant X is the 
distance over which the voltage produced by a steady point 
source of current applied to a linear, cable-like nerve fiber 
will decay to l/e of its value at the point of application. 
Hodgkin and Rushton (1946) showed that 

in whch g, is the membrane conductance and g, the 
axoplasmic conductance of a unit length ofcable. Because the 
axoplasm must inevitably contain a dilute salt solution, 
g, must be low and therefore X must be small. In a long 
length of nerve, the signal must be boosted repeatedly, and 
in myelinated nerve, the nodes of Ranvier can be thought of 
as just such boosters. Because there may be hundreds of 
nodes between a sense organ and the central nervous system, 
accurate transmission of an analogue signal would be ex- 
tremely difficult. The boosters would have to be made of 
very high-tolerance components if the analogue signal at 
the end is to bear any relation at all to that at the beginning. 
Experimental evidence for sufficiently high tolerance com- 
ponents was lacking, so Rushton concluded that little in- 
formation could be transmitted in this way. 

R. B. s T E I N Department of Physiology, University of Alberta. 
Edmonton, Alberta, Canada 

Rushton's argument is certainly true for much of the 
nervous system, but it has important limitations. It applies 
only to fiber tracts that are long enough to contain a 
number of nodes of Ranvier. Evidence is accumulating that 
cells in the central nervous system (Shepherd, this volume; 
Rall, this volume), and in the retina (Werblin and Dowling, 
1969) that have only short processes may use analogue 
signals in addition to or in place of nerve impulses. Rush- 
ton's argument also applies with less force to large axons. 
The values ofg , andg, are conductances per unit length of 
cable, and with a cable of diameter d, these quantities can 
be quickly converted to more basic ones which vary much 
less from axon to axon. Let G, be the membrane con- 
ductance per unit area of membrane and G, the axoplasmic 
conductivity. Then geometric considerations indicate that 
g , = nd G ,, andg, = nd2 Ga/4, so the length constant 

increases as the square root of fiber diameter. correspond- 
ing arguments for myelinated nerve (Rushton, 1951 ; Noble 
and Stein, 1966) indicate that the characteristic length of 
myelinated fibers increases linearly with diameter, SO the 
advantages of size are more marked. 

In agreement with the idea that nerve impulses may be 
less important in large fibers, recent experimental work in- 
dicates that some large invertebrate sensory axons do not 
use nerve impulses at all. Bush and Roberts (1968) studied 
muscle receptors in the walking legs of the crab. Those 
receptors supply two sensory fibers, each of which is about 
50 microns in diameter and several millimeters in length. 
During stretch of the muscles, intracellular and extracellular 
records show only graded responses. The fibers were not 
unduly damaged by the insertion of microelectrodes, be- 
cause simultaneous records from motor axons indicated that 
the graded responses were capable of producing reflex ef- 
fects. Furthermore, electrical stimulation also produced only 
graded responses, but nonetheless had reflex effects. Thus, 
some sensory fibers may use analogue signals exclusively, 
but their limitations in transmitting information should be 
recognized. Not only must the fibers be of large diameter 
and fairly short; their frequency response would probably 
be very limited if the effects were purely passive. The trans- 
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fer function L(s) for linear cable with time constant r and 
space constant X is (Stein, 1967, equation 2.33) 

L(s) cc exp(- fi xIX) I 4TT-G . (3) 

Thus, the decline as a function of distance for signals with 
a frequency component s is much sharper than that of a 
steady signal. From equation (3) the steady-state res onse, 
ecZiX, is raised to the 2/1+_r7 power and divided by p- 1 + sr 
for signals with a frequency component s. This very 
sharp frequency cutoff means that only slowly changing 
signals can be transmitted considerable distances in a linear 
cable. Rall(1962) has presented similar arguments based on 
the particular geometry of dendritic structures, indicating 
that distal dendrites probably act to produce a nearly steady 
bias level at the cell body of a motor neuron. Thus, inzrma- 
tion transfer, particularly about rapidly varying signals over con- 
siderable distances, must take place mainly by rneans of all-or- 
none nerve impulses. 

Even if nerve impulses were strictly all-or-none, there is 
no insurance that each nerve impulse in a train will have 
identical effects synaptically. The effect of one impulse in 
potentiating or depressing the release of transmitter by a 
subsequent impulse is well known, and presumably very 
important in the adaptive behavior of the nervous system. 
Such a situation is basically different, however, from that of 
a signal based on analogue parameters of the membrane 
potential, and merely indicates that the device receiving the 
signal weights more or less strongly nerve impulses that 
take place at certain intervals. This weighting clearly affects 
input-output relationships, but the response of the next cell 
still depends entirely on the times of occurrence of nerve 
impulses. In other words, the discharge pattern of a nerve 
cell represents a statistical point process, and the information 
conveyed by the nerve cell is in terms of parameters of this 
process. Let us now consider what parameters are im- 
portant in such a process. 

The number of nerve impulses over a period of time or 
impulse frequency is clearly an important parameter, as 
Adrian and Zotterman (1926) first noted from their 
records of single sensory fibers. Increasing the sensory 
stimulus increased the frequency of nerve impulses smooth- 
ly, and this property is often referred to as frequency coding 
or frequency modulation of a sensory stimulus. If the steady 
discharge produced by a constant stimulus is either com- 
pletely regular or completely random (Poisson ~rocess), 
then the mean is the only parameter available to convey 
information. In intermediate examples, or with time-vary- 
ing stimuli, other parameters may convey information, but 
first let us analyze the amount of information that can be 
conveyed by mean rate alone. This requires some ideas 
from the mathematical theory of communication, which I 
have developed in detail elsewhere (Stein, 1967b). 

Inzrmation transmission by constant signals 

Consider a discrete series ofsensory stimuli, each lastinga time 
t and repeated at a suitable repetition rate. Figure 1 shows 
schematically a single stimulus trial applied to a nerve cell 
discharging with a steady rate v,,, prior to stimulation. 
The stimulus of duration t increases the frequency and 
produces x impulses on average. This variable x is often con- 
sidered as the neuronal response, but is treated here as the 
input to a communications channel, because the average 
frequency or mean number of nerve impulses may be the 
only quantity wholly determined by the stimulus. The 
response variable y is the number of nerve impulses actu- 
ally discharged on a single trial. It will vary from trial to 
trial because of random fluctuations in the part of the cycle 
at which the stimulus begins, because of fluctuations in the 
duration of successive interspike intervals, and a number of 
other factors that can be lumped together under the heading 
of the "state" of the neuron. 

These sources of variability limit the information that the 
nervous system (or the experimenter) can obtain about the 
stimulus from knowing the number of nerve impulses dis- 
charged on a single trial. The amount of information de- 
pends on three  roba ability density functions: p(x), the 
probability that the stimulus on a particular trial is x; p ( ~ ) ,  
the probability that the response is y; and, most important 
of all, p(y/x), the conditional probability that the response 
is y, given that the stimulus is x. Only two of these three 
functions are independent. If the stimulus probahlity 
function p(x) and the conditional probability function 
~ ( ~ l x )  are known for all x, the response probability function 
P ( ~ )  can be directly calculated. In fact, the function p (~ /x )  
alone determines the properties of a neuron as a communi- 

var iab le  

P r o b a b i l i t i e s  

FIGURE 1 An idealized spike train and its analysis in terms of the 
probabilities of variables associated with a communications chan- 
nel. Further explanation in text. 
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cations channel. From this function, the maximum amount number of impulws in time t approaches t / p  and the 
of information a neuron could transmit about steady signals standard deviation in number approaches 
can be calculated, together with the stimulus distribution 

'(x) - a d t / p 3  l2  . necessary to achieve this maximum. The amount of infor- (5) 
mation, I, can be thought of as the logarithm of a number Equation (5) is the product of two factors, the coefficient 
M which represents the maximum number of diwriminable of variation u / p  for a single interval and the square root of 
categories with the use of an optimal stimulus distribution. the mean number 4G. If equation (5) be substituted into 
Logarithms to the base 2 are normally used, so equation (4, it follows that 

and the units of I are then denoted by the term binary bits of 
information. In general, to obtain I directly is tedious, but 
some simplifications result when there are substantial 
numbers of nerve impulses, either from a single neuron or a 
population. Then, the amount of information, I, available 
from a single stimulus trial can be calculated by means of 
the equation (Stein, 1967b, equation 2.9) 

X maz  

X min  

I shall not attempt to derive this equation here, but 
simply note that the information and, hence, the number of 
discriminable categories M depends on two quantities-the 
range in the mean number of nerve impulses that can be 
produced by stimulation, x ,,, - x,i,, and s(x), which is 
the standard deviation in the number of impulses produced 
from trial to trial when the mean number is x. If the dis- 
charge pattern behaves as a renewal process (i.e., each inter- 
spike interval is independent of every other one), with a 
mean interval p and a standard deviation a, then the mean 

in which po and p1 are the minimum and maximum mean 
interspike intervals that a sensory stimulus of duration t can 
produce. The standard deviation, a, of the interval dis- 
tribution is considered as a fbnction of the mean, p. 

Equations can also be derived (Stein, 1967b) for single 
nerve cells, the discharge of which shows serial depen- 
dencies, and this analysis can be extended to a functionally 
similar group ofcells whose individual properties are known. 
The parameters required are all readily measurable with 
present techniques, and the maximum number of discrim- 
inable stimulus categories can be estimated fiom, for exam- 
ple, a discharge of one second. Values obtained either by 
using the equations above or by direct measurement of the 
probability functions required are now available for a num- 
ber of sensory receptors and have been collected in Table I. 

These values represent the maximum amount of infor- 
mation that can be obtained about a constant stimulus, with 
trials lasting about one second. Griisser (1962) suggested 
much higher values (nearly 100 bits) but neglected neuronal 
variability, which greatly restricts transmission of informa- 
tion. Theoretically, an even greater capacity for information 

Ability o fsome sensoryJibers in the cat to transmit information about steady signals 

Maximum 
Information No. of Discriminable 

Fibers Preparation Reference (bits) Categories 

Slowly adapting cutaneous 
afferents 

Facial cutaneous afferents 
Trigemino-thalamic fibers : 

N. oralis 
N. caudalis 

Arterial chemoreceptors 
Primary muscle spindle 

afferents 
Secondary muscle spindle 

afferents 
Group la dorsal spino- 

cerebellar fibers 

Anesthetized Werner and Mountcastle, 
1965 

Decerebrate Darian-Smith et al.. 1968 

Decerebrate Darian-Smith et al., 1968 

Anesthetized Stein, 1968 
Decerebrate Matthews and Stein, 

1969b 
Decerebrate Matthews and Stein, 

1969b 
Anesthetized Wallee, 1968 
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transmission in one second would be possible by use of 
time-varying stimuli and a form of binary coding or in- 
terval coding (Mackay and McCulloch, 1952; Rapoport 
and Horvath, 1960; Farber, 1968), although these ideas have 
not been tested experimentally. In a binary code, time is 
divided into discrete periods, and in each period a pulse is 
either present or absent (one bit of information). A single 
nerve cell may discharge as many as 1000 impulses a second, 
so nearly 1000 bits per second would be transmitted in this 
way. Adjacent fibers might further increase the rate by 
transmitting independent information in much the way a 
paper tape or card reader utilizes a number of channels in 
parallel. By continuously grading the interspike intervals, 
rather than using discrete intervals of time, one could ob- 
tain even higher rates. 

Figure 2 shows a comparison of information rates with 
the use of these various codes. They diverge widely for long 
times, because with steady inputs the information trans- 
mitted by a frequency code increases as the logarithm of 
time, rather than linearly. Mackay and McCulloch (1952) 
did not assume that a nerve cell used either a pulse or an 
interval code, although later workers (Rapoport and 
Horvath, 1960; Farber, 1968) were less explicit on this 
point. Nonetheless, for steady signals, these higher estimates 
are clearly unrealistic, as no neural mechanisms known 
could encode a steady signal as a series of binary coded 
digits or coded intervals. Nor are mechanisms known for 
decoding such signals centrally. Finally, the presence of 
neuronal variability would severely limit the operation of 
such a system, which depends either on a high degree of 
reliability or on elaborate error-checking procedures. Even 
the estimates for information as a function of time with the 
use of a frequency code may be too high. The amount of 
information available about a steady signal will ultimately 
be limited by slow background changes, which affect the 
mean rate of discharge of the signal neuron or group of 
neurons considered. 

The values in Table I are in general agreement with 
psychological measurements, which indicate that only 
about seven categories in a single stimulus dimension can be 
discriminated by human subjects (Miller, 1956) and that the 
maximal rate of information transmission is less than 100 
bits per second (Quastler, 1956). Further verification of this 
analysis must await comparison of behavioral and neuro- 
physiological experiments carried out at several levels of the 
nervous system under closely controlled conditions (see, for 
example, Talbot et al., 1968). 

The analysis up to this point has a number of weaknesses 
that should be explored further: 

I .  Only maintained stimuli that produce constant re- 
sponses have been considered, whereas the nervous system 
appears to be more interested in change (Barlow, 1961). 

2. Only the nerve impulses in a clearly defined period 

have been counted. The response of a real nerve cell will not 
be limited to any period in time, but will be an ongoing 
process that reflects recent presynaptic impulses more 
strongly. An exponential rather than a rectangular weight- 
ing of impulses would be more appropriate. 

3. Parameters other than the mean number of spikes in a 
given period have been neglected. In particular, the role of 
neuronal variability remains obscure. 

Time-varying signals 

A different approach has been used to overcome these prob- 
lems. Consider now the response of a nerve cell to a 
smoothly varying sinusoidal stimulus, again assuming that 
the number of impulses per unit time is the appropriate 
output variable. If this assumption is valid, the response of 
the nerve cell can be measured with the use of a post- 
stimulus time histogram, in whlch each sweep of the histo- 
gram is triggered at a particular phase of the sine wave. 
Then each bin contains the number of impulses occurring at 
some phase of the sine wave within a time determined by 
the bin width and the number of sweeps. The units can be 
easily converted to impulses per second, and the values in 
each bin give a measure of the expected density of nerve 
impulses at a particular time after the start of the sine wave. 
The impulse density may be measured over a period that is 
short compared with single interspike intervals, and, al- 
though the units are the same, it should be distinguished 
from an average frequency measured over a long period of 
time. This technique has been applied to a variety of sensory 

Log Time 

FIGURE 2 Information transmitted as a function of stimulus 
duration for an idealized neuron (A) discharging randomly and 
using afrequency code, (B) discharging fairly regularly and using a 
frequency code, (C) using a binary pulse code, and (D) using an 
interval code. 



systems (Kiang, 1965; Talbot et al., 1968; Matthews and 
Stein, 1969a) and has recently been simulated by use of 
electronic neural analogues (French and Stein, 1970). These 
studies indicate that neuronal variability, far from limiting 
information transmission with time-varying stimuli, may 
actually permit more accurate transmission of the details of 
such stimuli. 

Figures 3 and 4 illustrate the results using the neural 
analogue. Nerve cells that discharge regularly often become 
phase locked to a sinusoidal stimulus. Figure 3 shows 
simulation of this behavior, in which a 67-Hz sine wave 
was applied to a neural analogue that was producing 100 
pulses per second in the absence of stimulation. This Figure 
represents the superposition of several sweeps, so the re- 
sponse is strictly locked to the stimulus, with three pulses 
occurring every two cycles. Pulses take place only at those 
three times in the cycle, so the poststimulus time histogram 
(Figure 4A) has three sharp peaks and is obviously a very 
distorted version of the sine wave stimulus. Increasing 
amounts of white Gaussian noise, however, added as an 
additional input to the analogue, will disrupt the strict 
timing of the responses (Figure 4B), and eventually (Figure 
4C, D) the impulse density shows a smooth sinusoidal 
variation. The dots give the best-fitting sinusoidal curve to 
the data in the sense of minimum-square deviation from 
the data points. The amount of noise required to disrupt 
these phase-locked patterns clearly depends on the ampli- 
tude and frequency of the applied sinusoid. Figure 5 shows 
the fi.equency response of the neural analogue at a number 
of noise levels. The frequency in the absence of stimulation 
was again 100 pulses per second, and the amplitude of the 
stimulus was kept constant at a value which produced a 
modulation at low cyclic frequencies of just under 20 
pulses per second. The amplitude of the response in the 

FIGURE 3 A neural analogue discharging at 100 pulses per second 
was stimulated by a 67-Hz sine wave as shown in the bottom 
trace. The resultant voltage changes in a "leaky" integrator with a 
time constant of 10 milliseconds are shown in the middle trace. 
The output pulses shown in the top trace are produced each time a 
threshold level (lV) is exceeded and they reset the integrator. This 
Figure represents several sweeps which superimposed exactly, with 
three pulses occurring for every two cycles of the applied sinusoid. 

absence of noise (Figure 5A) has obvious peaks at 50, 100, 
200 Hz, and so on. These peaks and the corresponding 
effects on the phase of the response (B) represent distortions 
caused by the phase locking of the response to sine waves of 
these frequencies. These distortions are progressively re- 
duced with increasing noise levels (Figure 5C, D), although 
at high noise levels the frequency response of the system 
begins to decline (Figure 5E, F). Also, the mean-square 
deviation of the best-fitting curve derived from the data 
obtained by averaging a given number of sweeps eventually 
begins to increase again at high noise levels. For a given 
range ofstimulusjequencies and amplitudes, an optimal level o f  
neuronal variability will exist that permits eficient transmission 
ofinformation with only a small amount ofdistortion. In general, 
this optimal level will be greater the larger the amplitude of 
the stimuli and the closer the stimulus frequencies are to the 
discharge rate of the cells in the absence of stimulation or 
small multiples of this rate. 

This argument suggests that cells responding to rapidly 
changing stimuli would require a higher level of variability 
to operate efficiently than those responding to slowly 
changing or static stimuli. Consideration of experimental 
data from various mechanoreceptors in the cat tends to 
confirm this idea. Those that respond to the most rapidly 
changing stimuli, e.g., cochlear neurons (Kiang, 1965) and 
fast-adapting receptors in the foot pad (Armett et al., 1962), 
discharge with extreme variability, whereas those that 
adapt slowly and respond to maintained stimuli, e.g., 
muscle spindle afferents (Matthews and Stein, 1969b) and 
slowly adapting skin afferents (Werner and Mountcastle, 
1965), discharge with great regularity. Even between 
primary and secondary muscle-spindle afferent endings 
(Matthews and Stein, 1969b) and Type I and Type I1 
slowly adapting cutaneous afferents (Chambers and Iggo, 
1967), the more slowly adapting types-in the sense that 
they have a relatively smaller dynamic sensitivity-also dis- 
charge more regularly under a variety of conditions. 

Spatial averaging 

There is still a weakness in this analysis, because it is based on 
long-time averages from single nerve cells or neural an- 
alogues. The response of higher-order neurons is pre- 
sumably based on an average over the large number of 
fibers that make synaptic contact with it in a limited period 
of time. However, there is a class of statistical processes 
known as ergodic processes, in which an average over n 
records of duration t is equivalent to a single longer record 
of length nt. To prove that a population of nerve cells 
represents a single ergodic process, it must be shown that 
(1) the parameters necessary to specify the discharge of each 
cell are identical; (2) the discharge of the cells during main- 
tained stimulation are uncorrelated; and (3) the time t is 



FIGURE 4 Poststimulus time histograms for the response of 
a neural analogue to the sinusoid shown in Figure 3, with 
increasing amounts of noise added (A-D). The extent of the 
histogram represents exactly one full cycle of the applied 
s i i o i d ,  and each sweep was begun so that the peak of the 
applied sine wave came in the middle of the histogam. The 
ordinate has been converted to pulses per second by divid- 

ing the number of pulses in each bin by the bin width and 
the number of sweeps. The vertical bars indicate a rate of 
100 pulses per second, and the dots represent the best- 
fitting sine wave for the response. Note the increasingly 
sinusoidal character of the response produced by adding 
larger amounts of noise with little change in the best- 
fitting sine wave. 

FIGURE 5 The amplitude and phase of the best-fitting sine 
wave computed at various frequencies with (A-B) small, . .: 

- 45 (C-D) medium, and (E-F) large amounts of added noise. 
Further explanation in text. , - 

-90 



FIGURE 6 Poststimulus time histograms as in Figure 4 for 
neural analogues discharging at approximately (A) two, 
(B) three, and (C) four spikes per sinusoidal cycle and the 
sum (D) of these three histograms. The dots give the best- 
fitting sine curve to each histogram. The amplitude of the 
sine curve fitted to the sum of the histograms (D) 78.1 
pulses per second is very close to the sum of the individual 
amplitudes (A) 35.9, (B) 22.8, and (C) 19.4 pulses per 
second. The phase of the sum is also very close to that of the 

long enough so that end effects caused by starting or 
stopping the stimulus can be neglected. 

Gerstein (this volume) has shown that the discharges of 
many central neurons are correlated. Moreover, the mean 
rate and other parameters of single nerve cells in a popula- 
tion often vary considerably, and the times of interest are 
often not long enough to make the third criterion above 
valid. Thus, the requirements for ergodicity are not ful- 
filled, although spatial averaging over a number of cells, as 
opposed to temporal averaging, has considerable ad- 
vantages. Figure 6 illustrates the advantages of spatial 
summation by showing the response to a 20-Hz sine wave 
of neural analogues discharging with some variability at 40, 
60, and 80 pulses per second. At all three frequencies, there is 
considerable phase locking. The sum o f  the three histograms 
is also shown (Figure 6D), and is relatively smoother than 
any of the three individual histograms. The best fit to the 
sum is very close to the sum of the best fits for individual 

vector sum of the results of the three individual histograms. 
However, the mean square deviation of the data from the 
curve fitted to the sum of the histograms is only about 50 
per cent higher than any of the individual histograms. Thus, 
spatial averaging over a number of nerve fibers should 
result in a very considerable increase in the signal-to-noise 
ratio when individual fibers are phase locked to some 
extent. 

histograms, so averaging three units produces a signal three 
times as large. The root mean-square deviation from the 
fitted curve is only 1.5 times as great. Thus, a very con- 
siderable reduction in distortion results from spatial averag- 
ing over even three units, which would not be achieved by 
further temporal averaging of single units that show phase 
locking to the stimulus. 

Summary 

Four main conclusions result from the material presented 
here : 

1. Nerve fibers can transmit very little information, par- 
ticularly about rapidly varying stimuli, over any consider- 
able distance with the use of  a code based on analogue 
parameters of membrane potential. 

2. The ability of nerve cells to transmit information about 
maintained stimuli by use of only the mean number of im- 



pulses discharged in a period of time (frequency coding) can 
be calculated and compared with behavioral estimates. 
Neuronal variability severely limits this capacity. 

3. With cyclic stimuli, the presence of  neuronal vari- 
ability prevents distortions caused by the phase locking of  
the response to  the stimulus. Parameters such as the variance 
of intervals in a spike train may be adjusted for efficient 
information transmission, with little distortion over a 
given range of sensory stimuli, rather than themselves con- 
veying information. 

4. Use of a number of  channels in parallel (spatial sum- 
mation) further reduces distortion and can permit the de- 
tails of  a time-varying stimulus to be accurately transmitted. 
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54 The Topology of the Body Representation 

in the Somatic Afferent Pathway 

G E R H A R D  WERNER 

IN THE COURSE OF the past 30 years, experimental studies and 
clinical observations firmly established the existence of a 
fixed relation between regions on the body and areas on 
both the sensory and the motor cortex. This suggested the 
idea of an orderly and systematic mapping of peripheral 
events in the brain (cf. Adrian, 1947). specifically, neuro- 
anatomical and neurophysiological studies determined that 
the spatial orderliness of the representation of the body at 
the cortical receiving areas and at subcortical relay stations 
follows the segmental (i.e., dermatomal) innervation pat- 
tern of the body periphery, at least in the medial lemniscal 
system and as far as overlap between consecutive der- 
matomes permitted one to recognize (Woolsey et al., 1942; 
Rose and Mountcastle, 1959). Equally abundant is the 
evidence that the cortical and subcortical projections in the 
visual system are also topographically organized, in the 
sense that fiber tracts and neurons preserve the general 
spatial arrangement that is to be found in the retina itself 
(Talbot and Marshall, 1941 ; Bishop et al., 1962; Garey and 
Powell, 1968; Whitteridge, 1965). 

Prior to these discoveries, the notion of topographic 
orderliness of sensory projections was part of some of the 
psychophysiological theories of the nineteenth century, 
notably those of nativistic inclination. These theories, and 
in particular the theory of Bernstein (1868), postulated that 
perceived space is correlated with spatial relations established 
in the nervous system. At least in some degree, the neuro- 
physiologists of the 1940s and 1950s seemed to supply the 
evidence needed to validate these older views, as well as 
Kohler's pronouncement of 1929 that "all experienced 
order in space is a true representation of a corresponding 
order in the underlying dynamical context of physiological 
processes.'' 

ment of the retino-cortical projection is in itself of minor 
or no importance in the visual analysis of geometric pat- 
terns" (see also Doty, 1961). Nevertheless, the spatial order- 
liness of sensory mapping recurs with considerable per- 
sistence in diverse neural structures, the complete topo- 
graphical representation of the cochlea in each of the 13 
divisions of the human cochlear nucleus being, perhaps, the 
most illustrative example (Lorente de N6, 1933).   here fore, 
reasons remain for inquiring into finer details of the map- 
ping process that underlies the regularity of correspondence 
between an array of neural elements in the central nervous 
system and the peripheral sites they represent. Specifically, 
the question is whether some form of "coding" for the 
place of a sensation can be attributed to this mapping pro- 
cess, perhaps similar to that envisaged by Head (1920) to 
subserve, as a permanent physiological disposition, the 
appreciation of position and extension of a stimulus in a 
field of spatial relations (see also Oldfield and Zangwill, 
1942). 

For an investigation of the basic principles of mapping 
in the central nervous system, and of its possible implica- 
tions, the component of the somatosensory system com- 
monly designated as the dorsal column-medial lemniscal 
system offers features that promise to be particularly re- 
vealing. This system represents not only the cutaneous body 
surface, but, in addition, the receptors in joint capsules and 
periost situated in the space enclosed by the body surface. 
Thus, the question arises as to how this neural system ac- 
complishes the task of mapping both the surface and the 
interior of the three-dimensional body periphery. 

The tactile-kinesthetic system ofprimates 

Objections to applying the results of neurophysiological In the primate organism, the dorsal column-medial 
mapping studies as a basis for psychophysiological theories lemniscal component of the somatic sensory nervous sys- 
were, however, inevitable. In 1958, Doty produced evidence tem subserves the modalities of touch and kinesthesis with 
which led him to conclude that "the topographical arrange- exquisite specificity and synaptic security (Rose and Mount- 

castle, 1959; Mountcastle, 1961). Its anatomical constituents 
are the afferent nerve fibers which originate from peripheral 
receptors, ascend in the posterior funiculi of the spinal cord, 

G E a H A R  D w E R N E R Department of Pharmacology, University form synaptic relays in the dorsal-column nuclei and the 
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map-like representation of the body in the postcentral gyrus 
of the cerebral cortex, i.e., somatic sensory area I (S-I) 
(Woolsey et al., 1942). 

In the projection of afferents from the body to the cortex, 
the neurons receiving sensory signals from tactile (cutane- 
ous) and kinesthetic receptors are arranged in separate cell 
columns, oriented perpendicular to the cortical surface. For 
the neurons composing each "modality pure" cell column, 
Powell and Mountcastle (1959) ascertained that the pe- 
ripheral receptive field (RF) of a neuron situated at one 
depth of a cortical cell column is representative for the 
approximate RF location of all neurons of that same cell 
column. Therefore, the neurons of each cell column con- 
tribute but one body area to the cortical body representa- 
tion, and the cell columns are the elementary units of which 
the cortical map is composed. The cell columns of the two 
submodalities (i.e., the tactile and the "deep" modality) 
intermingle in a mosaic in which cell columns with RFs 
interior to the body surface and columns representing the 
overlying skin area are in proximity to one another. Al- 
though the cortex has extension in depth, the cortical map is 
equivalent to a two-dimensional sheet to which each 
cortical cell column as a whole contributes only one recep- 
tive field. This circumstance enables one now to state the 
problem of the preceding section in more specific terms: 
one can view the projection to somatic sensory area I as a 
solution of the geometric problem of mapping the surface 
as well as the interior of a three-dimensional body onto a 
single two-dimensional plane. 

The map ofthe hind limb 
in the somatosensory area I 

Because our primary interest was to determine with fine 
resolution what aspects of the body geometrj- are preserved 
in the body's cortical representation, we performed micro- 
electrode penetrations that would cut across many neighbor- 
ing cell columns of the cerebral cortex of the macaque. The 
penetrations were oriented in various directions with re- 
gard to the mediolateral and anteroposterior boundaries of 
somatosensory area I. Accordingly, we directed the micro- 
electrodes in such a manner that they would traverse several 
millimeters of cortical tissue as nearly parallel to the cortical 
surface as possible, in view of its curvature and gyration. 
The data from these electrode traverses were supplemented 
by others obtained in penetrations perpendicular to the 
cortical surface, or with small deviations from the per- 
pendicular (Werner and Whitsel, 1968). 

Figure 1 illustrates, as an example, the data from one 
particular microelectrode penetration, which, in addition 
to the orientation from lateral to medial in the coronal 
plane, also subtended a small angle from anterior to 
posterior in the sagittal plane. The composition of the data, 

such as those illustrated in Figure 1 and obtained in 43 
histologically verified penetrations, enabled the delineation 
of the hind-limb representation in S-I, which is displayed 
in Figure 2 (Werner and Whitsel, 1968). 

The general plan of the map in the anteroposterior direc- 
tion is that the receptive fields of the neurons progress, 
essentially, in bands around the limb, much as did the laces 
of a Roman soldier's footwear. Medially on the cortex, the 
postaxial leg representation changes continuously into a 
preaxial representation at the anterior and the posterior 
borders of somatosensory area I;  the converse occurs 
laterally on the cortex where postaxial RFs at the anterior 
and posterior borders of the cortical map adjoin the preaxial 
leg representation. These "fringe" zones of the map tend in 
both cases toward the respective midlines of the limb 
(Figure 2). 

Another characteristic feature of the composite map 
shown in Figure 2 is the representation of the dermatomes in 
their serial order, as indicated by the brackets to the right 
in the figure. The sacral dermatomes project medially to 
the cortex, and their preaxial fringes occupy the rostral and 
the caudal borders of their representation. The lumbar 
dermatomes project laterally on the cortex, and their 
postaxial fringes occupy the rostral and caudal borders of 
the map. There is a particular sequence of RFs within each 
dermatomal band in the cortical map as the microelectrode 
traverses that band from medial to lateral; in the cortical 
region of the sacral dermatomes the RFs progress &om 
proximal to distal on the leg; conversely, in the cortical 
dermatomal bands of segments L-6 and L-5, the RFs 
progress from distal to proximal on the leg. 

The position of the foot in the map between postaxial and 
preaxial dermatomal projection is in accord with its 
principal dermatomal affiliation to dermatome L-7. The 
RFs of the neurons of this latter dermatomal band move 
from lateral to medial on the foot as one traverses the 
cortical map from medial to lateral. As a result, the sum 
total of all RFs represented in any mediolateral traverse of 
the cortical map describes a continuous spiral path around 
the limb. 

Such a way of looking at the relation between the body 
and its cortical image is the reverse of the experimental ap- 
proach: instead of determining the projection from the 
body to the cortex, we propose to examine the relation 
between linear arrays of cortical neurons and the peripheral 
patterns made up from the sum total of the RFs of these 
same arrays of cells. The schematic displays of Figure 3 are 
predictions of this relation, based on the experimentally de- 
termined landmarks of the cortical map. The mediolateral 
cortical traverse in Figure 3 (left) corresponds to a hairpin- 
like peripheral path, crossing the sole of the foot from 
lateral to medial; another cortical traverse is seen to involve 
RFs from the sole and dorsum of the foot, in that sequence 
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and identified cortical neuron. Neurons responding to skin 
stimuli point to the left, and neurons driven from joints and 
periost to the right, of the track. Lines crossing cortex indi- 
cate the orientation of the cell columns. The modality and 
receptive-field center of each unit are displayed by codes on 
the appropriate region of a figurine (see key in lower right 
comer for an explanation of codes; MUR, multiunit rec- 
ord). Figurines are arranged in the sequence in which the 
neurons were encountered in the microelectrode penetra- 
tion. (By permission of the American Physiological So- 
ciety.) 

FIGURE 1 A microelectrode penetration through somato- 
sensory area I of the macaque. The electrode advanced from 
lateral to medial in the coronal plane and, to a lesser degree, 
from anterior to posterior in the sagittal plane. Diagram of 
the cortical surface is in the lower portion of the figure. 
~ i ~ h t - a n g l e d  arrows indicate the plane of the coronal sec- 
tion containing the electrolytic lesion at the end point of the 
penetration. Descending arrow shows the electrode track as 
viewed from the cortical surface. Projection drawing of the 
coronal section containing the lesion shows the entire elec- 
trode track as well as the approximate depth of each isolated 



Medial 

AM DA PO M V A AM 

(right, Figure 3). These and all other peripheral paths which 
correspond to mediolateral cortical traverses progress on the 
leg from proximal to distal, traverse the foot from lateral 
to medial, and ascend the limb from distal to proximal. 

Furthermore, the cortical map of Figure 3 demonstrates 
that the geometrical properties of the cortical body 
representation appear quite different from those of the body 
itself, for several reasons. First, unlike the relation in the 
body periphery, the projection from the skin does not form 
a continuous boundary in the cortical map, enclosing the 
projection from the "deep sensors." A second reason for the 
difference between the body and its map is that relations of 
proximity and distance between points on the body do not 
consistently remain preserved in the cortical map; for in- 
stance, RFs on the heel of the foot and the dorsum of the 
ankle are closely adjacent or contiguous on the body, but 
they map to the far ends of the anterior and posterior edges, 
respectively, of the cortical projection of dermatome L-7. 

Most of the penetrations were directed through the 
cortical area of the hind-limb and trunk representation, and 
the discussion focuses on the projection of this body area. 
However, additional data on the forelimb representation 
are in accord with the idea that the general principles of the 
conclusions apply also to the body projection as a whole. 

FIGURE 2 Schematic map of the hind-limb representation 
in somatosensory area I. The labels medial, rostral, lateral, 
and caudal indicate orientation of this map on the cerebral 
cortex. Abbreviations on the medial and lateral boundaries 
of map refer to positions on the body: AM, anterior mid- 
line; DA, dorsoaxial line; PoM, posterior midline; VA, 
ventroaxial line. Arrows in the map point in the direction 
of the dermatomal trajectories. Within the area oc the foot 
projection, the labels proximal, distal, medial, and lateral 
refer to positions on the foot. Brackets to the right of the 
figure label the dermatomal bands of the cortical map. The 
zig-zag shape of the axial lines indicates transition zones 
between preaxial and postaxial leg representation in the 
map. Shaded band that encloses the foot representation 
stands for neurons the RFs of which link dorsum and sole of 
foot, or the foot with preaxial or postaxial call, respectively. 
Diagonal band separating sole and dorsum represents the 
neurons with RFs on the tip of the toes. (By permission of 
the American Physiological Society.) 

T h e  topology ofsomatic sensory area I 

These apparent discrepancies between the geometrical 
properties of the body and its map preclude a simple cor- 
respondence between the two, at least in the framework of 
ordinary spatial intuition which is based on the metric 
structure of space, i.e., on relations of proximities and dis- 
tances of points. For the purpose of characterizing how one 
space maps to another, however, it is possible to conceive of 
spaces that possess a different and more general structure 
than is inherent in a metric structure. The requirement is 
that such spaces can be described by a list of sets of ele- 
ments, and that the unions and intersections of these sets must 
themselves be members of the list. Then it is said that the 
list of sets, their union and intersections, and the null set 
form a topology. The mapping between the two spaces is 
said to be a homeomorphism if every set of the topology in 
one space corresponds uniquely to a set in the other space, 
and vice versa. Figure 4 illustrates these definitions for the 
two simple topologies T and T*. If the mapping between 
the two spaces can be shown to be a homeomorphism, it 
follows that any topological property of one space is also a 
topological property of the other (see, for example, Hu, 
1966; Lipschutz, 1965). 
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FIGURE 3 Schematic display of two medial-lateral traverses 
through the hind-limb position of somatosensory area I. Figures 
at the bottom display the paths on the body, consisting of the 
totality of RFs that one would encounter in microelectrode pene- 
trations that cross the cortical projection in the manner indicated in 
the diagrams at the top. The dotted portion of the path traverses 
the dorsum of the foot, which cannot be seen in this view. (By 
permission of the American Physiological Society.) 

To apply these concepts to the characterization of the 
somatosensory projection, it is necessary to determine 
properties of the body and the cortical map which can be 
identified with topologies, in the sense of the preceding 
definition. The paragraphs that follow describe the interpre- 
tation of certain patterns of RFs on the body and of neurons 
in the cortex as topologies, and prove that the mapping 
between the body and its cortical image is a homeomor- 
phism. 

The clue of this analysis is the observation that the afferent 
fibers at the entry zone of each dorsal root and in the cor- 
responding fiber laminae of the posterior funiculi in the 

FIGURE 4 The upper portion illustrates two topological spaces, 
T and T*. In T, the array of elements {a,b,c,d) forms the sets as 
shown. T is a topology because all unions and intersections of the 
sets {a,b) ; ( b ]  ; {c,d) ; and (b,c,d) are themselves members of 
the list of sets; e.g., {c,d) n { b,c,d) = {c,d), which is a member 
of the list. Similarly, the sets {x,z) ; { y,w J ; {z)  ; and { y,z,w) 
have been chosen from the array = {x,y,x,w ] to form a topology. 
The lower portion illustrates the idea of a homeomorphism, h, for 
it shows a mapping h which uniquely relates sets in T to sets in 
T*, and vice versa. An example for h is: {a,b ) - {x,z] ; { b )  - ( 2 ) ;  {c,d) * { y , ~ } ;  {b,c,d) - {y,z,w). 

spinal cord are arranged in a certain order (Figure 5) 
(Werner and Whitsel, 1967). In each dermatome, a family 
of linear arrays of afferent fibers can be discerned; the 
orientation of these linear arrays in the dorsal roots and in 
the corresponding portions of the posterior funiculi is 
shown in Figure 6B. The distinguishing property of the 
fiber arrays with their orientation, indicated by the arrows, 
is that they represent peripheral RFs which, if taken to- 



gether, combine in each segment to an essentially continuous 
path in the periphery (Figure 6A). We designated each 
path that can be generated in this fashion as a dermatomal 
trBjectory (see Figure 5). Within each dermatome, all 
trajectories have a common direction on the body. The 
trajectories of consecutive dermatomes, although partially 
overlapping, form a loop around the hind limb, as shown 
schematically in Figure 6A. The afferent fibers from deep 
and cutaneous receptors in a dermatomal trajectory inter- 
mingle, the sole criterion of fiber order being the sequence 
of the RFs along the trajectory. 

To emphasize the characteristic features of the body 
representation in the posterior funiculi of the spinal cord, 
it can be examined from the point of view of a hypothetical 
observer capable of "reading" the RF labels carried by in- 
dividual afferent fibers. As this observer moves along from 
dorsomedial to ventrolateral in the spinal cord cross- 
sectional plane (Figure 6B), he would traverse a path on the 
body which begins postaxially at the sacrum and hip, 
descends to the lateral edge of the foot, crosses the foot 
from lateral to medial, and ascends the leg preaxially toward 
groin and hip (Figure 6A). On this path, the observer would 
"see" receptive fields on the surface of the leg intermingled 
with others deep in the leg, but at no point would he cross 
a continuous boundary which would enable him to tell 
whether he is at the "inside" of or "on" the body surface. 

In the projection to the cortex, the dermatomal trajec- 
tories retain a characteristic role. This is illustrated in 
Figure 6C. In the cortical region of the sacral dermatomes, 
the RFs progress !&om proximal to distal on the leg. Con- 
versely, in the cortical dermatomal bands of segments L-6 

and L-5, the RFs progress from distal to proximal on the 
leg. The projections of the foot fall between segments S-1 
and L-6; the RFs of the neurons in this cortical band pro- 
gress sequentially from lateral to medial on the foot as one 
traverses its cortical map. As a result, the sum total of all 
RFs represented in any mediolateral traverse of the cortical 
map describes a continuous loop around the limb (see also 
Figure 3). 

There is one striking difference between the appearance 
of this cortical path and the path traversed by the hy- 
pothetical observer in the posterior funiculi: the path would 
not be smooth; rather, the observer would see sequences 
of RFs which progress continuously along the body, but 
at each transition to the next dermatome he would back- 
track part of the sequence just completed. Thus, his course 
would vacillate as he proceeded to complete the loop. In 
contrast, the cortical observer would find that to each 
cortical traverse in the direction shown in Figure 6C, there 
corresponds a continuous progression of RFs around the 
limb, as a result of dermatomal overlap in the cortical 
projection. It appears that the afferents from the dermatomal 
trajectories in each loop around the limb assemble according 
to the body region of origin. 

In the projection from the periphery to the cortex, the 
body is first segmented into a series of overlapping der- 
matomes whereby the afferents from each dermatome retain 
a specific order; namely, that of the dermatomal trajectories. 
The trajectories align and partially superimpose to the effect 
that they map a continuous path on the body. Therefore, 
it appears that the body and the cortical map can be con- 
sidered a composite of dermatomal trajectories, and that 

Caudal 

regions innervated by fibers entering dorsal root L-6, and 
the position these fibers occupy in the root and the fasciculus 
gracilis. Regions within the dermatome (1-4) and the loca- 
tion of their afferent fibers in the dorsal root and fasciculus 
gracilis are indicated by corresponding codes. (By permis- 
sion of the American Physiological Society.) 
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FIGURE 6 The role of the dermatomal trajectories in the 
somatosensory projection. A. A view of the hind limb with 
a hairpin-like path on its surface that is shown to consist of 
afferents in three dermatomes. The full line is the trajectory 
in S-I; it overlaps at its distal end with a trajectory in L-7; 
on the preaxial side, the loop is completed by a trajectory in 
L-6. The symbols of the respective trajectories are the same 
in A through C. Where the lines of the trajectories run in 
parallel, there is overlap between adjacent dermatomes. B. 
The position and direction of the dermatomal trajectories 
with the peripheral paths shown in A, as they appear in the 

each dermatomal trajectory is treated in the projection as.a 
unit, and it maps as a whole. This type of projection enables 
one, in the language of topology, to interpret the body as an 
aggregate of RFs that combine to ordered sets in the form 
of the dermatomal trajectories. Similarly, the cortical map 
appears in the projection as an aggregate of neurons that 
also combine to ordered sets, each set receiving afferents 
from one dermatomal trajectory. The totality of all ordered 
sets in the periphery is a topology in the body space, as are 
the sets of neurons in the cortical map. In the mapping, 
each set of elements in the periphery comes to correspond 
to one set of elements in the cortex, and vice versa; con- 
sequently, the mapping is a homeomorphism. Accordingly, 

dorsal roots and the fiber laminae of the posterior funiculi 
of the spinal cord. In the latter, the arrows of the trajectories 
point from dorsomedial to ventrolateral, as the cord is posi- 
tioned in the body. C. The projection of the hind limb to 
somatic sensory area I, with the dermatomal trajectories 
that run side-by-side in the cortical map, as they do in the 
body periphery (see A). The landmarks of the map in C are 
as follows: AM, anterior midlinc; DA, dorsoaxial line; 
PoM, posterior midlimb; VA, ventroaxial line. Note that 
the hairpin-like path in the periphery appears on the cortex 
as a straight and continuous traverse of the map. 

the body and its cortical map are topologically equivalent 
in this sense: two adjacent peripheral RFs that form part 
of one trajectory remain neighbors in the cortical projec- 
tion. Neighboring RFs that belong to different trajectories 
need not, however, always be neighbors in the cortical 
map; they are not if their afferents enter the spinal cord at 
different segmental levels. 

T h e  spatial characteristics o f the  cortical map 

We are now in a position to develop a rigorous argument 
that the body representation in the cortical map has the 
property of a nonorientable surface. The argument rests 



on the principle that a surface can be specified by the 
orientation of its edges and their sequence, as one moves 
around the perimeter of that surfate in a predetermined 
direction. An edge is marked with the exponent (- 1) if its 
orientation is opposite to the direction around the perimeter. 
The entire sequence is set equal to 1 as a notational device to 
show that the complete perimeter of the polygon has been 
given (see, for example, Blackett, 1967; AlexandroE, 1961). 

This procedure is applied to the schematic hind limb of 
Figure 7 which defines the cortical map unambiguously 
as the surface of a Klein bottle (see legend to Figure 7). 

This topological characterization of the cortical map im- 
plies also a set of rules for approximating a model of the 
cortical map in three-dimensional space. The individual 
steps of this construction are depicted in Figure 8. T o  con- 
struct a three-dimensional model of the Klein bottle, one 
would first roll the plane of the cortical map into a cylinder 
so that the interior edges of Am-PoM of the left map in 
Figure 7 come to superimpose; next, one would bend the 
cylinder, rotate the bottom plane by 180 degrees, and bring 

\ I 1 1 I 
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FIGURE 7 A schematic picture of the hind-limb portion of the 
cortical map. The anatomical body landmarks are indicated to 
permit identification of edge orientation and correspondence of 
edges. The abbreviations for these landmarks are the same as those 
in Figure 6D. The two lateral edges, AM-PoM, represent identical 
zones on the body periphery: they are interior edges of the map, 
and their orientation is that of the RF progression of the der- 
matomal trajectories, indicated by the arlsws labeled b. To estab- 
lish the orientation of the upper and the lower edges in the map, 
we transform the polygon of the cortical map, as shown by the 

the bottom opening into superposition with the top open- 
ing. The last step would require that the surface of the 
cylinder intersect itself. The individual steps of this con- 
struction are depicted in Figure 8. The important char- 
acteristic of the Klein bottle and, therefore, of the cortical 
map as well is that it is nonorientable. The model of Figure 
8 makes this intuitively clear, for there is no  distinction pos- 
sible between inside and outside, as one imagines a point 
to move along the surface of this model; nowhere would 
this point encounter a boundary. 

The process of self-intersection which was part of the set 
of procedures used to aid in the visualiza~ion of the Klein 
bottle is physically not realizable in three-dimensional space; 
therefore, the model of Figure 8 is merely a stylized ap- 
proximation. The principle we employed in this procedure 
is the ability to describe a space Y (i.e., the Klein bottle) 
as obtained by identification from a simpler space X (i.e., 
the cortical map). The description may be adequate to show 
the properties of Y, even though Y cannot be properly 
visualized. 
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shaded areas in the figure. The figures to the right and to the left 
are topologically equivalent. We merely remove the shaded tri- 
angle of the left side of the polygon and join it to the right side of 
the polygon, making sure that the proper landmarks superimpose. 
This transformation proves that the upper and the lower edges of 
the original polygon have an opposite orientation. We can now 
assemble the complete edge equation: a.b.a.b.-' = 1. This equa- 
tion defines the cortical map unambiguously as the surface of a 
Klein bottle. 



FIGURE 8 The sequence of operations to fold the cortical map in 
somatosensory area I to a three-dimensional model of a Klein 
bottle. (This figure was designed by T. Melnechuk of NRP.) 

Implicationsfor the haptic sense 

Animals and man possess the mode of behavior and ex- 
perience known as haptics (Gibson, 1966; Rkvtz, 1950). The 
latter goes beyond the functional capabilities of the in- 
dividual modalities of touch and kinesthesis in isolation; 
rathex, in certain invariant combinations, the two sense 
modalities are thought to specify jointly the stimulus infor- 
mation of the form of objects in an environmental space. 
One might argue that this presumes a functional unit be- 
tween sensory events signaling the position of external ob- 
jects with respect to the body, and sensory events signaling 
the position of body parts relative to one another such that 
"skin space and bone space are all one piece" (Gibson, 
1966). The suggestion is that th.: tacile-kinesthetic represen- 
tation in one common map is the mechanism by which the 
central nervous system combines contactual information 
about objects in space external to the body, and of geometric 
information from within the body into one common space, 
suited to reflect the haptic sense. 

The general implications of this conceptualization are that 
the sensory representation in the cerebral cortex can possess 
properties that are not inherent in the raw data originating 
fiom the peripheral sense organs themselves, and that the 
nature of new properties can be a consequence of the char- 
acteristics of the neural mapping process which links body 
periphery and central sensory representation. 

Somatosensory spaces and abstract mapping 

The definition of a topology on the body periphery and in 
the cortical map was based on the concept of the der- 
matomal trajectory. With respect to those peripheral 

stimulus configurations that are part of the dermatomal 
trajectory, the relation of a homeomorphism between body 
periphery and the cortical image was ascertained in the 
preceding sections of this report. We shall now discuss the 
mapping of any arbitrary path, not necessarily coinciding 
with a dermatomal trajectory. The most striking char- 
acteristic of the experimentally determined geometric rela- 
tion between the periphery and its cortical map in somato- 
sensory area I is that any linear array of neurons in S-I (such 
as is traversed by a surface-parallel microelectrode penetra- 
tion) traces on the body a continuous path of RFs (see, for 
example, Figure 1). But the converse is not generally true: 
to illustrate this, we select the peripheral path 1 -+ 10 on the 
body as shown in Figure 9. This path is composed of several 
dermatomal trajectories. Accordingly, the cortical image 
that can be predicted from the experimentally determined 
landmarks and other properties of the cortical map will not 
have the simple appearance of the mapping of a single 
dermatomal trajectory as illustrated in Figure 3. Rather, as 
shown in Figure 9, it will consist of fragments of the cortical 
images of those dermatomal trajectories that compose the 
peripheral path 1 -+ 10: for instance, the portion 1 -+ 5, 
which on the body is a composite of a dermatomal tra- 
jectory in L-6 and S-1, will map the cortical images 
1" -+ 5" and 1' -+ 5', respectively. Similarly, the portion 
6 -+ 7 on the body will appear in a cortical region of 
dermatome L-7 in the form of a U, reflecting the reversal 
of direction as the peripheral path progresses from its pre- 
axial to its postaxial position. 

If one now applies the instructions of the previous section 
to embed the planar cortical map according to its topologi- 
cal characteristics in three-dimensional space, it becomes 
apparent that the branches of the cortical image 1' -+ 10' 
and 1" -+ ION in the planar map can combine on the surface 
of the Klein bottle in three-dimensional space to one con- 
tinuous image of the peripheral path 1 -+ 10. 

One way to conceptualize some possible implications of 
these relations between the body and its map in S-I is to 
employ the idea of the path-l$ing property of mappings as 
an interpretative device (Hurewicz, 1955; Fadell, 1959; Hu, 
1959). The heuristic power of this line of thought was 
demonstrated by Greene (1964) in an attempt to formalize 
the relation between spaces of various degrees of ab- 
stractness. 

The essentials of this line of thought are schematically 
illustrated in Figure 10. Let B represent the metric space 
of the body in which P' designates an arbitrary stimulus 
pattern (e.g., a path, with a beginning in 0');  let C stand 
for the cortical map in S-I, which, as experiments estab- 
lished, projects by p continuously onto B (see above). 

Furthermore, let Y represent a structure in the central 
nervous system that contains a repertoire of stimulus 
specifications, O'iP'i, of which Ei is a specific instance. To  



FIGURE 9 Diagrammatic representation of an arbitrary 
peripheral stimulus configuration (shown as path 1 + 10 on 
the limb) in the schematic cortical map of somatosensory 

PO M DA AM VA PO M area I in the postcentral gyrus. 

give an example: an element in this repertoire could be the 
concatenation of a path, P', with a starting point, 0 ' ;  this 
example is chosen because of its obvious analogy to the 
type of concatenations known to occur in the visual sys- 
tem as the characteristic of hypercomplex cells (Hubel and 
Wiesel, 1962, 1968). 

If there exists in this system a mapping, f: Y + C, and an 
inverse mapping, 1, such that the sequence of mappings, 
1 X f, projects Ei back onto itself, then p: C -+ B has the 
path-lijiing property and f is said to be a lijiing function; more- 
over, i f f  exists, it follows that a mapping, l,, can be found 
that determines the image of O'P' in C. 

In more general terms, given these prerequisites, if the 
repertoire of central representation in Y contains signal 
specifications that correspond to a particular peripheral 
stimulus event, O'P', then a procedure exists for finding a 
mapping of this event in C. In that sense, C may be viewed 
as possessing a "model" of B with respect to the specifica- 
tions contained in Y. Similarly, C can depict classes of 
states of B that are "well formed" and admissible with re- 
spect to rules laid down in Y. 

The formal resemblance to Sutherland's (1968, 1969) 
theory of visual pattern recognition is apparent: the map- 
pings f and 1 reflect the interactions between a "processor," 
C, and a "store," Y. The latter fulfills the role of a device 
that evaluates projection patterns from the periphery to C, 
in terms of their conformity with "schemata" stored in Y. 
That part of the total projection pattern in C that is relevant 
for the "recognition" by Y can be considered a mapping of 

O'P' to C under the mapping function 1,. Accordingly, the 
matching process between OP and Ei is equivalent to the 
computation of a mapping function, I,, such that I,: 
O'P' + OP. The advantage of expressing these relations in 
the framework of lifting functions is that the latter implies 
the existence of a solution, l,, relative to Y in all instances, 
provided the existence of the functions I, f, and p, and with 
B being a metric space. 

FIGURE 10 A visual representation of the concepts of "path-lifting 
property" and "lifting function." 



The existence of p is experimentally established: it is that 
continuous mapping function that depicts any linear array 
of neurons on the cortex as a continuous path of RFs on the 
body (see above). The mappings 1 and f can be equated with 
neural connections between specific cortical receiving areas 
and "intrinsic" cortex lacking specific thalamocortical pro- 
jections (Rose and Woolsey, 1949). Neurological and 
neurobehavioral studies suggested that the intrinsic cortical 
sector operates by efferents on the events occurring in the 
extrinsic cortical mechanisms and, thereby, accomplishes the 
partition of events occurring in the extrinsic system into 
elements of increasing complexity (Pribram, 1959). In this 
concept, the intrinsic sectors are conceived as programing 
mechanisms that function to partition events initiated by 
the sensory input into complex categories. 

The general manner in which cortical receiving areas 
(exemplified by C in Figure 10) and a repertoire of interpre- 
tative rules, Y, are proposed to interact in the model with 
path-lifting property formally mimics the process of parsing 
a sentence and is, therefore, in line with the idea that 
linguistic analysis provides a model for description of all 
lunds of behavior (Miller et al., 1960). 

Is there a common principle in 
somatosensory mapping? 

The experimental results reviewed in the preceding sections 
ascribed a specific connotation to the general idea of 
"topographic orderliness" of cortical representation (see 
beginning of this paper). In the first place, this orderliness 
reflects in S-I the fact that the net shift of RFs along linear 
arrays of cortical cell columns traces a continuous path on 
the body. Second, it is as if, for the purpose of mapping, the 
body periphery were decomposed into more-or-less narrow 
bands, and as if the afferents from these same bands as- 
sembled again in the cortical receiving areas to terminate on 
corresponding linear arrays of cell columns. It is now 
established that the projection to the second somatic area 
(Woolsey, 1943; Woolsey and Fairman, 1946) follows the 
same rule of mapping, except for the deletion of the "deep" 
submodality and for the introduction of the bilateral sym- 
metry of the cutaneous representation (Whitsel et al., 
1969). 

In the projection to the first and second somatic areas, the 
Gagmentation of the body into bands follows a specific 
order: the first-order afferent fibers with receptive fields 
on the body enter the spinal cord along its rostrocaudal 
extension in a characteristic sequence, namely, that of the 
"dermatomal trajectories" (Werner and Whitsel, 1967, 
1968). The mapping of the body to the cortex represents 
the family of the trajectories rather than the body topog- 
raphy as such. 

To view the cortical mapping in somatosensory areas I 

and 11 in this manner has, perhaps, some bearing on the 
understanding of the developmental factors that lead to 
these maps, for it permits one to see a rank order in the 
first-order afferent fibers, given by the sequence of entry 
along the rostrocaudal spinal axis. In the mapping, these 
afferents sort themselves to restore this peripheral rank order 
"like soldiers, on the next man" (Horridge, 1968). The 
important point is that, whatever carries in each nerve the 
label of rank order, it is preserved in the projection to the 
cortex, even if the afferents travel different central path- 
ways, for in S-11 the afferents arrange in the same rank order 
as they do in S-I, although the projection to the former is 
composed of distinctly different ascending pathways, 
which merge into one cortical representation pattern (cf. 
Bowsher, 1965). 

This view establishes a connection to some current ideas 
which conceptualize m~rpho~enesis in terms of computer 
programs and automata theory (Ulam, 1962; Arbib, 1967; 
Stahl, 1966; Apter and Wolpert, 1965; Bonner, 1965). The 
implication is that it is more meaningful to discuss a com- 
plex pattern (such as a cortical map) in terms of a set of in- 
structions that can generate it, than in terms of the informa- 
tion contained in the final product. Accordingly, in a pro- 
gram that would generate the geometry of central projec- 
tions, the sequence of entry of first-order afferent nerve 
fibers into the neuraxis would be a distinguishing attribute, 
capable of imparting an essentially identical topology to all 
central representations of these afferents. One is then led 
to conjecture that the multiplicity of central representations 
of a given set of peripheral receptors, each topologically in 
register with all others and each abstracting a different 
stimulus feature (cf. Maturana et al., 1960; Hubel and 
Wiesel, 1962, 1968; Werner and Whitsel, 1970), enables the 
parallel processing of sensory input similar to that applied in 
the design of pattern-recognition machines (Selfridge and 
Neisser, 1960). 
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$5 Signal Transmission Between Successive Neurons 

in the Dorsal S~inocerebellar Pathwav 

J A N  K. S. J A N S E N  and L A R S  w A L L O E  

FORMULATION of an adequate model for studying the 
efficiency of signal transmission in central neurons requires, - 
initially, a quantitative determination of the entire neuronal 
input and output. The neuronal output is ordinarily simple 
to record as somatic or axonal spikes. Usually the input is 
much more difficult to determine. The present paper is, 
therefore, a discussion of the neuronal properties that are 
most important for the input-output transformation and of 
the extent to which the input activity of a neuron can be 
inferred from its output behavior. 

The study of sensory pathways offers obvious advantages 
for such a purpose. The most important of these is the 
possibility of input control by adequate stimuli to the 
relevant receptors. However, in many sensory systems, 
there are complex neuronal interconnections at even early 
stages of signal transfer, and these represent a maior obstacle 
for the interpretation of the transfer under physiological 
conditions. The complexity is presumably due to the com- 
plex content of the relevant signals. For instance, in general 
somatic, auditory, and visual pathways, space parameters, 
as well as intensity parameters, of the stimulus are of ob- 
vious physiological significance. 

J A N  K. S. J A N S B N  and L A R S  W A L L O E  InstituteofPhysiology, 
University of Oslo, Norway 

Therefore, in our attempt to study the transfer of signals 
in a nerve cell we have selected the second-order neurons of 
the dorsal spinocerebellar tract (DSCT) which offer several 
advantages. 1. The synaptic coupling of the system is 
comparatively well known (Lundberg, 1964; Oscarsson, 
1965). 2. The properties of the relevant receptors (muscle 
spindles and tendon organs) have been studied extensively, 
and they give slowly adapting signals to steady-state inputs 
(Matthews, 1964; Jansen and Rudjord, 1964; Houk and 
Simon, 1967; Alnaes, 1967). 3. The content of the first- 
order signals can be described as functions of muscle length 
or tension. 4. The second-order neurons are localized in 
Clarke's column of the spinal cord; their perikarya, as well 
as their axons in the dorsolateral funicle of the cord, can be 
investigated with existing microelectrode techniques. 

The present paper reviews some of our own work on 
the DSCT in cats and discusses its relevance to other 
groups of nerve cells. 

The specifEcity ofsynaptic coupling 

A high degree of specificity characterizes several aspects of 
the synaptic coupling of the DSCT. Each group of second- 
order neurons is activated by the stretch receptors of a 
given muscle and is usually not excited by the stretch of 
other muscles, not even close synergists. A second type of 



specificity concerns the connections from the different 
types of stretch receptors. Each second-order neuron ap- 
pears to be exclusively, or at least predominantly, acti- 
vated from primary endings, Golgi tendon organs, or 
secondary endings of a given muscle. This has provided the 
basis for the identification of the different types of second- 
order neurons of the pathway (Jansen and Rudjord, 1965). 

A final type of specificity is in the inhibitory connections 
within the DSCT. Although far from fully explored as yet, 
the pattern appears to be as specific as that of the excitatory 
connections (Jansen et al., 1967b). Thus, the tendon-organ 
afferents from the triceps muscle would inhibit the ex- 
citatory signal from pretibial flexor muscles, whereas the 
afferents from spindle primary endings inhibited the signal 
from the muscle of the great toe. These specificities of the 
synaptic couplings have enabled us to generate homo- 
geneous excitatory or inhibitory inputs to the second-order 
neurons and thereby facilitate the interpretation of the 
neuronal behavior. 

The linear input-output relationship 

The second-order DSCT neurons give a maintained dis- 
charge to a maintained excitatory input. Two types ofinput 
have been studied systematically. The simplest is an excita- 
tion of the cell with a depolarizing transmembrane current 
step (Figure 1A). After an initial overshoot, the firing rate 
settled at a new steady level, at which it remained apparently 
indefinitely. The rate of firing increased linearly with in- 
creasing current intensity over a surprisingly wide range, 
at least up to 200 impulses per second (Figure 1C). The slope 
of the frequency current curves varied between 5 and 9 
imp/sec/nA, with a mean of 6.7 (Eide et al., 1969a). The 
DSCT neurons appear to be unique among neurons so far 
studied in their wide range of linearity. 

A comparable type of response is found in a maintained 
synaptic excitation elicited by muscle stretch (Figure 1B). 
Again the cell firing continued as long as the stimulus was 
maintained, and there was no indication of adaptation or 
fatigue in the synaptic transmission. As illustrated in Figure 
ID, the firing frequency increased linearly with the degree 
of muscle extension. As it has been established that the rate 
of primary endings in muscle spindle increases linearly with 
muscle extension (Matthews, 1964), we may conclude that 
this synaptic transfer is linear as well. It is equally significant 
that the frequency range and the slope of the frequency- 
extension curve of the second-order neurons (3-5 imp/ 
sec/mm) are very much the same as those of the corre- 
sponding receptors (Jansen et al., 1966). 

The importance of the linear input-output relations 
(Figure 1) is emphasized by additional observations on 
summation of synaptic and injected transmembrane cur- 
rents. According to its direction, a constant transmembrane 

current adds or subtracts a given number of imp/sec in- 
dependently of the level of synaptic activitation of the 
neuron. Similarly, a given synaptic input caused a constant 
increase in rate at all physiological firing levels, as a result of 
injected transmembrane current (Eide et al., 1969a). This 
shows that the synaptic currents and the injected currents 
act on a common spike-generating site in these DSCT 
neurons, as is also common in other nerve cells (Granit et 
al., 1963; Brown and Stein, 1966). It also permits an esti- 
mate of the average synaptic current generated by a 1-mm 
muscle stretch. With an average frequency-current slope 
of 7 imp/sec/nA (Eide et al., 1969a) and a frequency-length 
slope of 3.5 imp/sec/mm (Jansen et al., 1966), the average 
synaptic current is 0.5 nA per millimeter of muscle exten- 
sion. We  shall return to this when discussing the synaptic 
effect of each presynaptic impulse. 

The input-output relation also has been investigated with 
sinusoidal stretch at different frequencies (Jansen et al., 
1967~). Over the range studied and within the linear range 
of the stretch receptors, the frequency responses of the 
first- and second-order elements were indistinguishable. 
Accordingly, the transfer function of the synaptic trans- 
mission is frequency-independent over the range examined. 

From comparisons between receptor response and 
psychophysical estimates of stimulus-response relations 
in the general somatic system, Mountcastle (1967) has sug- 
gested that the signal transformations that take place in these 
pathways are entirely linear. The nonlinearities that may be 
present in the over-all response appear to be due to the 
properties of the receptors. This important generalization 
and astonishing simplicity are supported at the first-order 
to second-order level by our observations on the DSCT. 

This high degree of linearity is at present unexplained in 
terms of neuronal membrane properties. Stein (1967a) has 
shown that the Hodgkin-Huxley membrane equations 
generate a neuronal output that is essentially nonlinear. 
The rate of increase of firing frequency decreases rapidly 
with increasing excitation. Such behavior is seen, for in- 
stance, in the slowly adapting receptor of the crayfish 
(Enger et al., 1969). Motor neurons, on the other hand, 
exhibit a different type of nonlinearity (Kernell, 1965), in 
which the slope of the frequency current relationship is in- 
creased at higher levels of excitation. Kernell (1968) has 
given evidence that this may be caused by the prolonged 
afterhyperpolarization and the associated increase in mem- 
brane conductance. In DSCT neurons, the afterhyper- 
polarization is smaller than in motor neurons and ap- 
parently is caused by a different mechanism, because there 
is little concomitant increase in membrane conductance 
(Eide et al., 1969a). Also, when it is considered that their 
dendrites have largely unknown but probably nonlinear 
properties, it appears reasonable to suggest that the wide 
range of linearity exhibited by the DSCT neurons is the 
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FIGURE 1 Excitation of DSCT cells. A. Activation of 
neuron by outward transmembrane current step of 10 nA 
starting at the break of the base line and lasting throughout 
the record. Intracellular record, spike amplitude about 70 
mV. (From Eide et al., 1969a.) B. Activation of neuron by 
muscle stretch. Linear stretch of triceps muscle up to full 
physiological extension at a rate of 19 mm/sec in period 
indicated by line. Full extension maintained throughout 
rest of record. Extracellular axonal spikes recorded from 
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result of mutual canceling of several nonlinear relationships. 
An additional feature of the output of DSCT neurons 

requires comment. DSCT cells commonly exhibit a highly 
regular background activity at a rate of about 10 imp/sec 
even without any specific primary afferent input (Holmqvist 
et al., 1956; Jansen et al., 1966). The mode of generation 
of the background discharge is at present unknown. 
Holmqvist et al., (1956) gave some evidence that it might 
be due to a low-level synaptic input from spinal inter- 
neurons, but, as discussed below, our simulation experi- 
ments make this appear doubtful. 
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There is a striking difference between the regular firing 
pattern of DSCT cells activated by injected current and the 

dorsolateral funicle. (From Jansen et al., 1966.) C. Steady- 
state firing frequency (ordinate) against intensity of outward 
transmembrane current (abscissa). Same cell as in A. Ob- 
servations from experiments reported by Eide et al., 1969a. 
D. Steady-state firing frequencies (ordinate) against muscle 
extension (abscissa) for five different second-order neurons, 
each indicated by separate symbol. All observations from 
de-efferented preparations. 

irregular firing pattern observed during activation by 
muscle stretch (Figure lA,  B). Such irregularity of firing is 
common in central neurons during steady-state activation 
(Hilali and Whitfield, 1953; Gerstein and Kiang, 1960; 
Werner and Mountcastle, 1963 ; Goldberg and Greenwood, 
1966). Two hypotheses have been advanced to explain this 
irregularity of firing. One postulates a noise generator 
intrinsic to the neuron, such as a random fluctuation in 
threshold or membrane potential (Geisler and Goldberg, 
1966). The second ascribes the irregularity of firing to the 
discontinous nature of synaptic transmission (Stein, 1965). 
For the DSCT neurons there is direct evidence in favor of 
the latter hypothesis. The background firing can be highly 
regular, and the characteristic irregularity appears im- 
mediately when activated synaptically. Accordingly, it 
appears reasonable that the fine structure of the firing pat- 



tern contains information about the synaptic input. A 
systematic description of the firing pattern is required to 
determine it. The initial part of this description is the prob- 
ability of occurrence of intervals of different duration as 
estimated by the interval histogram. These are usually 
unimodal and fairly symmetrical (Figure 2A). Their shape, 
independent of the degree of activation of the cell, is dif- 
ferent from that of many other neurons in the absence of an 
approximately exponential right tail. The degree of irregu- 
larity, as measured by the coefficient of variation (CV = 

SD/mean interval), is independent of the frequency of 
firing of the cell. This appears from the plot of the standard 
deviation of the distribution against its mean interval 
(Figure 2C). The observations are adequately described by 
a straight line, the slope constant of which gives the CV. 
The CV varies between approximately 0.3 to 0.6 for DSCT 
cells activated from the primary ending of muscle spindles. 
The background firing, on the other hand, may have a CV 
as low as 0.05 (Jansen et al., 1966). 

Another important feature of the firing pattern of the 
DSCT neurons is the remarkable degree of serial de- 
pendency. The value of the serial correlation coefficient (R) 
is commonly as high as -0.6 to -0.8 for neighboring 
intervals. This means that there is a tendency for short and 
long intervals to appear alternatively. We  shall return to 
the possible significance of the serial dependency. The value 
of R is independent of the level of excitation once the cell is 
firing above some 20 imp/sec (Jansen et al., 1966). 

Synaptic mechanisms 

Intracellular records provided direct information about the 
synaptic organization of the DSCT neurons. The first ex- 
periments showed that the synaptic transmission to the 
DSCT cells was qualitatively similar to that of motor 
neurons (Curtis et al., 1958; Eccles et al., 1961). The high 
efficiency of transmission, as evidenced by the large ampli- 
tude of the compound excitatory postsynaptic potential 
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(EPSP) to peripheral nerve stimulation, was also a feature of 
the early observations. In the following, we concentrate on 
two points of crucial importance for the interpretation of 
the firing pattern of the cells. These are the synaptic effect 
of each presynaptic impulse and the number of primary 
afferent fibers converging onto each second-order neuron. 

With a small to moderate load on the appropriate 
muscle, characteristic short-lasting depolarizations appear 
in the membrane potential of DSCT neurons (Figure 3). 
Their rate of appearance increases with increasing load on 
the muscle, and from their time course they can be safely 
interpreted as EPSPs evoked by single presynaptic im- 
pulses (unitary [u] EPSPs) (Eide et al., 1969b). In favorable 
situations the u EPSP of a particular presynaptic fiber can be 
identified and followed by its amplitude and regularity of 
appearance. The regularity is due to their origin in muscle- 
stretch receptors, which fire regularly during steady-state 
activation. 

There is a considerable variation in the amplitudes of the 
u EPSPs evoked from the different primary afferent fibers 
converging onto the DSCT neurons. The remarkable ob- 
servation is, however, their large size. The largest u EPSP 
measured as much as 5 mV, and the average size of all the 
u EPSPs of Ia afferents to one neuron was 2.7 mV (Eide et 
al., 1969b). A second important finding was the relative 
constancy of the time course of the different u EPSPs. 
Because the period of transmitter liberation appears to be 
short in these cells (Kuno and Miyahara, 1968), the time 
course of potential change is determined by the position 
of the synapses in relation to the recording site, presumably 
in the cell body. Their constant time course, therefore, sug- 
gests that they are due to activity at synaptic terminations 
which are electronically equidistant from the cell body. The 
rapid time course and the large amplitudes of the EPSPs are 

in agreement with the anatomical observation that primary 
afferent fibers end as "giant synapses9' on the proximal 
dendrites of DSCT neurons (Szenthgothai and Albert, 
1955 ; RZthelyi, 1968). 

At higher levels of stretch, additional units are recruited, 
at which point the picture of the synaptic activity becomes 
complicated and the individual units cannot be identified 
separately (Figure 3). Therefore, the degree of convergence 
cannot be established in this way. Instead, it was determined 
from the ratio between the amplitude of the compound 
EPSP elicited by synchronous activation of all Ia afferents in 
the muscle nerve and the average size of the u EPSPs in the 
same neuron. Taking the nonlinear summation of EPSPs 
into account, we found, in a limited number of cells, 12 to 
16 primary afferent fibers converging onto each second- 
order neuron (Eide et al., 1969b), which suggests that some- 
thing like 30 per cent of the primary endings of the muscle 
employed project to each neuron of this type. Although the 
range of variation is not established, additional data to be 
discussed suggest that the estimate is reasonable, and we can 
get a crude check on the observations. The average synaptic 
current per millimeter of stretch was 0.5 nA (see above). 
The average increase in firing frequency for each primary 
ending of the muscle employed is 3.6 imp/sec (Jansen and 
Matthews, 1962). The total input to a second-order neuron 
is therefore about 50 imp/sec/mm, and the average amount 
of charge removed by each presynaptic impulse becomes 
0.5 X 10p9/50 = 10-I' coulomb. With a membrane ca- 
pacity of 3 X farad (Eide et al., 1969a), the average 
amplitude of the u EPSPs should be approximately 3 mV. 

The large u EPSPs of DSCT neurons invite some com- 
ments on the mode of termination of the primary afferent 
fibers. The collaterals of the same Ia afferents terminate on 
motor neurons as well as on DSCT neurons, which il- 

FIGURE 3 Unitary EPSPs of second-order neuron. In- tendon of the soleus muscle. (From experiments by Eide 
tracellular records. Increasing degrees of synaptic activity et al., 1969b.) 
produced by loads of 10, 20, and 50 gram weight on the 



lustrates instructively the differences in synaptic efficiency 
and coupling on two groups of second-order neurons of 
entirely different function. The Ia afferents from a par- 
ticular muscle appear to establish monosynaptic connec- 
tions with all the homonymous motor neurons (Mendell 
and Henneman, 1968). The amplitude of their u EPSP is 
small (about 0.1 mV), because each presynaptic impulse 
liberates only 2 to 3 quanta of transmitter on the average 
(Kuno and Miyahara, 1969a). The monosynaptic excitation 
of heteronymous motor neurons is less efficient on account 
of a smaller degree of convergence on these. The mean 
quantal content of the heteronymous u EPSPs is, however, 
the same as that of the homonymous ones (Kuno and 
Miyahara, 1969b). On the DSCT neurons, on the other 
hand, approximately 30 per cent of the Ia afferents appear 
to converge onto each neuron, and the average quanta1 
content of their u EPSPs appears to be at least 10 times that 
of the motor neuronal u EPSPs (Eide et al., 1969b). These 
differences have their morphological correlates in the ex- 
tent of synaptic contacts at the two types of cells (Szenth- 
gothai and Albert, 1955; Haggar and Barr, 1950). The 
DSCT synapses appear to be constructed for signal trans- 
mission, and the motor-neuronal synapses, for signal 
integration. 

From the point of view of the output of the second-order 
neuron, the amplitude of the u EPSP in relation to the 
firing threshold of the cell, rather than the absolute ampli- 
tude ofthe u EPSP (Stein, 1965), is the important parameter. 
The firing threshold of the DSCT cells proved difficult to 
determine, partly because of the background firing of the 
cells and partly because the cells are easily injured by micro- 
electrode penetration (Eide et al., 1969b). Even so, observa- 
tions were obtained suggesting that the simultaneous oc- 
currence of as few as two to three u EPSPs might be suffi- 
cient to fire the second-order neuron. 

The problem discussed in this section is whether the ob- 
served firing pattern of the DSCT neurons can be explained 
quantitatively from the observed properties of the cells 
and their input. Various simplified models of nerve cells 
have been formulated, and their behavior has been ex- 
plored by simulation on a digital computer (Wallae, 1968; 
Wallae et al., 1969). With the evidence at hand indicating 
that the irregularity of firing appeared to be associated with 
synaptic activation of the cells, the models have all been 
elaborations of the "quantal excitation" model orginally 
proposed by Stein (1965). Similar models have also been 
studied by Segundo et al. (1968). 

In outline, the models describe a nerve cell subjected to 
input impulses, each of which generates a reduction in the 
membrane potential of the cell with a time course like a 

u EPSP. The background activity is introduced by a pro- 
gressive depolarization of the cell. Background depolariza- 
tions and EPSPs are summated linearly. Whenever the 
depolarization exceeds a certain limit, the nerve cell fires an 
impulse, and the membrane potential is reset to its original 
value. Certain additional complexities could be introduced 
in the models, such as a time-dependent recovery of excit- 
ability after each neuronal firing. For a complete descrip- 
tion of the models and their behavior, the reader is re- 
ferred to our original paper (Wallae et al., 1969). 

Such models exhibit behavior that also appears to be 
relevant with respect to the firing pattern of the DSCT 
neurons. Some features of the behavior of the nerve cells 
were also commonly found for the models within the 
range explored, such as an approximately linear increase 
in firing frequency with increasing input frequency and a 
linear increase in standard deviation of output intervals with 
increasing mean interval. Introduction of a time-dependent 
recovery of excitability or a variation in the amplitude of 
the EPSPs over a range considered reasonable in relation 
to the DSCT neurons produced only minor and trivial 
changes in the behavior of the models. On the other hand, 
to generate interval distributions and serial dependencies 
comparable to those of the DSCT required specific models 
of considerable interest. The critical feature turned out to be 
the time structure of the input process. With a number of 
afferent fibers converging onto a nerve cell, the distribution 
in time of the combined input activity will approximate 
that of a Poisson process, if independent activity in each of 
the input fibers is assumed. However, with a Poisson dis- 
tribution of the input activity it was impossible to generate 
interval distributions similar to those of the DSCT neurons. 
The distributions obtained always contained exponential 
right tails. Negative serial dependencies were introduced in 
such models by making the speed of recovery of excitability 
after a neuronal firing an increasing function of the duration 
of the preceding interval. The effect of this mechanism 
was explored over a range that exceeded the range observed 
experimentally (Eide et al., 1969a), but it did not influence 
the shape of the interval distributions appreciably. Further- 
more, the degree of negative serial dependency obtained 
in this way was much less than that found in the discharge 
pattern of the DSCT cells (R12 = -0.2 compared with 
-0.6 obtained experimentally). Small degrees of negative 
serial dependency exist, however, in the discharge pattern 
of several other types of neurons (Kuffler et al., 1957; 
Poggio and Viernstein, 1964; Goldberg and Greenwood, 
1966; Firth, 1966), which may well be explained by such an 
accumulation of subnormality (Geisler and Goldberg, 
1966). 

A more realistic model, in which the input activity was 
generated by a number of independent "elements" with 
properties similar to those of the primary endings of muscle 



spindles, exhibited a strikingly different behavior. The im- 
portant characteristics of these "muscle spindles" were that 
their firing rate increased linearly with simulated "muscle 
length" (Matthews, 1964), and that their firing pattern at 
any given length was highly regular (CV = 0.04; Stein and 
Matthews, 1965). Even though the total input generated by 
a number of such "spindles" had an exponential distribu- 
tion and a CV =: 1, and thus was distinguishable from a 
Poisson process in these respects, the second-order neuron 
now generated output distributions closely similar to those 
of the DSCT neurons (Figure 4). Furthermore, with such 
"spindle" input there were strong negative serial de- 
pendencies in the output of the model. First-order serial 
correlation coefficients as high as -0.5 were found even in 
models with a time-independent recovery of excitability. 
Thus, two qualitative conclusions are reached. The par- 
ticular shapes of the interval distributions and a large part 
of the serial dependency of the DSCT neurons appear to be 
due to a particular time structure of the input of these cells. 
The serial dependencies were generally slightly smaller in 
models with a realistic "spindle" input than in the DSCT 
neuronal discharge. With the additional mechanism of 
accumulation of subnormality as outlined above, the Rlz  in- 
creased to values observed in the DSCT neurons. Because 
summation of afterhyperpolarization and subnormality 
takes place in DSCT neurons (Eide et al., 1969a), it appears 
reasonable to conclude that this latter factor also contributes 
to their behavior. 

Certain additional aspects of the behavior of the models 
were of some interest. As expected intuitively, the CV of 
the output intervals increased with increasing amplitude of 
the input EPSPs. In order to obtain a variability similar to 
that of the DSCT neurons (CV = 0.40) the EPSPs had to be 
approximately 50 per cent of the firing threshold of the cell. 
Increasing the amplitude of the EPSP also increased the 

slope of the input-output relationship of the model. As 
mentioned above, the frequency-length slopes of the DSCT 
neurons are approximately the same as those of the cor- 
responding muscle-spindle afferents. Accordingly, the 
steady state "gain factor" can be expressed as 1/N, in which 
N is the number of input fibers converging onto a DSCT 
cell. Now, with the restriction on the size of the EPSPs re- 
quired to generate the observed variability, one obtains an 
estimate of N required to obtain output frequencies and 
slopes in the observed range. 

Admittedly this type of estimate is relatively crude. It 
was found, however, that models with 10 to 20 input 
"spindles" generated output frequencies similar to those 
of the DSCT cells. The degree of serial dependency also 
depended on the size of the input EPSPs and the number of 
input fibers. Here, again, it appeared that the models with 
10 to 20 input fibers and EPSPs of half-threshold amplitude 
produced output intervals with serial dependencies like 
those of the DSCT neurons. Accordingly, the simulated 
models were able to generate an output activity closely 
approximating that of the DSCT cells with respect to in- 
terval distributions, frequency ranges, and serial dependen- 
cies, with parameters (EPSP amplitudes, number of input 
fibers, and recovery functions) reasonably similar to those 
determined experimentally. 

If we accept the model, some considerations on the mode 
of generation of the background activity of the DSCT 
neurons may be justified. As we have mentioned, the back- 
ground activity is usually highly regular in the absence of a 
primary afferent input to the cells (CV as low as 0.04). 
Originally, it was suggested that the background activity 
might be due to an excitatory synaptic input from inter- 
neurons of the spinal cord (Holmqvist et al., 1956). To 
account for the low rate of the background activity (10 
imp/sec), the postulated EPSPs must have a correspond- 
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FIGURE 4 Behavior of neuronal model described in text. unitary EPSPs, 3/5 of threshold; time constant of decay, 
A and B. Distribution of output intervals at two different 3 milliseconds. Exponential time course of recovery after 
levels of excitation. C. Relationship between standard devia- firing with time constant determined by duration of the 
tion and mean interval in the same experiment. Model con- preceding interval. (From Walloe, 1968). 
sists of 15 independent "muscle spindles." Amplitude of 



ingly slow time course, but this might be explained by the 
assumption of a peripheral dendritic position for the inter- 
neuronal synapses. However, considered within the frame- 
work of the present model for the behavior of the DSCT 
neurons (Walloe et al., 1969), it was found that something 
between 20,000 and 60,000 imp/sec, each producing EPSPs 
of correspondingly small amplitude, were required to gen- 
erate the background rate of firing with its high degree of 
regularity. Thls must be a highly inefficient mechanism for 
producing a 10 imp/sec firing rate. Alternatively, it was 
suggested (Walloe et al., 1969) that the background firing 
of the DSCT cells might be caused by a genuine pacemaker 
mechanism intrinsic to the cell itself. 

A second prediction based on the behavior of the model 
concerns a group of units activated from the secondary 
endings of a muscle and with ascending axons among the 
DSCT fibers in the dorsolateral funicle of the cord. Their 
behavior is similar to that of the DSCT neurons activated 
from primary endings, except for a more regular pattern of 
firing (Jansen et al., 1967a). The CV of the interval dis- 
tributions of their steady-state activity may be as low as 0.2. 
Our data on such neurons are more limited, but if it is as- 
sumed that they are activated as suggested above, the model 
behavior suggests that they are excited by 30 to 40 fibers 
generating unitary EPSPs with mean amplitudes slightly 
less than one-fifth of the threshold of firing. 

To  conclude, the study of model behavior has permitted 
the formulation of a reasonable hypothesis of the generation 
of the firing pattern of DSCT neurons, and it has given a 
basis for predictions of important parameters in simple 
neuronal chains based on their observed output behavior. 

Evidence from other types of neurons indicates that their 
irregularity and pattern of firing may be due to mechanisms 
similar to those of the DSCT neurons. The observations 
on the eccentric cell of the Limulus eye are most instructive 
(Ratliff et al., 1968). In the dark-adapted state, this cell fires 
with a high degree of irregularity, and there are prominent 
random fluctuations in membrane potential as a result of the 
quanta1 nature of the light stimulus. In the light-adapted 
state, these fluctuations are greatly reduced, and the firing 
pattern of the cell is much more regular. The cell firing to a 
steady transmembrane outward current is characterized by a 
high degree of regularity (Ratliff et al., 1968). Calvin and 
Stevens (1968) have shown that the firing pattern of motor 
neurons is explained by the synaptic noise recorded in the 
same cells. But even though it appears that simple models 
of the synaptic excitation, such as the model proposed by 
Stein (1965), may be sufficient to explain the behavior of 
many simple neurons, morc complicated situations can 
easily be visualized. For instance, in a nerve cell with 
multiple spike-generating regions the mode of functioning 
might be entirely different. 

A n  assessment oftransfer e@ciency 

Considerable importance is attached to the development of 
a quantitative measure of the efficiency of synaptic trans- 
mission (Perkel and Bullock, 1968). Information theory as 
developed by Shannon (1948) provides a possible approach, 
and its application to nerve signals has been explored by 
Stein (1967b). The application of information theory re- 
quires a measure of the degree of correspondence between 
input and output signals. Frequency coding is assumed and 
appears reasonable (Figure ID). At the second-order level 
of the DSCT, the input is the mean frequency of the spike 
trains of the primary afferent fibers. The mean frequency, 
measured over a short period of time, of the second-order 
neuron represents the output. The problem then is to de- 
termine the distribution of output signals for any possible 
input signal. Different methods have been employed on the 
signals of DSCT neurons (Walloe, 1968). Because it has not 
been possible to measure the input and output simul- 
taneously, all assume that the firing irregularity of the 
second-order neuron to a given steady input signal is 
representative of the uncertainty of the output signal to this 
input. Therefore, the problem is reduced to how accurately 
the mean frequency of firing of the second-order neuron can 
be determined. Because of the irregularity of firing, this 
accuracy obviously increases with increasing "observation 
time." 

One method was similar in form to that of Werner and 
Mountcastle (1965), and was based on the estimation of the 
transinformation in an input-output matrix of contingent 
probabilities. The second method depends on the increasing 
accuracy of the estimate of mean frequency with increasing 
observation time. For the details of the methods employed, 
the reader is referred to the original publication (Wall~e, 
1968). 

Both methods gave transinformations increasing 
logarithmically with observation time, and qualitatively 
similar results were obtained by both. Some quantitative 
differences can probably be accounted for by the various 
approximations involved. 

Certain findings were of particular interest. It appeared 
that the transinformation decreased significantly (from 1 to 
1.5 bits at any observation time) if the discharge trains were 
read in a randomly permutated sequence instead of in their 
original order. The DSCT transmission accordingly pro- 
vides an example of the possible importance of the detailed 
time structure of spike trains for the efficiency of signal 
transmission, even when the signal is read as a frequency 
code. 

The further question of a possible physiological signifi- 
cance of this property of the discharge pattern requires, 
first, that the receiver of the signal reads the activity of only 
one such nerve fiber. If several fibers with independent 



activity converged onto the third-order neuron, the time 
structure of each fiber's signal would largely be lost. 
Therefore, it appears significant that the DSCT axons 
terminate in the rather unique synaptic structures called 
cerebellar glomeruli. Each glomerulus consists of the pro- 
cesses of several third-order neurons, all ending in relation 
to the end bulb of only one mossy fiber (Ram6n y Cajal, 
1911). 

For the DSCT transmission, input as well as output 
signals are reasonably well known. It is, therefore, possible 
to make rough estimates of the amount of information that 
is lost during the synaptic transfer. Stein (1967b) has de- 
rived expressions that are convenient for this comparison, 
and his formulas give results that are reasonably close to 
those of the methods outlined above. With an observation 
time of 200 milliseconds, each primary afferent fiber trans- 
mits about 4.6 bits if one assumes a frequency range of 10 to 
80 imp/sec, like that experimentally observed. The main 
reason for the relatively high information content is the 
great regularity of firing of these primary afferent fibers 
(CV = 0.04; Stein and Matthews, 1965). About 15 primary 
afferent fibers converge onto each second-order neuron. 
They all carry the same kind of information (i.e., muscle 
length), but are firing independently of one another, so 
the second-order neuron will receive a quantity of informa- 
tion equivalent to that of a 15-times-longer record of the 
signal from one fiber. This is estimated to about 6.6 bits in 
200 milliseconds. The signal of the second-order neuron 
contains about 3.0 bits over a frequency range equal to that 
of each input fiber. Accordingly, about half of the informa- 
tion is lost during the synaptic transfer. 

The information content of the second-order signal is 
even smaller than that of each primary afferent fiber. Two 
points are worth mentioning in this connection: first, that 
some 30 per cent of what is transmitted is caused by the 
particular time structure of the second-order signal and, 
second, that the greater part of the loss is caused by the 
convergence of several primary afferent fibers. The estima- 
tion that the total content of the input is equal to a &times- 
longer record of one primary afferent assumes that the 
regularity of firing is preserved in each fiber. Alternatively, 
if the input signals are regarded as randomly distributed and 
covering a frequency range of 15 times that of each input 
fiber, the information content of the total input is approxi- 
mately the same as that ofthe second-order neuron. 

It is interesting that this high cost of synaptic transmission 
is found in a highly effective system like the DSCT. The 
justification for the introduction of synapses at this high cost 
must be the possible control of the transfer process, for 
instance by inhibition (see below). 

The present estimates consider the transmission to each 
second-order neuron only. There is some justification for 
this fiom the evidence that the second-order signals are 

read individually (see above). When the system is con- 
sidered as a whole, however, the information lost during 
transmission from first- to second-order neurons is less, 
because each primary afferent fiber presumably projects to 
several second-order neurons. The degree of divergence at 
the first- to second-order level is unknown at present. 

By comparing psychophysical estimates of stimulus in- 
tensity and the signals of primary afferent fibers from 
cutaneous receptors, Werner and Mountcastle (1968) found 
that there is sufficient information in the signal of a single 
afferent fiber to account for the magnitude estimates. In 
view of the appreciable loss of information even in the 
powerful DSCT synapses, it can safely be suggested that 
human behavior can be explained only if one assumes the 
participation of a considerable number of neurons at all 
stages of the relevant pathway. The quantitative cor- 
respondence between subjective stimulus estimates and the 
signal of a single primary afferent (Werner and Mount- 
castle, 1968) may therefore be largely fortuitous. 

The effects ofinhibition 

A further illustration of the usefulness of the model appears 
when the effects of inhibitory inputs on the firing pattern 
of DSCT neurons are analyzed. Inhibition of neurons re- 
laying signals from the anterior tibia1 muscle and the flexor 
digitorurn muscle was obtained regularly by repetitive 
electrical stimulation of group I afferent fibers in the 
gastrocnemius-soleus nerve (Jansen et al., 1969). An example 
is shown in Figure 5A. After an initial transient, the in- 
hibition is maintained for the entire duration of the in- 
hibitory input, which permitted a study of the effect of 
"steady-state" inhibition on the firing rates and discharge 
pattern of the DSCT neurons. 

Two contrasting effects were observed in different 
neurons. For some, the inhibitory effects measured as the 
reduction in firing frequency were independent of the de- 
gree of excitation of the cells (Figure 5B). These neurons 
showed no appreciable change in firing pattern, as evidenced 
by their interval histograms, CVs (Figure 6C), and serial 
dependencies (Jansen et al., 1969). In other neurons, a con- 
stant inhibitory input caused increasing reduction in firing 
frequency at higher levels of excitatory drive (Figure 5C). 
This type of behavior was associated with an increased 
regularity of firing (Figure 6D) and a reduced serial de- 
pendency of the discharge. However, all degrees of transi- 
tions were found between these two extremes of behavior. 
Thus, there was nothing in the experimental data to suggest 
that basically different mechanisms might be involved. 

For the discussion of possible synaptic mechanisms un- 
derlying the inhibitory effects, our model of the DSCT 
neuron is accepted tentatively. Postsynaptic (Eccles et al., 
1961; Hongo and Okada, 1967) as well as presynaptic 
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FIGURE 5 Inhibition of transmission in second-order activated by varying degrees of maintained stretch of flexor 
neurons by stimulation of peripheral nerves. A. Sample digitorurn longus muscle and inhibition elicited by 100-per- 
record (7 seconds cut out from middle of continuous second stimulation of triceps nerve. C. As B, another 
record). Neuron activated by steady extension of anterior neuron. Closed circle: data obtained during 50-per-second 
tibia1 muscle. Period of inhibitory repetitive stimulation stimulation of triceps nerve. Open circle: data obtained 
of triceps nerve indicated by line. B. Firing frequencies during 100-per-second stimulation of'triceps nerve. (A, B, 
during maintained inhibition, Fi (ordinate), plotted against and C from experiments reported by Jansen et al., 1969.) 
firing frequencies in control period, Fe (abscissa). Unit 

(Eccles et al., 1963) inhibition of DSCT neurons after 
activation of spinal nerves have been described. T o  con- 
sider the simplest situation first, presynaptic inhibition 
should, by definition, reduce the size of the EPSPs without 
altering the properties of the postsynaptic neuron. In the 
model, the result would be an increased regularity of firing 
and a linear reduction in the slope of the input-output re- 
lation of the neuron. Accordingly, a presynaptic mechanism 
cannot explain the inhibition with an unchanged slope- 
constant and firing pattern. Furthermore, the inhibitory 
input regularly terminated the background firing of the 
DSCT neurons (Jansen et al., 1969), and this effect cannot 
be caused by presynaptic inhibition, as the background 
firing appears to reflect inherent pacemaker activity of the 
second-order neurons (see above). 

Postsynaptic inhibitory mechanisms can, on the other 
hand, explain the observed effects. A postsynaptic inhibi- 
tion, which acts predominantly by hyperpolarizing the 
cell, should not change the size of the EPSPs appreciably 
(Eide et al., 1969a). Accordingly, the firing pattern and the 
slope of the input-output relation should remain un- 

changed. If, however, the inhibition is associated with an 
increased conductance that reduces the input impedance 
of the cell, the amplitudes of the EPSPs will be reduced in 
proportion to the reduction in input impedance. Con- 
sequently, input-output slopes will be reduced, and the 
firing pattern will be changed in the observed direction. 
Thus, the simplest explanation for the observed inhibitory 
effects is that they are due to a postsynaptic inhibition causing 
various degrees of inhibitory "shunting" in the different 
DSCT neurons. If the axons of the inhibitory interneurons 
involved terminated more or less peripherally on the 
dendrites of DSCT neurons, such effects would be ex- 
pected, which is in line with Rcthelyi's recent anatomical 
description of Clarke's column synaptology (1968). The 
postsynaptic nature of the inhibition is also suggested by the 
similar effects of the inhibition of transmission evoked 
from the somatosensory cortex (Jansen et al., 1969). This 
inhibition has been shown to be entirely postsynaptic 
(Hongo and Okada, 1967). 

The observations on inhibition of signal transmission in 
the DSCT illustrate two important inhibitory effects. The 
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FIGURE 6 Firing patterns during maintained inhibition. A of firing is approximately the same as in A. Inhibition caused 
and B. Interval distributions of neuron, showing more a reduction in firing frequency of 29 imp/sec from pre- 
regular firing during inhibition. A. Distribution during ceding control period. C,  D. Data from two different 
maintained activation of neuron by 50-gram-weight load units. Scatter diagrams of standard deviation against mean 
on tibialis anterior tendon. B. Same cell as A. Excited by a intervals during control periods (closed circle) and during 
150-gram load on muscle tendon and inhibited simul- inhibitory nerve stimulation (open circle). (Data from 
taneously by repetitive nerve stimulation. Mean frequency Jansen et a]., 1969.) 

reduction of input-output slope during inhibition repre- 
sents a reduction of the "gain" of transmission. Inhibition 
with maintained input-output slope, on the other hand, 
does not affect the gain. Comparable effects have been ob- 
tained for both the peripheral inhibition of crayfish re- 
ceptors and lateral inhibition in Limulus eyes (Terzuolo et 
al., 1968). The behavior of motor neurons is also of in- 
terest in this connection. Postsynaptic inhibitory inputs 
always reduce the frequency of firing of these cells, usually 
without any change of slope of the input-output relation 
(Granit and Renkin, 1961 ; Granit et al., 1966), even though 
the inhibitory input commonly reduces the input resistance 
of the cell. According to Kernell (1969), the explanation is 
that the afterhyperpolarization is the dominating mech- 
anism that controls the firing frequency of motor neurons. 
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The signal transmission of the DSCT exhibits several 
properties that may also be relevant for other central ner- 
vous pathways. The most important is the wide range of 
linearity of transmission from first- to second-order neurons. 
This width of range is due to the linear current-frequency 
relation of the DSCT neurons and to the linear summation 
of their excitatory synaptic input. These properties and 
the time structure of presynaptic activity determine the 
firing pattern of the postsynaptic neuron. The particular 
firing pattern generated may significalltly improve the 
efficiency of information transfer. Postsynaptic inhibitory 
mechanisms, which partly hyperpolarize and partly re- 
duce the input impedance of the second-order neurons, 
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explain inhibitory effects o n  the signal transmission. W i t h  
its relatively simple organization and experimental accessi- 
bility, the DSCT appears t o  be a suitable system for further 
analysis o f  signal transmission in the central nervous system. 
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5 6 some Principles of Synaptic Organization 

in the Visual System 

O T T O  D.  CREUTZFELDT 

Nobody would attempt to describe and define within any practical 
amount of space the general concept of analogy which dominates 
our interpretation of vision. There is no basis for saying whether 
such an enterprise would require thousands or millions or alto- 
gether impractical numbers of volumes. Now it is perfectly possi- 
ble that the simplest and only practical way actually to say what 
constitutes a visual analogy consists in giving a description of the 
connections of the visual brain. . . . It is . . . not at all unlikely that 
it is futile to look for a precise logical concept, that is, for a precise 
verbal description, of "visual analogy." It is possible that the con- 
nection pattern of'the visual brain itself is the simplest logical ex- 
pression or definition of this principle. 

Jom VON NEUMANN 

THE PRESENTATION OF the following material and the discus- 
sion of some of its implications may be considered out of 
place within the context of "Communication and Coding 
in the Nervous System," but I selected this material with 
the notion that principles of such coding are best dem- 
onstrated by analyzing the principles of connectivity in the 
nervous system. I believe that the thoughts of John von 
Neumann, quoted above, express very well the approach I 
favor in this context. One of the main aspects of coding 
within the nervous system is the spatial arrangement of its 
elements, the relations between them, and the combination 
of signals arriving at any given ganglion cell and at groups 
of ganglion cells from the different input sources of the 
periphery. This combination of inputs is the reason for the 
apparently increasing complexity of response character- 
istics and stimulus parameters of neurons at the higher 
levels of the nervous system, and emphasizes the intimate 
link between structure and function. A further reason for 
this presentation is that one of our aims should be to dis- 
cover principles of input combinations based on mechan- 
isms that force some types of neurons into excitatory or 
inhibitory contacts with certain neurons but not with 
others. My aim is to point to some of these principles 
within the visual system, although I realize that such an 

o T T o D . c R E  u T z F E L D T Department of Neurophysiology, 
Max-Planck-Institute for Psychiatry, Munich, Germany 

analysis of the "functional Bauplan" of the nervous system 
is only at its starting point. Therefore, this aspect may be 
taken mainly as a stimulus for further research. 

One of the basic electrophysiological principles of infor- 
mation transmission is that the output discharge frequency 
of a ganglion cell is linearly related to the current passing 
across the soma membrane (Hodgkin, 1948; Jansen and 
Wallfie, this volume.) This statement is limited, however, 
because the excitability of a ganglion cell may change 
during a longer-lasting suprathreshold excitation (adapta- 
tion: ~reutzfeldt et al., 1964; Granit et al., 1963). Further- 
more, nonlinearities in the neuronal input-output relation 
may result &om nonlinear properties of postsynaptic poten- 
tial (PSP) summation and variable anatomical relationships 
between the input area (dendrite) and the trigger zone. 

Methods 

The experiments were done on cat retina, lateral genialate 
body, and visual cortex (area 17). In all cases the animals 
were fixed in a head frame and faced a tangent screen placed 
1 meter from the eye. The pupils were dilated with syneph- 
rine-atropine and the corneas were covered with contact 
lenses of 0.00, +1.0 or +1.5 diopter. We  conducted the 
retinal experiments under a continuous NtO-anesthesia, 
most of the geniculate experiments after a single Nembutal 
injection of 30 mg/kg, and the cortical experiments after 
ether anesthesia. In all experiments we anesthetized the 
fixation points and wounds locally. A Flaxedil-curare 
mixture was applied continuously through an intravenous 
cannula. Body temperature and artificial respiration were 
controlled carefully. 

Retinal activity was recorded from single optic-tract 
fibers with stereotactically introduced steel or tungsten 
electrodes. Geniculate and cortical units were recorded with 
glass micropipettes in an intracellular or "quasi-intracel- 
lular" electrode position. In all cases, only the skull and the 
dura were removed, at the place of electrode introduction, 
and during recording the hole in the skull was covered 
around the electrode. 

Light stimuli of varying form, intensity, and exposure 



frequency were projected on the tangent screen. Such pro- 
jection could be done by computer-controlled stimulators 
and with on-line computer analyses of the responses during 
the experiments, or with a separate programing device and 
off-line analysis via tape recording. On-line analysis was 
done with an IBM 1130 system developed in our laboratory 
(Farber and Probst, 1968) ; off-line analysis, either with the 
IBM 1130 or with a CAT 1000. Photographic recordings 
could be taken from the tape. 

Results 

FUNCTIONAL ORGANIZATION AT THE RETINAL LEVEL 
The retina performs linear and nonlinear operations. I 
describe some of these and, by using appropriate experi- 
ments as examples, try to localize them within the different 
layers. Figure 1 is a schematized drawing of the different 
levels of the retina. The structure, as revealed by anatomical 
work (Polyak, 1941 ; Dowling and Boycott, 1966; Boycott 
and Dowling, 1969; Brown, 1965; Brown and Major, 
1966; Leicester and Stone, 1967), suggests that the activity 
of many receptors is integrated by one bipolar cell, and that 

several bipolar cells converge on one ganglion cell. Only 
relatively few bipolar and ganglion cells have an anatomical 
arrangement compatible with the one-to-one connection 
between a single receptor and a single ganglion cell as found 
in the primate retina (Boycott and Dowling, 1969). We 
have never recorded from cat ganglion cells, the properties 
of which suggested such a one-to-one relationship with only 
one receptor. Hence, all ganglion cells whose properties are 
discussed sum activity from many receptors. In what fol- 
lows, I am assuming that more than one bipolar cell is in 
contact with each ganglion cell. 

The summation area of a ganglion cell is called its recep- 
tive field center (RFC). It is surrounded by an area (the re- 
ceptive field surround [RFS]) the stimulation of which leads 
to an eflect that is the reverse of the center-stimulus effect. 
Excitation of receptors within the RFC may lead to an 
excitation of the underlying ganglion cell (on-center cells) 
or to an inhibition (off-center cells). In the latter case, the 
darkness after the light stimulus leads to an acceleration. 

Let us assume that the size and shape of a ganglion cell 
RFC are determined by the distribution of its dendrites. 
Anatomical studies show that the distribution is in one plane 

Bipolar cells 

Linear transfer at low, 

Nonlinear summation of 
receptor output (?) 

Ganglion cells Nonlinear representation 
of area due to unequal 
dendritic density within 
the receptive field center 
and nonlinear summation of 
excitatory signals in the dendrites 

Linear transfer through the ganglion cell, 
but nonlinear output of retina 

FIGURE 1 Schema of the retina. The integrative and transfer tical arrows: Input into and transfer through the various 
hctions of the different levels are described at right. Hori- elements. (See text.) 
zontal arrows: Spatial integration, interaction, or both. Ver- 



(Figure 2A) and that the dendritic "domains" are almost 
round (Brown, 1965; Brown and Major, 1966; Leicester 
and Stone, 1967), with diameters of between 8OP and goop, 
as determined from Golgi impregnations. These correspond 
to visual fields of about 0.5 degree to 4 degrees in diameter 
(Leicester and Stone, 1967). 

Let us further assume that each receptor that lies above 
a dendritic branch of an on-center ganglion cell has an 
excitatory contact with the latter (through a bipolar cell, of 
course), and that synapses are distributed nearly uniformly 
along the dendrites. The sensitivity of that ganglion cell to a 
small stimulus within its RFC should be determined not by 
the total number of receptors illuminated but by the num- 
ber of illuminated receptors that are in contact with the cell 
(Figure 2B-D). The spatial sensitivity of retinal ganglion 
cells should then be a function of the spatial density of their 
dendrites. 

If one measures the area density of ganglion-cell dendrites 
within small areas at variable distances from the soma, one 
gets curves that are similar to, although somewhat more 
irregular than, the sensitivity distribution as determined in 
the physiological experiment (Figure 3). The differences can 
be corrected either by introducing a factor which takes into 
account the electrotonic attenuation of excitatory post- 
synaptic potentials (EPSPs) along the dendrites, or by 
assuming that each bipolar cell makes several contacts with 
one dendritic tree within the area of the domain of bipolar 
branching (20~-40~  in diameter, Leicester and Stone, 1967), 
or by both. At the periphery of the domain of a dendritic 
tree, only few or one contact with the bipolar cells situated 
there can be expected. The effect of electrotonic attenuation 
can be estimated by the weighting factor g(x) = & 
in which x is the dendritic length and X the length constant 
(Creutzfeldt et al., 1968). For a dendritic length constant of 
100~-150p, the curves expected theoretically, based on his- 
tology, are virtually identical to experimental sensitivity 
curves (Figure 3, page 634). 

This model can be tested. If a logarithmic summation of 
light quanta in the receptor-bipolar cell complex and a 
linear summation of excitation at the ganglion cell are 
assumed, the response (R) of the ganglion cell is related 
to the intensity (I) of a stimulus at different locations within 
the receptive field by R = c.f(l/r).log I. The factor f(l/r) 
depends on the dendritic density and the electrotonic at- 
tenuation as a function of the stimulus distance (r) from the 
RFC middle. In a semilogarithmic plot, the slope of the 
response-intensity curves should then vary according to the 
factor f(l/r). Figure 4 shows that within a distance of 1 
degree from the middle of the receptive field the slopes are 
identical, indcating only small changes of f(l/r) in this part 
of the RFC. At greater distances the curves are more hori- 
zontal, indicating a decrease of f(l/r). 

As suggested by the PST histograms and as discussed else- 

where, this effect can hardly be due to increased lateral in- 
hibition from the surround. It agrees with the model and 
indicates fewer excitatory contacts at the periphery of the 
RFC than within its center. The plateau in the middle of 
the RFC (which is also found in the threshold experiments 
of Cleland and Enroth-Cugell, 1968) supports the view that 
here the overlap of bipolar branches compensates for elec- 
trotonic attenuation. The dendritic density in this central 
part of the RFC does, in fact, change relatively little, as 
shown in Figures 2 and 3. 

If the ganglion cell should sum excitatory inputs linearly, 
one would expect that the response to round stimuli con- 
centric to the RFC would be identical to the sum of re- 
sponses to small spots of light within the larger stimulus 
area. They should then be proportional to the spatial 
sensitivity distribution along the radius. Such is, in fact, the 
case for stimuli that are close to threshold (Cleland and 
Enroth-Cugell, 1968) and for weak suprathreshold stimuli, 
as shown in Figure 5 (circles in A). The plateau of the sen- 
sitivity curve of most neurons near the center of the RFC 
explains that, for a restricted central area of the receptive 
field, Ricco's law (I X A = constant) is applicable. But if 
stronger stimuli are used, the ganglion-cell responses are 
considerably smaller than those calculated (Figure 5, page 
636, triangles in A), indicating a nonlinear summation of 
excitation signals within the ganglion cell. One can investi- 
gate this result further by recording the responses to stimuli 
of variable diameter and intensity. 

If the excitatory signals arriving at the ganglion cell were 
proportional to log I and were summed up linearly, the 
responses (R) should be of the form R = f(A) X log I. As in 
the first experiment, the slope of the intensity-response 
curves in the log plot should change considerably with the 
stimulus area (A). But such is not the case, and the slopes 
rise only slightly with increasing area (Figure 6, page 637). 
A completely parallel course of the intensity-response curves 
would suggest a logarithmic summation of incoming 
signals in the ganglion cell, whether they result from in- 
crease of area or increase of intensity. The ganglion-cell 
response would correspond to R = c X log (I X A) = c X 
(log I + log A), which would imply a linear signal trans- 
mission in the receptors. The light flux I X A for evoking - - 
equal responses at different intensities and stimulus areas 
should then also be equal. Consequently, Ricco's law would 
also be applicable to suprathreshold stimuli. 

Such a possibility is also excluded. The equal-response 
lines (broken lines in Figure 6), which would be parallel to 
the 45-degree lines (that correspond to log I + log A = 

constant), become more horizontal as the responses become 
larger, which indicates a higher efficiency of a low-intensity 
stimulus which covers a large area, than that of a high- 
intensity stimulus which covers a small area. Hence, the 
receptor-bipolar complex is more sensitive at low than at 
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FIGURE 2 Dendritic density of retinal ganglion cells. A. 
The dendritic field of a rat retinal-ganglion cell, seen from 
above. The numbers on the dendrites indicate the depth in 
microns from the inner retinal surface. Golgi-Cox prepara- 
tion (Brown, 1965). B. Dendritic field of cat retinal-ganglion 
cell (Brown and Major, 1966). A grid is projected over the 
dendritic tree. Each square corresponds to the area of about 
four receptors. Whenever a dendrite passes through a quar- 
ter of one square (receptor), a dot is made. The small and 
large circles indicate the retinal areas covered by light spots 

in the following experiments. C. Number of "dendrite-re- 
ceptor crossings" (ordinate, see B) which are covered by the 
small circles (simulated light stimuli) at different distances 
from the center of the receptive field (abscissa). Solid line: 
Simulated "stimuli" along the horizontal axis. Broken line: 
Simulated stimuli along the vertical axis. D. Cumulative 
number of dendrite-receptor crossings (ordinate) covered by 
disks (stimuli) of increasing radius (abscissa). The straight 
line represents the increase in stimulus area. (From Creutz- 
feldt et al., 1968.) 
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FIGURE 3 Response profile (A, B) and dendritic- 
density distribution across the receptive field of 
retinal ganglion cells. A, B. Responses of retinal 
ganglion cells to small suprathreshold spots of light 
(diameter 10 min Q )  shone into different parts of the 
receptive field along one axis of the receptive field. 
Ordinate: Discharges per second during the first 120 
milliseconds of the response. A. On-center neurons. 
B. Off-center neurons. Below each set of curves are 
indicated the mean RFC diameters of 19 retinal on- 
center and 13 retinal off-center neurons, as deter- 
mined from the sensitivity curves. C-F. The den- 
dritic-density distribution of four retinal ganglion 
cells as determined by the method explained in Figure 
2B and C. The diameter of the simulated stimuli cor- 
responds to that of the stimuli used in the experi- 
ments of A and B. Distance from middle of RFC is 
on the abscissa (values in F). The counts were done 
on Golgi preparations of  retinal-ganglion cells (C- 
E), published by Brown and Major (1966), and (F) 
Leicester and Stone (1967). The upper curves in each 
diagram represent the original counts of dendritic 
receptor crossings; the two inner curves are the 
result of weighting the counts according to dendritic- 
length constants (A) of 200 and 100 (see text). (From 
Creutzfeldt et al., 1968.) 
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FIGURE 4 Intensity: response relationship in different parts 
of the receptive field. Cat retinal ganglion cell. Ambient 
light 2 x lo-' cd/m2. Above: PST histograms resulting 
from stimuli at different positions within the receptive field 
(see map above diagram) and at different intensities as indi- 
cated on top of the PST-histograms. Stimuli last from 0.5 to 
1 second on the abscissa. Bin width, 10 milliseconds. Right: 
Response - intensity plots for the initial response during the 
first 50 milliseconds of response. The numbers on the lines 
indicate the location of the stimulus within the RFC; 
stimulus 1 in the map corresponds to the middle of the RFC. 
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high light intensities, and thus does not transmit the intensi- 
ties linearly. At the largest stimulus diameter, the equal- 
response lines turn upward toward higher light intensities, 
because the peripheral parts of these large stimuli already 
cover receptors that are not in excitatory contact with this 
ganglion cell. 

The spatial sensitivity distribution and the area sum- 
mation experiments suggest more than one mechanism 
for nonlinear signal summation within the RFC: (1) non- 
linear signal summation in the receptors; (2) nonlinear sen- 
sitivity distribution of ganglion cells because of their 
dendritic geometry ; and (3) nonlinear summation of excita- 
tory signals in the ganglion cell. If our earlier statement on 
linear transmission of ganglion cells is also valid for retinal 
ganglion cells, we would have to locate the nonlinearity in 
the dendrites: simultaneous excitation of many neighboring 
synapses might lead to conductivity changes of the den- 

dritic membrane and thus to nonlinear input-output sum- 
mation properties. Another possibility of nonlinear trans- 
mission within retinal ganglion cells was discussed by Stone 
and Fabian (1968), who assumed that the relative refractor- 
iness of the initial segment increases the threshold for as long 
as 20 milliseconds. As yet we have had no indication that an 
active inhibitory process peripheral to the ganglion cell is 
responsible for the nonlinear signal transmission in the 
RFC, as was suggested by Biittner and Griisser (1968). 

So far, I have discussed retinal nonlinearities caused by 
retinal-cell geometry and by nonlinear summation ofexcita- 
tory signals in receptors and ganglion-cell dendrites. A 
further nonlinearity of spatial and intensity transfer is 
brought about by lateral inhibition from the receptive-field 
surround. I shall not go into the problem of lateral inhibi- 
tion and contrast perception, as this is discussed elsewhere 
(Reichardt, this volume; for further information, see 

FIGURE 5 Experimental responses of a cat retinal-ganglion 
cell to stimuli of variable diameter (closed symbols) com- 
pared with expected responses (open symbols) calculated 
from the sensitivity distribution in different parts of the 
receptive field (figure on right). A. Responses (discharge 
rate during first 100 milliseconds of response, ordinate) as 
function of stimulus diameter (in minutes of arc, ordinate) 
at low intensity (closed circles) and high intensity (closed 
triangles). The two intensities A1 are indicated on the side. 
Open circles: Expected responses for low intensity as calcu- 
lated from the sensitivity distribution shown in B and from 
the response to the smallest spot. Open triangles: Expected 

responses to high-intensity stimuli. The response to the 
largest stimulus is taken as the basis for calculation of the 
lower curve, and the response to the smallest spot is taken as 
the basis for the upper curve. B. Sensitivity distribution as 
determined by responses (ordinate, discharge rate during 
first 100 milliseconds of response) to small spots (10 minutes 
in diameter) shone into different parts of the receptive field 
(abscissa, distance from middle of RFC). The diagram shows 
the average of four stimulus series along different axes 
through the receptive field. This explains the regular 
"pyramidal" shape of the sensitivity distribution. 
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FIGURE 6 Effect of increase of stimulus intensity and size on 
response of a retinal on-center ganglion cell of cat. These 
response-intensity plots are for spots of light with various 
stimulus diameters concentric to the RFC. Each open circle 
is the average from 10 stimulus applications (discharge rate 
during first 50 milliseconds of response). Abscissa is the log 
of the intensity, and the discharge rates are plotted against 
variable linear ordinates the zero points of which, for each 
stimulus size, are at the intersection of the broken lines with 
the vertical log-A axis. This intersection also indicates the 
logarithm of the surface (log area) of the stimulus with 
which the connected stimulus-response curve was made. 
The numbers 20 to 260 are discharge rates. The thin lines 

Ratliff, 1965). Another effect of lateral inhibition in the 
retina is that it controls the background activity of on-center 
neurons at various light intensities. If diffuse light is shone 
on the retina, the discharge rate of on-center units increases 
and that of oft-center units decreases only when relatively 
low intensities (le4 to lop5 cd/m2) are used, i.e., only in the 
scotopic and lower mesopic range. At higher intensities, 
many on-center cells are slowed, whereas only a few are ac- 
celerated up to values of 1 0 4  to 1 e 2  cd/m2 (candella per 
square meter) and then level o E  This variable behavior 
results from the strength of the inhibitory surround, which, 
if strong, will slow the neuron discharge. Because on-center 

connecting equal abscissa and ordinate values represent the 
log I + log A = constant, and therefore respond to Ricco's 
law (I x A = constant). The thicker lines, which have 
negative slopes and go from 40 to 260 per second, connect 
equal responses of the different stimulus series. These lines 
run roughly parallel to log I + log A = constant for only 
small responses (e.g., 40 and 60), but not for larger ones 
(e.g., 160 and 180). Those, being more horizontal, indicate 
that at larger diameters less intensity is needed to produce 
a given response than at small diameters. Only at the largest 
diameter (top curve) do the equal response curves turn up 
again because the stimulus is larger than the RFC. 

neurons increase their maintained discharge rates only up to 
intensities of 1 e 2  cd/m2 and decrease at greater intensities 
and because most off-center units are completely inhibited 
above a light intensity of lop3 to lop4 cd/m2, a decrease of 
the mass activity in the optic tract results, as Arduini and 
Pinneo (1962) observed by using large electrodes. This 
makes one doubt that the perception of ambient light is 
transmitted by the increased firing frequency of a large 
neuronal population. 

Finally, if retinal transfer functions are discussed, the 
regulation of retinal sensitivity due to adaptation must be 
included. In the photopic range, the adaptation is mainly 



photochemical and is proportional to the amount of 
bleached photopigment. In the scotopic and mesopic range, 
a neuronal adaptation mechanism has been proposed (Rush- 
ton, 1965). It is assumed that the excitation of the receptors 
is pooled and changes the gain of the receptor-bipolar signal 
transmission. Recent measurements of this gain control 
showed that it is not proportional to the intensity I of the 
adapting light, but to In (with a mean value of n = 0.6; 
Sakmann and Creutzfeldt, 1969). In the scotopic-mesopic 
range, the sensitivity of the retina does not, therefore, de- 
crease in proportion to I as implied in the Weber-Fechner 
law (AI/I = constant), but to 1°.6. The Weber-Fechner rela- 
tion is found only in the photopic range with photochemi- 
cal adaptation. 

The localization of the neuronal adaptation mechanism 
can only be approximated: if one plots the response of a 
ganglion cell to small light stimuli shone into the center of 
the receptive field against the logarithm of intensity, the 
result is a straight line over an intensity range of about 1.5 
log units. It levels off at the lower and upper limits because 
of the retinal threshold sensitivity and the maximum dis- 
charge rate that a ganglion cell can maintain for a certain 
length of time (initial 5k100 milliseconds of the response). 
The curves obtained at different (scotopic and mesopic) 
adaptation levels run parallel, but the intensity range of the 
ganglion-cell response from threshold to the upper limit 
(1.5 log units) is independent of adaptation (Figure 7). The 
response (R) versus intensity (I) curves are described by R 
= a X log I; a determines the slope of the curves and is 
independent of the adaptation level. Therefore, the gain- 
control mechanism must be situated peripherally from-or 
in the same-elements in which the logarithmic summation 
of light intensity takes place. If the log transformation of 
intensity takes place in the receptors, adaptation must 
directly influence the gain of the receptors. It could be 
localized either within the receptors themselves or in such a 
way that it could change receptor sensitivity by a feedback 
control through the horizontal cells. But if the nonlinear 
summation of the retina is largely a function of the ganglion 
cells, the gain-control mechanism may be localized any- 
where between the receptor and the input site of the gan- 
glion cell. 

Figure 7 also demonstrates the improvement of relative 
sensitivity at higher adaptation levels. Two lines are drawn 
through the responses at equal AI/I fractions. If the sensi- 
tivity AI/I would not change, the lines should be parallel 
to the abscissa, but, in fact, they show an inclination. 

From the experiments reported, it is clear that the retina 
is a nonlinear signal transmitter, although under certain con- 
ditions and within certain limitations, linear behavior can be 
demonstrated (Hughes and Maffei, 1966). I have tried to 
demonstrate how the different components of these non- 
linearities might be analyzed, and even tentatively be local- 

ized, in the different levels of the retina, as shown in Figure 
1. As yet, we cannot localize some mechanisms satisfacto- 
rily. Whether this is because of an incorrect model or a 
combination of similar mechanisms at different levels must 
be determined by further experiments. 

Synaptic organization oftransmission in the lateral 
geniculate body (LGB) 

Synaptic organization in the LGB differs from that in the 
retina. Here, the retinocortical flow is interrupted by relay 
cells, and retinocortical impulses come under the influence 
of activity from other brain structures, as well as under 
some inhibitory influence from the contralateral retina. I do 
not discuss this latter aspect here (for further references, see 
Creutzfeldt and Sakmann, 1969); we shall deal mainly with 
the organization of the retinocortical relay. 

Receptive fields of geniculate cells differ little from those 
of the retina (Hubel, 1963), especially the receptive-field 
centers, which, in our experience, are the same size as those 
of retinal ganglion cells. If one records intra~ellularl~ or 
quasi-intracellularly from geniculate relay cells, one can 
isolate single EPSPs (McIlwain and Creutzfeldt, 1967). 
These EPSPs are of large amplitude (up to 5-10 mV) and of 
equal shape. Their amplitude variation is within the limits 

9.10-' 9.10-~ 9.10-3 9.10-2 9 .lo-' 9 

Test-spot light ( c d / r n 2 )  

FIGURE 7 Intensity-response plots of a retinal on-center ganglion 
cell at different adaptation levels. The response (ordinate) is the 
discharge rate during the first 100 n~illiseconds. The intensity of the 
test spot is shown on the abscissa. The spot (10 minutes in diameter) 
is shone into the middle of the RFC.   he numbers on the response- 
intensity curves indicate the exponent of the brightness of the 
adapting light (-5 means adapting light = lop5 cd/m2). The two 
lines through the plots are drawn through points of equal AI/I. If 
AI/I results in a constant response (Weber's law), the lines should 
be horizontal. See text for fbrther details. (After Sakmann and 
Creutzfeldt, 1969). 



that can be attributed to the fluctuations of the membrane 
potential (see Figure 8). Their frequency during spontaneous 
and evoked activity is equal to that found in single retinal 
ganglion cells under the same conditions. From these and 
other findings, we concluded that one geniculate relay cell 
receives its specific retinal excitatory input from only one 
optic-tract fiber (Creutzfeldt, 1968a; Singer and Creutz- 
feldt, 1970). Because optic-tract fibers divide into several 
branches before they terminate in brushlike endings (Guil- 
lery, 1966), the implication is t h a t a t  least in the foveal and 
parafoveal area-one tract fiber must innervate several 
relay cells and that the number of relay cells should be 
greater than the number of optic-tract fibers (for further 
discussion, see Singer and Creutzfeldt, 1970). 

Electrical stimulation of the optic tract reveals that on- 
center as well as off-center fibers primarily excite LGB relay 
cells (Fuster et al., 1965). This excitatory contact must be 
very powerful, as suggested by the large amplitude of the 
EPSPs. The anatomical basis of such synaptic connections 
has been described by Szentdgothai et al. (1966). The 
significance of such a synaptic organization for information 

transmission is obvious. The duration of one EPSP is about 
20 milliseconds (with an early linear decay), and the thresh- 
old of the cell is about twice the amplitude of an EPSP. 
Therefore the probability of a threshold depolarization de- 
pends on the EPSP rate and pattern, as is shown schemat- 
ically in Figure 9, in which a random discharge rate of the 
afferent fiber (input) that elicites the EPSPs is assumed. Such 
a distribution is found in the optic tract (Herz et al., 1964). 
The input-output relationship depends on the mean dis- 
charge rate of the afferent fiber and improves as the latter 
increases (Figure 9A-C). Also, the transmission latency de- 
creases with the discharge rate (Figure 9D). Above a maxi- 
mal input rate, the output frequency of the cell is limited by 
its own maximal firing rate. Therefore, the transinforma- 
tion of such a transmitting system is optimal at an inter- 
mediate discharge rate of the afferent input. The synaptic 
"noise" at a lower frequency is not transmitted. 

The receptive field of geniculate relay cells has a power- 
ful inhibitory surround, both because of the relative lack of 
excitation during illumination of the surround area of the 
retinal afferent fiber and because of an active inhibition 

FIGURE 8 EPSPS from one optic-tract fiber in a lateral ge- against relative membrane potential (abscissa) at the start of 
niculate relay cell (on-center cell). Cat, Nembutal. Inset the EPSP. The membrane potential was measured relative 
shows original record from a quasi-intracellular recording. to the resting level as shown in the record. Closed circlcs, 
The horizontal line through the record indicates the resting EPSPs during darkness; crosses, EPSPs during light stimu- 
potential (membrane potential when no PSP activity is lation. (Courtesy of Dr.W. Singer.) 
present). Diagram: Amplitude of EPSPs (ordinate) plotted 
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FIGURE 9 Schematic drawing of input-output relation of a (A), but long compared with the average interval at high- 
cell that receives its excitatory input from one fiber. It is as- discharge rate (C). D. 1nput:output latency as a function of 
sumed that the fiber discharges at irregular intervals and discharge rate of the fiber response. (From Creutzfeldt, 
that the duration of the EPSP is short in relation to the 1968b.) 
average interval when the discharge rate of the fiber is low 

(McIlwain and Creutzfeldt, 1967). An analysis of this in- 
hibitory input showed that LGB on-center cells are in- 
hibited by off-center neurons and off-center cells by on- 
center neurons (Singer and Creutzfeldt, 1970). This con- 
clusion is based mainly on the amplitudes and latencies of 
the inhibitory and excitatory components, seen after focal 
stimulation in different parts of the receptive field. This 
analysis suggested the model of LGB synaptic organization 
that is shown in Figure 10. It is not clear whether the in- 
hibitory input comes directly from retinal on-center or off- 
center fibers or from geniculate relay cells via recurrent col- 
laterals. Electrical stimulation of the optic radiation shows 
that recurrent inhibition exists in the geniculate, and the 
computer simulation of the geniculate responses gave the 
best results if recurrent inhibition was assumed. But evi- 
dence is not yet sufficient for hypothesizing exclusively a 
recurrent mechanism. A simulation is shown in Figure 11. 

The model suggests an important principle of synaptic organiza- 
tion in the LGB. On-center cells of the LGB receive excitatory in- 
put only from on-center fibers of the optic tract and inhibitory 
input only from the off-center fibers, which implies a high degree 
of specificity in the selection of afferent connections. The same is 
true of off-center cells, which receive excitation exclusively from 
off-center fibers and inhibition from on-center fibers. This speci- 
ficity suggests that the contact of a geniculate relay cell with one 
type of afferent fiber (on or off) may determine the cell type and 
therefore render it selective for further contacts with fibers (inter- 
neurons or recurrent collaterals) of another type. A chemical deter- 
mination of this selectivity could be an attractive approach for 
verification. 

It is not obvious how this synaptic organization of the 
LGB aids in information transmission. Some functions 
may be discussed. The active inhibition guarantees a 
cut-off of nonspecific, and perhaps corticofugal, excitatory 

FIGURE 10 Schematic drawing of the synaptic organization 
in the LGB. A. On-center cell. B. Off-center cell. Top: 
Sketch of the assumed synaptic connection. The on-center 
cell is shown receiving excitation from one retinal on-center 
ganglion cell, and inhibition from a number of off-center 
ganglion cells. Possible inhibitory interneurons were omit- 
ted for simplicity. Mutatis mrrtandis for the off-center LGB 
cell in B. The black spots in the receptive field of the LGB 
cells indicate the positions of light stimuli shown below. 
Lower part: Responses of the assumed input fibers. A. Exci- 
tation of the on-center fiber leads to EPSPs; excitation of 

off-center fibers leads to IPSPs. The approximate sum of 
EPSPs and IPSPs at the different positions of the stimulus is 
shown in the smooth curves below the semischematic draw- 
ings of fiber activity. B. Off-center cell. Activation of the 
retinal off-center fiber leads to EPSPs; activation of on- 
center fibers to IPSPs. Bottom: Light stimulus. The vertical 
lines show the latencies of the various responses (short- 
latency excitation at light on in A and at light off in B ; short 
latency inhibition at light off in A and at light on in B; and 
so on). (From Singer and Creutzfeldt, 1970). 
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FIGURE 11 Simulation of the response of an on-center cell of the Figure 10 and drawn schematically in C. The excitatory input is 
LGB to light spots shone into different parts of its receptive field. the activity of one retinal on-center ganglion cell. The inhibitory 
A. Original averaged responses recorded with a quasi-intracellular input is the weighted sum of four geniculate off-center cells 
electrode. The stimulus positions I-V (top to bottom) correspond (broken lines in C). Same time scale in A and B. (From Singer and 
to the sketch in C. The responses are averaged from 10 identical Creutzfeldt, 1970). 
stimuli. B. Simulated responses based on the model shown in 

influences when light is not shone into the RFC. Further- 
more, an improvement in the discrimination of successive 
brightness contrasts could result from the diminution of 
inhibition simultaneously with the increase of excitatory 
input (disinhibition). N o  significant improvement of spatial- 
contrast discrimination, however, is brought about by the 
proposed mechanism. 

Cortical synaptic ovganixation 

In the visual cortex we find yet another principle of synaptic 
organization. Again one must distinguish between the pri- 
mary afferents (geniculocortical pathway or optic radia- 
tion) and those from such other origins as other cortical 
areas, other visual structures, and nuclei not primarily con- 
cerned with vision ("nonspecific" systems). Only the pri- 
mary specific input is considered here. 

Cortical EPSPs are much smaller than geniculate relay 
cell EPSPs, which are about half of the threshold. The on- 
going synaptic bombardment, present without stimulation, 
keeps the membrane potential fluctuating between 5 and 10 
mV below threshold and only rarely reaches the latter 

(Creutzfeldt and Ito, 1968). For this reason, the "spontane- 
ous" rate of most cortical cells is low. If an excitatory af- 
ferent fiber is activated by light, the temporal summation to 
reach threshold takes 30-60 milliseconds, even if the fiber 
discharges as fast as 150 to 200 times per second. Thus, 
the response latency to a light stimulus does not say much 
about the number of synapses lying between the afferent 
fiber and the cortical cell. Because various afferents with 
different functional properties converge on single cortical 
cells, stimuli in different parts of the receptive field may 
result in excitation, inhibition, or disinhibition. The time 
course of this disinhibition is even slower than that of 
direct excitation. The question of linear or nonlinear trans- 
mission of cortical cells is of little significance in the context 
of the organization of their synaptic input. A linear relation 
between membrane potential and discharge frequency is 
also of minor importance for transfer properties of cortical 
nerve cells, because nonlinear interaction of EPSPs and 
IPSPs must be expected on the dendrites in a manner that so 
far has defied a simple experimental or theoretical approach 
(Creutzfeldt et al., 1969). 

The many receptive-field shapes of neurons in the pri- 



mary visual cortex (Hubel and Wiesel, 1962, 1968) are 
caused by the numerous combinations of afferent fibers 
impinging upon them. ~ntracellular recordings show that 
excitation or inhibition of cortical neurons may originate 
from geniculate on-center or off-center fibers (Creutzfeldt 
and Ito, 1968). The question of whether the inputs are 
monosynaptic or polysynaptic remains open. The input 
combinations of excitatory and inhibitory on-center and 
off-center fibers varies fi-om cell to cell, but nearby cells 
often have a similar or an identical input. 

Figures 12 and 13 show examples of the intracellular 
analysis of the receptive fields of two cortical cells. In the 
cell in Figure 12, the central excitatory field (stimuli 3,4, 8, 
14) is flanked by two inhibitory fields (stimuli 1, 2, 6, and 
10, 11). The excitatory field is caused by the excitatory in- 
put from an on-center fiber, the inhibitory fields by the 
inhibitory inputs from two on-center fibers with different 
receptive-field centers. The responses of this cell could be 
simulated in a computer model (Figure 12D) when only 
these three input fibers with the field centers a, b, and c, 
as shown in the stimulus map, are assumed. This cell would 
respond maximally to a horizontal bar of light that does not 
touch the inhibitory flanks. 

Figure 13 shows the more complicated field of a neuron 
that was directionally sensitive to movement. The excita- 
tory responses were maximal to stimuli 12, 13,6, and 7. In- 
hibitory-on responses were elicited from areas 10 and 11, 
and a less powerful excitatory-on response, interrupted by 
a strong inhibition, from area 9. The functional behavior of 
this neuron, in spite of its complexity, could be simulated 
when the convergence of two excitatory on-center fibers 
with centers between stimulus 12 and 13, an inhibitory on- 
center fiber with a center between 10 and 11, and an 
excitatory off-center fiber with its center in the lower left 
quadrant of the stimulus map are assumed. This neuron 
responded best to a stimulus moving from right to left 
(Figure 14, page 646). When the stimulus was moved from 
left to right, inhibitory potentials (arrow in C) from the in- 
hibitory-on area near 11 interrupted the excitation brought 
about by the excitatory field between 12 and 13. In many 
cells, however, the directional movement sensitivity was the 
result of excitatory connections with off-center fibers; the 
sensitivity was maximal when a dark stimulus entered the 
field and when a light stimulus left the field of this off- 
center input. 

The most interesting conclusion of our intracellular 
analysis was that the responses of most simple visual cortex 
cells (Hubel and Wiesel, 1962) could be explained by the 
convergence of only a few afferent fibers with relatively 
simple response patterns, i.e., probably of direct geniculate 
origin. Often the resulting fields were such that lines of 
light in a certain direction were maximally effective (as 
most neurons in the studies of Hubel and Wiesel, 1962 and 

1968). The exact anatomical basis of such an organization is 
still uncertain, as we cannot say from which cell type 
(pyramidal or Golgi cells) the records were taken. In any 
case, it indicates that a few afferent fibers provide the major 
synaptic input and, thus, the basis for the functional be- 
havior of cortical cells. On the other hand, the similarity of 
certain aspects of some central receptive fields with regard 
to stimulation of both eyes (especially the responses to 
moving stimuli, as shown by Bishop, this volume) sug- 
gests that the selection of a limited number of afferents may 
not be the only determinant of the functional organization 
of cortical cells, because it would then be necessary to make 
the improbable assumption that the same types of afferents 
from both eyes are selected by the same cells. The "modu- 
lar shape" of the dendritic tree of these neurons may also 
play a role. Further experimental data are necessary before 
such questions can be clarified. 

Intracellular analysis of visual cortex cells has led us to 
the following conclusions (Creutzfeldt and Ito, 1968; 
Creutzfeldt, 1968b): The combination of inputs to a cell 
explains the existence of certain "optimal" stimulus shapes. 
The number of stimuli influencing each cortical cell and the 
variability of receptive fields in different cells make un- 
likely the hypothesis of an organization in which one par- 
ticular cell "recognizesw a specific pattern, i.e., acts as a line, 
movement, or directionalit~ detector, and conveys this 
information to the next group of neurons. It is true that, at 
first glance, this organization suggests a decoding mechan- 
ism with separate, well-defined functions for different cell 
groups. However, the within-cell and between-cell variety 
of functional combinations is difficult to force into such a 
scheme, and if the living cortex actually operated in this 
manner the available information "seen" by the eye would 
be reduced considerably. In fact, computers with pattern- 
recognition programs based on such concepts "recognize" 
very little. In short, we are unable to interpret the functional 
organization of the visual cortex in terms of behaviorally 
relevant information analysis. We know only that the 
cortex is necessary for visual-pattern analysis, but we lack 
sufficient knowledge about the behaviorally important 
signals extracted and transmitted by the visual system and 
about what actually "reaches" the animal. 

Summary 

This paper discusses some principles of synaptic organiza- 
tion in the retina, the lateral geniculate body (LGB), and 
the visual cortex and their implications for the transfer 
properties of the various parts of the visual system. 

The supported view is that the receptive-field center of a 
retinal on-center ganglion cell is determined by the dis- 
tribution of its dendrites. The sensitivity distribution within 
the receptive-field center corresponds to the distribution of 



- 
500 m s u  

10 Ol f fur  
5 

nscc 

Simulation 
29V6?/L 

0- 500 msec 

FIGURE 12 Response of a cortical cell (area 17) to spots of histograms of some stimuli. D. Computer simulation of the 
light shone into different parts of its receptive fields. A. Av- cell responses, based on the assumption that the excitatory 
eraged slow potential responses (sum of EPSPs and IPSPs) input comes from one geniculate on-center fiber situated in 
from 10 successive stimuli shone into different parts of the A on the B diagram, and the inhibitory input from two 
receptive field. The numbers on the records correspond to geniculate onxenter fibers situated in B and C. (After 
the stimulus positions on the stimulus map in B. C. PST Creutzfeldt and Ito, 1968.) 



B 

": "i off 

.5 t 1 

. . . . . ' .  . . . I . ' !"A"'!" . '  
101 

.5. 
2 

1.0- 
I "  

.5- I I , ,I.: . . . . . d 

3 

r : ,  / , '  
1.0 I 

.5 
L 

I, I 
I '  Disch./lO msec/st im. 

11 on 

I 
, ! An: : I. I i  

1.0 13 
.5 10 - 

I ._ 5 - 
II 11 

10 2 3 10- 
.5 .5- 

7 
\Ill I . ..I . I.. " ' " ' I "  ,,y. . * - - * 

0 100 200 300 400 500 600 700 8OOmsec 0 100 200 300 U 0  500 600 700 BOOmsec 

FIGURE 13 Responses of a cortical cell (area 17) to spots and of IPSPs and EPSPs) to 10 stimuli. The numbers on the re- 

bars of light shone into different parts of the receptive field. sponses correspond to the stimulus numbers in the map (C). 

The cell is movement-sensitive with directional preference B. PST histograms of some stimuli. (From Creutzfeldt and 

(see Figure 14). A. Averaged slow-potential responses (sum Ito, 1968.) 



200 msec 

FIGURE 14 Movement response of the cell shown in Figure stronger for these movements than during movement in 
13. In A (slow recording speed) and C (fast record), the the other direction (A and C), because IPSPs (arrow in C) 
stimulus moves from left to right (the numbers below the interrupt the excitatory response. Note different time scale 
record correspond to the stimulus positions in the stimulus in A and B from that in C and D. (From Creutzfeldt and 
map of Figure 13). In B (slow record) and D (fast record) Ito, 1968.) 
the stimulus moves from right to left. The response is 

dendritic density. It is suggested that synaptic contacts be- 
tween bipolar and ganglion cells are made by chance, i.e., 
whenever a bipolar-cell "axon" meets a ganglion-cell 
dendrite. A morphological model based on this assumption 
is suggested, and simulation of responses to light stimuli are 
demonstrated and compared with experimental data. Ex- 
citation is not summated linearly within the receptive-field 
center. Possible mechanisms for this are discussed, and ex- 
periments are described. Nonlinear signal summation takes 
place in the receptor-bipolar complex and, because of 
electrotonic spread and interaction of excitatory processes 
along the dendrites, at the ganglion-cell input level. At 
higher excitation levels, the maximal firing rate of retinal 
ganglion cells limits their response. The result of these dif- 
ferent nonlinearities is that individual ganglion cells give in- 
complete information on stimulus brightness and spatial - 
extent. Gain control, caused by neuronal adaptation at the 
receptor site, is another mechanism of nonlinear retinal 
transmission. 

In the lateral geniculate body (LGB), the synaptic organi- 
zation is such that the branches of optic-tract fibers have 
essentially one-to-one excitatory contacts with the relay 
cells. Each LGB relay cell thus receives a direct excitatory 
input from only one optic-tract fiber. Cells in the LGB that 
have an on-center fiber input are inhibited by off-center 

cells; off-center cells are inhibited by on-center cells. The 
receptive fields of these mutually inhibitory on-center and 
08-center cells are near each other. This arrangement does 
not improve the spatial dissolving power of the visual sys- 
tem. Only the sensitivity to successive contrasts in bright- 
ness may be slightly improved because of simultaneous 
excitation of the excitatory input and inhibition of the in- 
hibitory input (disinhibition), or vice versa. The main func- 
tion of the LGB may therefore be seen in the combination 
of the retinal and nonretinal inputs into the same relay 
cells. The information-transmission properties of a mono- 
synaptic one-to-one relay are discussed, and it is shown how 
a nonlinear transfer is brought about by summation of 
irregularly timed EPSPs. 

Visual-cortex cells receive a variety of inputs. In area 17, 
the main retinogeniculate input into one cortical cell con- 
sists of two to five radiation fibers. They may be excitatory 
or inhibitory and may come from geniculate on-center or 
off-center cells. These receptive-field centers overlap and 
have center distances of up to 2-3 degrees. Optimal stimuli 
are those that simultaneously inhibit inhibitory and activate 
excitatory input fibers. Such optimal stimuli are often bars 
of light or darkness. Moving stimuli are usually more ef- 
ficient than stationary stimuli, because of the successive 
activation of several excitatory inputs. Direction-specific 



movement responses result f rom the successive invasion o f  
the receptive fields by excitatory off-center and on-center in- 
put fibers o r  of  excitatory and inhibitory on-center input 
fibers. Many possible input combinations were found. Cor- 
tical neurons are part o f  a pattern-recognition mechanism, 
but whether the observed optimal stimulus shapes are sig- 
nificant elements o f  its algorithm is questioned. 
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~unctional Association of Neurons: 

Detection and Interpretation 

G E O R G E  L. G E R S T E I N  

DURING THE PAST 15 YEARS, the functions of many portions 
of the nervous system have been examined through the 
study of single neurons, each individually observed for 
some period of time. In sensory systems, in spite of the prev- 
alence of spontaneous neural firing, it has been possible to 
determine the probabilistic relations between the presenta- 
tion of an appropriate stimulus and the resulting change in 
firing pattern. Both in terms of stimulus detection and in 
terms of stimulus coding, it is apparent that the firing pat- 
tern of a single neuron does not carry enough information 
to account for the behavioral capabilities of an entire orga- 
nism. To detect a change in firing pattern caused by a stim- 
ulus, for example, it is often necessary to sum the responses 
to repeated stimulus presentations, even though the stimulus 
intensity is far above the psychophysical detection level. 
Even if the response pattern of a single neuron is well de- 
fined, most measurable characteristics of the response pat- 
tern (such as latency, amplitude, shape of envelope, and so 
forth) turn out to be multivalued functions of various stim- 
ulus parameters. The characteristics of the firing pattern can 
therefore not be used uniquely to decide what the stimulus 
parameters were. Fortunately, the multivalued functions re- 
lating response pattern and stimulus parameter differ from 
neuron to neuron, so that the ambiguity can be resolved by 
combining information from several neurons. The ability - 
of an organism to detect and determine stimulus parameters 
in a single presentation overwhelmingly suggests that such 
ensembles of neurons must be involved in the processing of 
sensory information. It would seem probable that most com- 
plex integrative functions in the nervous system also involve 
simultaneous activity in groups of neurons. Such functional 
groupings may well have boundaries and internal relation- 
ships that change in time or with the nature of the task. 

The number of neurons comprising a functional asssem- - 
bly might be in the hundreds for mammalian nervous sys- 
tems; smaller groupings are likely in simpler nervous sys- 
tems. Although the technology for examining such large 
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groupings does not yet exist, methods have become avail- 
able for the recording and interpretation of the simultaneous 
activity of small numbers of neurons. Two general types of 
experiment can yield such information. With intracellular 
recording, a group of functionally related neurons is avail- 
able for study, if it be assumed that individual postsynaptic 
potentials are indentifiable. Little is known, however, under 
these conditions about the relative spatial arrangement of 
such neurons. In contrast, with extracellular recording, a 
group of neurons that lie within a small volume may be 
studied, but little is known a priori about their interconnec- 
tions. The two types of experiment record, respectively, a 
functional group or a spatial group of neurons. The purpose 
of the present paper is to illustrate the detection and inter- 
pretation of neuronal interactions within such a group. 

Recording methodology 

The simultaneous recording of electrical activity from sev- 
eral neurons can be accomplished by a variety of methods. 
In order to study neuronal interactions by the analytic 
methods reviewed in this paper, it is necessary to sort such 
compound data so that the activity of each observed neuron 
as a function of time is known individually. Various solu- 
tions for this problem have appeared in the literature; choice 
among the alternatives depends on the circumstances of the 
experiment and the detailed nature of the data. 

INTRACELLULAR RECORDINGS The action potential of the 
impaled neuron is easily separated from all other electrical 
activity by an amplitude discriminator. Postsynaptic poten- 
tials (PSPs) from synaptic connections incident on the im- 
paled neuron can be resolved individually only if they arrive 
at a rate sufficiently low so that they overlap rarely in time, 
a condition that is more often realized in invertebrate re- 
cordings. PSPs from synapses at different locations on the 
impaled neuron should have different amplitudes and shapes 
because of the electrical properties of the dendritic mem- 
brane (Rall, 1967). These PSP shape differences can be used 
by a computer program to identify similar shapes in the re- 
cording, and thus to mark trains of particular synaptic 
events. An elegant program for this purpose was described 



by Hiltz (1965); the program will sort PSP shape even if 
there is partial overlap or a rapidly changing baseline poten- 
tial. A much simpler program using a library of PSP shapes 
that are chosen by the operator has been described by W.  
Simon (personal communication). 

EXTRACELLULAR RECORDINGS If multiple electrodes are 
used, each of which isolates a single action potential, the 
experimental objectives are immediately realized. With 
multiple microelectrodes, however, there is difficulty in 
controlling the relative positions of the tips, and there is an 
unknown amount of damage to the tissue. A number of 
workers have chosen to use single microelectrodes with 
enough tip area exposed to allow the recording of several 
different neurons. The relative geometry of electrode tip 
and each neuron is different, so that, in general, each neuron 
produces a different action-potential shape and amplitude in 
the composite recording. Individual spike trains can then be 
determined by sorting the data according to action-potential 
shape. Methods for doing this have been devised with com- 
puter programs (Gerstein and Clark, 1964; Simon, 1965; 
Keehn, 1966) and with hardware devices (Glaser and Marks, 
1968). Each of these methods of sorting of spike shape is sub- 
ject to error; a careful evaluation of the reliability and 
sources of error for these methods can be found in the re- 
view by Glaser (1970). 

An illustration of spike shape-sorting methods taken from 
our own work (Gerstein and Clark, 1964) is shown in Figure 
1. Short sections of the raw data are shown at the top of the 
Figure, and include action potentials of several different am- 
plitudes. More careful examination with the oscilloscope, as 
in the time-exposure at the top right of the Figure, shows 
that several different action-potential shapes can indeed be 
identified. Several stages of the sorting process are illustrated 
by the histograms in the lower part of the Figure. A "stan- 
dard" waveform, labeled "0," is chosen arbitrarily from the 
data, and all other spike shapes in the data are compared 
with it. The comparison is made by a mean-square differ- 
ence across the 32 data points that comprise each action po- 
tential. The weighting of different points in this calculation 
can be adjusted at will. The histogram labeled "Stage 0" 
shows the distribution of the population of spikes according 
to increasing dissimilarity of shape from the standard wave- 
form. The population falls into a multimodal distribution; 
the farthest left peak can be defined as the portion of the 
population of action-potential shapes that is most similar to 
the standard waveform. This portion of the population is - - 
identified as shape class O and is removed from further con- 
sideration. A new standard waveform is chosen from the 
residue, and the process iterated in order to identify shape 
class 1. The process is sensitive: shape class 1 and shape class 
2 action potentials have similar amplitudes and differ mainly 
by the shape of the afierpotential. The long tail of the distri- 

bution in the Stage 3 histogram represents the various wave- 
form overlap events. Such superpositions cannot be handled 
by this technique, and represent an unavoidable gap in the 
data. 

The mean-square method of shape comparison used here 
can be explained in terms of a geometric model. Consider a 
32-dimensional property space; the 32 voltage values that 
determine a given action potential define a single point in 
this space. We seek to determine whether there are clusters 
of points that correspond to populations of action potentials 
that are discrete in shape. The choice of a standard wave- 
form corresponds to the choice of a single point in the prop- 
erty space. We then calculate the distance to all other data 
points in the space, and plot these distances as a histogram. 
If the original choice of origin for the distance measurement 
fell within a well-defined cluster, the histogram would be 
multimodal. Only the histogram peak corresponding to the 
smallest distance is well defined; two or more point clusters 
far from the chosen origin might occur at the same distance, 
and hence would be indistinguishable in the histogram. 
Other methods of shape comparison can also usefully be 
viewed in terms of a multidimensional property space. 

Analytic methodology 

In the following discussions we assume that the basic data 
have been sorted into separate spike (or PSP) trains. We as- 
sume that (identical) stimuli occurred at instants Si, while 
action potentials from spike train A occurred at instants A j, 
and action potentials from spike train B occurred at instants 
B k .  

We may apply all the usual single-unit measures to such 
data in order to make a statistical description of each spike 
train (interval histograms, autocorrelograms, and so forth). 
It is also possible to examine the relationship between each 
firing pattern and the stimulus by computing the peri-stim- 
ulus-time histogram (PST histogram). A more detailed dis- 
cussion of the mathematical meaning of the various compu- 
tations that are appropriate for the characterization of a 
single train of action potentials can be found in Perkel et al. 
(1967a). In the present context of multiple, simultaneously 
recorded spike trains, these measures may be used to assess 
the similarity of response properties within the group of 
neurons that is being sampled. If data are gathered with a 
single extracellular electrode, all the observed neurons lie 
within a small volume, which might be several hundred 
microns in diameter. We may examine whether there is a 
relationship between such spatial contiguity and the re- 
sponse pattern to an appropriate stimulus. An example of 
such a measurement is shown in Figure 2. This small volume 
of cochlear nucleus contained a heterogeneous population 
of active neurons, although other, similar experiments have 
shown more homogeneous response properties. 
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FIGURE 2 PST histograms from three simultaneously time resolution in the right column to show the detailed 
recorded neurons in cochlear nucleus of an anesthetized cat. firing patterns during stimulus presentation. Neuron shown 
A special tungsten electrode was used, and neurons were at top was excited by stimulus, neuron in middle was in- 
probably within a 200-micron sphere. Tone-burst stimulus hibited, and neuron at bottom was unaffected. 
is indicated at the top. PST histograms are shown with high 

When data recorded simultaneously from several neu- 
rons are available, it is interesting to make various inter- 
spike-train measurements. These allow the detection and 
assessment of direct interaction between the neurons. In 
addition, it is possible to evaluate the effect of the stimulus 
on such interactions and to estimate the degree of common 
input from sources other than the stimulus. These measure- 
ments can be used to derive a "logical wiring diagramu for 
the neurons under observation. Furthermore, together with 
the appropriate experimental design, they can be used to 
search for parallel-line coding in the transfer of sensory in- 
formation. A detailed discussion of computations appropri- 
ate for the characterization of simultaneously recorded spike 
trains can be found in Perkel et al. (1967b). More recent de- 
velopments are in Gerstein and Perkel (1969). 

Several different interspike-train measurements have 
proved appropriate for various types of problems, as de- 
scribed below. For each of these measurements, it is impor- 
tant to have available a control calculation that predicts the 
appearance of the measurement if the two (or more) spike 

trains are completely unrelated. Such control calculations 
are made necessary by the statistical variability of the spike 
trains and by the need to sort out effects of stimulation from 
effects of direct interaction between, or of common input 
to, the observed neurons. The three measurements de- 
scribed here are variously related to cross correlation of two 
(or more) spike trains. 

CROSS-INTERVAL HISTOGRAM Time intervals are mea- 
sured from a given spike of train A to the nearest preceding 
and succeeding spikes of train B. This is repeated, using each 
spike of train A as origin, and a histogram is compiled. It 
should be noted that, unlike the ordinary cross correlation, 
this cross-interval histopam is in no way related to the 
histogram that would be obtained if the ioles of the two 
spike trains in the measurement were interchanged. In gen- 
eral, it is necessary to compute the cross-interval histogram 
with both the A and the B spike trains as origins. A satisfac- 
tory control for this measurement is known from renewal 
theory (Cox, 1962) and is calculated from the interval 



histograms of the two spike trains. The cross-interval histo- 
gram is particularly useful for the detection of relationships 
that have a short time course of the same general duration as 
the mean interspike interval of the two spike trains. Rela- 
tionships with a longer duration are lost in this measure- 
ment, because they may involve a time considerably longer 
than that to the next spike. 

CROSS-CORRELATION HISTOGRAM From a given spike of 
train A, the time intervals are measured to all preceding and 
succeding spikes of train B that fall within a selected time 
duration. This is repeated, using each spike of train A as ori- 
gin, and a histogram is compiled. Unlike the cross-interval 
histogram, interchange of the roles of the two spike trains 
simply produces the same cross-correlation histogram with 
a reversal of the time scale. If the two spike trains are com- 
pletely uncorrelated, and if their statistical properties are 
constant in time, the cross-correlation histogram will be flat 
(to within statistical uncertainty). If, however, data were 
taken during appropriate stimulation, both spike trains 
could show rate variations that are related to the stimulus, 
and a more complex procedure would be needed to obtain 
a control measurement. One possible control is obtained by 
convolution of the PST histograms from each spike train. A 
more readily calculated control measurement is applicable if 
the stimuli are periodic. Either spike train A or spike train B 
is segmented at the stimulation instants, and these segments 
are shuffled. A cross-correlation histogram is then con- 
structed between the intact spike train and the shuffled spike 
train. The effect of this shuffling procedure is to destroy de- 
tailed correlation between the two spike trains while all ef- 
fects caused by the periodic stimulation are left intact. The 
cross-correlation histogram and its controls are particularly 
usefbl for the detection of relationships that have a time 
course much longer than typical interspike intervals, but 
shorter than typical interstimulus intervals. Such relation- 
ships will appear in the cross-correlation histogram as de- 
flections from the shape of the control histogram. 

JOINT PERI-STIMULUS-TIME SCATTER DIAGRAM This 
consists of a scatter diagram of the joint occurrences of 
spikes in trains A and B relative to the times of stimulation. 
The ordinate of each point plotted corresponds to the time 
between a stimulus event and a spike in train A (for example, 
Aj-Si), and the abscissa corresponds to the time between the 
same stimulus event and a spike in train B (for example, 
Bk-Si). For each stimulus event, a point is plotted for each 
combination of S-A and S-B time intervals, both of which 
fall into a specified range. A spike in train A will give rise, in 
the scatter diagram, to the same number of points as there 
are spikes in train B within the specified time range about 
the stimulus (and vice versa). This scatter diagram is a gener- 
alization of the PST histograms for the two spike trains and 

of the cross-correlation histogram, and contains informa- 
tion beyond that available in those histograms. The diagram 
is particularly useful in sorting out the portions of relation- 
ships between spike trains that result from direct interaction 
between the neurons and those that result from common, or 
stimulus-related, input to the two neurons. Point densities 
in the scatter diagram are differently affected by each of 
these relationships: (1) direct stimulus effects on each neuron 
are expressed as bands of altered point density that are paral- 
lel to the coordinate axes; (2) direct interactions between the 
neurons are expressed as bands of altered point density that 
are parallel to the principal diagonal; (3) stimulus-related 
changes in the direct interactions are expressed as changes in 
the band structure along the direction of the principal diag- 
onal; and (4) common input to the two neurons other than 
from the stimulus is also expressed as diagonal band struc- 
ture, but is frequently more diffuse than the diagonal bands 
produced by direct interactions between the neurons. 

In effect, the joint PST scatter diagram permits examina- 
tion of the time structure of correlation between two spike 
trains. It should be noted that the scatter diagram is easily 
extended to three (or more) simultaneously recorded spike 
trains (Figures 10 and 11). Thus it allows detection and mea- 
surement of functional grouping of more than two neurons 
at a time. 

An appropriate control measurement can be obtained for 
the scatter diagram by the same technique that has been de- 
scribed for the cross-correlation histogram. One spike train 
is segmented at the stimulus events and shuffled. The scatter 
diagram is again constructed between the intact spike train 
and the shuffled spike train. The principal effect of this pro- 
cedure is to destroy all detailed correlation between the two 
spike trains, and consequently to eliminate all diagonal 
structure from the scatter diagram, although directly stimu- 
lus-related structure and the general "background" point 
densities are preserved. 

Categories offunctional interaction 

The several measures described above can be used individu- 
ally or in combinations to study multiple, simultaneously 
recorded spike trains. The initial objective of such study for 
extracellularly recorded spike trains is to define an equiva- 
lent "wiring diagram" for the connections that may exist 
between the observed neurons. This step, of course, is not 
always needed if the data originated from intracellular re- 
cording with PSP identification, because the functional rela- 
tionships between the presynaptic and postsynaptic neurons 
are already defined. If, however, relationships between dif- 
ferent identifiable PSPs are to be examined, the problem is 
logically equivalent to the case of multiple extracellular re- 
cording. 

In subsequent portions of this paper, I discuss connections 



between the observed neurons and connections from in- 
ferred (but not observed) neurons in terms of the stylized 
diagram shown in Figure 3. The two directly observed neu- 
rons are labeled A and B ; known stimulus sources are repre- 
sented by S. Inferred interneurons are labeled I, and inferred 
sources of common input are represented by D. Arrows 
show the connections between the various elements and 
represent either excitatory or inhibitory effects. Several of 
the pathways are redundant, even in this simple diagram. 
For example, the functions of the explicit pathways drawn 
from S to A, S to B, D to A, D to B, and S to D could be 
accomplished within the interneuron box I. The logical 
functions indicated in Figure 3 could also, of course, be 
accomplished by a hierarchy of more complex circuits, be- 
cause chains of additional interneurons could be interposed 
between any two elements without altering function. Un- 
fortunately, the sensitivity of our analytic methods is not 
suficient to allow choice between such alternatives, so that 
the description of the observed interrelationships can be left 
in the simplest possible terms. It should be noted that in 
most data there is evidence for only a few of the possible 
interconnections shown in Figure 3. 

Once the connections of the observed neurons have been 
established in the rather oversimplified terms of Figure 3, 
the stimulus conditions of the experiment may be varied. 
Such strategy allows detection of changes in the neural con- 
nections as a function of the stimulus conditions, and simul- 
taneously allows detection of possible parallel-line coding 
schemes. 

NEURONAL INTERACTION NOT AFFECTED BY THE 

STIMULUS Cross-interval histograms for two neurons in 
cochlear nucleus of an anesthetized cat during spontaneous 
and stimulated conditions are shown in Figures 4 and 5. The 
histograms in Figure 4 were taken with spikes from neuron 
22-0 used as origin; in Figure 5 the roles of the two spike 
trains were interchanged, and spikes from neuron 22-1 
were used as origin. Superimposed on each histogram is the 
appropriate control calculation corresponding to the as- 
sumption that there was no correlation between spike trains. 

The general shape of these cross-interval histograms is dif- 
ferent, depending on whether the stimulus was presented 
and on which of the two spike trains was used as origin. 
Despite the statistical variability of the histograms, there is 
clear agreement between the over-all histogram shapes and 
the control calculation. (The control curve is much smoother 
than the histograms in each case, because it is calculated 
from a probability distribution function; the cross-interval 
histograms themselves are estimators of probability densi- 
ties.) Near the origin of each histogram, however, is a single 
peak that deviates from the control calculation by an amount 
that is large in comparison to the typical statistical variabil- 
ity. These peaks are at -3 milliseconds in the histograms of 

FIGURE 3 A schematic diagram useful for considering pathways 
to and between the two observed neurons, A and B. S represents 
stimulus sources; I represents interneurons; D represents other 
common inputs. Connections can be excitatory or inhibitory. 

Figure 4 and at +3 milliseconds in the histograms of Figure 
5. An interpretation that is consistent with all four histo- 
grams is that neuron 22-1 has a far greater-than-chance 
probability of firing 3 milliseconds before neuron 22-0, inde- 
pendent of the stimulus conditions; conversely, neuron 
22-0 has a far greater-than-chance probability of firing 3 
milliseconds after neuron 22-1. Both neurons fire frequently 
at other relative time intervals, although such cross intervals 
have a chance distribution. In physiological terms, the pre- 
ferred relative time interval may represent either a direct 
synaptic connection between the two observed neurons 
with a conduction time of 3 milliseconds, or it may repre- 
sent a common input to the two observed neurons. If the 
latter is true, there is a 3-millisecond difference in the con- 
duction time between the common source and the two ob- 
served neurons. Both pathways are indicated in Figure 3. 
Choice between the alternatives is difficult without addi- 
tional information. Experience with other data and with 
computer stimulation, however, suggests that very narrow 
peaks, as in the cross-interval histograms of Figures 4 and 5, 
are caused by direct connection between the two observed 
neurons. Histogram peaks that are the result of common in- 
put to the two observed neurons tend to be considerably 
wider than those shown in Figures 4 and 5. 

NEURONAL INTERACTION AFFECTED BY THE STIMULUS 
Cross-interval histograms for two neurons in visual cortex 
of an unanesthetized, chronically prepared cat are shown in 
Figure 6, page 656. Neither of these units showed much 
spontaneous activity, but both responded actively to a 
moving parallel-bar pattern. 
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FIGURE 4 Cross-interval histograms of firings from two frequency that was within the auditory response area of 
neurons in cochlear nucleus of an anesthetized cat. The left both neurons. Control calculation for the case of no inter- 
histogram was taken during spontaneous conditions; the action between the observed neurons is indicated by the 
right histogram was taken during stimulation by tone dottedcurve. 
bursts of 800 msec, presented at 1 per second, containing a 

There is excellent agreement between the control calcula- 
tion and the left cross-interval histogram that corresponds 
to vertical motion of the bar pattern. The missing bars of 
the histogram near the origin are an artifact resulting from 
the inability of the spike shape-sorting system used here to 
deal with superposition of action-potential waveforms when 
the two neurons fire almost synchronously. This means that, 
during vertical motion of the bar pattern, the two spike 
trains showed only chance time relationships. In the second 
histogram of Figure 6, which corresponds to diagonal mo- 
tion of the bar pattern, agreement between the control cal- 
culation and the cross-interval histogram is good only to the 
right of the origin. To the left of the origin, the histogram 
shows a series of peaks situated at approximately 3, 11, and, 
possibly, 22 milliseconds. This means that neuron 50-2 tends 
to follow the firings of neuron 50-3 by these preferred inter- 
vals, although no reciprocal relationship is evident. This 
time structure is unlikely to be related directly to the passage 
of the stimulus bars over the receptive fields, because such 
passage occurred only every 600 milliseconds. In physio- 
logical terms, the preferred relative time intervals may rep- 
resent direct synaptic connection between the two observed 

neurons via interneuronal chains of three different lengths. 
Alternatively, the preferred time intervals may represent a 
common source of input to the two observed neurons 
through similar interneuronal chains. Choice between these 
alternative explanations cannot be made uniquely, although 
the narrow peaks would favor direct connection as the more 
likely situation. In either case, it should be noted that the 
occurrence of a preferred timing relationship between the 
two spike trains depended on presentation of a "favored" 
stimulus. In terms of Figure 3, these data imply a pathway S 
to I that is able to modulate the pathway A to I to B. 

The data shown in Figure 6 represent a situation in which 
the two stimulus conditions could not be differentiated 
clearly by examining the peri-stimulus-time (PST) histo- 
grams of the two observed neurons. The individual spike 
trains showed little difference during the two stimulus con- 
ditions. The correlation structure between the two spike 
trains did, however, show a dependence on the stimulus 
condition. Potentially, such a correlation structure between 
spike trains could, if it is stimulus selective, be used as a cod- 
ing mechanism. Whether such codes are actually used in the - 
nervous system must be determined in each case by identify- 
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FIGURE 5 Cross-interval histograms of the same data as in Figure 4, but with 
the roles of the two spike trains interchanged. Control calculation as in Figure 4. 

ing an appropriate decoding mechanism at the neural level 
upon which the correlated neurons project. 

COMMON INPUT CAUSED BY STIMULUS Figure 7 shows 
cross-correlation histograms under different stimulus condi- 
tions for the same two neurons in cochlear nucleus as are 
seen in Figures 4 and 5. These cross-correlation histograms 
were calculated by using the spike train of unit 22-0 as ori- 
gin; it is not necessary to make the reciprocal calculation. 
The time scale was chosen to encompass the time between 
stimuli. The short-duration interaction effects discussed 
with the aid of cross-interval histograms in Figures 4 and 5 
are barely resolved by the long time scale in Figure 7. 

The cross-correlation histogram corresponding to the 
spontaneous condition is flat to within the statistical varia- 
bility. This suggests that, during such spontaneous condi- 
tions, there is no correlation between the two spike trains. 
Both cross-correlation histograms in the stimulated condi- 
tions show, however, considerable deviations from flatness. 
These deviations appear to be periodic, with the same period 
as the stimulus presentations, and signify that the two spike 
trains are correlated in a time-varying way that is related to 
the stimulus. It is now necessary to determine whether such 
correlation structure is the result of direct interaction be- 

tween the two observed neurons, or whether it simply rep- 
resents the simultaneous changes in firing  roba ability that 
are produced in each neuron by the presentation of the 
stimulus. Such determination is most easily achieved by 
comparing the cross-correlation histograms with the appro- 
priate control calculations. Such controls correspond to 
spike trains with the identical time structure with respect to 
the stimulus, but with no direct correlation (see section on 
Analytic Methodology). The desired comparison for the 
middle cross-correlation histogram in Figure 7 is shown in 
Figure 8. The black dots represent the control calculation 
and are superimposed on a gray histogam, which replicates 
the one in Figure 7. Unlike the control calculation used for 
cross-interval histograms, the present calculation does not 
show a reduced statistical variability. Nevertheless, it seems 
clear that there is good agreement between the two mea- 
surements shown in Figure 8. We conclude that the correla- 
tion structure that is implied by the histograms of Figure 7 is 
entirely the result of stimulus-related firing by the two ob- 
served neurons, and that no direct interactions or connec- 
tions between them need be invoked (except for those dis- 
cussed in conjunction with Figures 4 and 5). In terms of the 
diagram of Figure 3, these data imply only pathways from 
S to A and from S to B. 
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FIGURE 6 Cross-interval histograms of firings from two every 6 seconds. The direction of movement is indicated 
neurons in visual cortex of a chronically prepared cat. below each histogram. As on Figures 4 and 5, the control 
Each stimulus bar subtended 2' from the cat's eye and the calculation is indicated by the dotted curve. 
entire pattern was moved sinusoidally through 20' once 

COMMON INPUT ALTERED BY STIMULUS Cross-correla- 
tion histograms for two neurons in cochlear nucleus of an 
anesthetized cat are shown in Figure 9. The left histogram 
shows the cross correlation during the spontaneous condi- 
tion. The two histograms on the right represent the cross 
correlation and its control calculation for data obtained dur- 
ing acoustic stimulation by 50-millisecond tone bursts of an 
appropriate frequency. 

The cross-correlation histogram corresponding to the 
spontaneous condition shows a small, broad peak placed 
symmetrically around the origin. This means that the ob- 
served neurons tend to fire within approximately 100 milli- 
seconds or less ofeach other, although on the average neither 
neuron leads the other. The most likely physiological expla- 
nation of the histogram is that these neurons have a com- 

mon source of synaptic input. Other inputs to each neuron 
exist also, including input from stimulus sources (as dis- 
cussed under Common Input Caused by Stimulus and be- 
low). These other inputs would insure that neither neuron 
tends to lead in response to input from the common source. 

When the cross correlation and control calculation corre- 
sponding to the stimulated condition are compared, there 
appears to be a good fit in regions to the left of the origin 
and in regions to the right of +O.2 second. In the first 0.2 
second to the right of the origin the correlation histogram is 
somewhat higher than the control calculation. The correla- 
tion in excess of that attributable to stimulus effects (as de- 
termined by the control calculation) is therefore not sym- 
metrically arranged with respect to the origin. In this case, 
presentation of an appropriate stimulus has changed a cross 
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FIGURE 7 Cross-correlation histograms for two neurons in bursts of "best" frequency, 1 per second; right histogram 
cochlear nucleus of an anesthetized cat. Left histogram for for data taken during stimulation by 800-msec tone bursts 
data taken during spontaneous conditions; middle histo- of samefrequency, 1 per second. 
gram for data taken during stimulation by 50-msec tone 
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FIGURE 8 Control calculation for the middle cross-correla- 
tion histogram shown in Figure 7. The dots are the control; 
the original histogram is shown in gray bars. 



correlation that is symmetrical around the origin into one 
that is asymmetrical around the origin. In physiological 
terms this suggests that the nature of the common input to 
the observed neurons has been altered in a nonspecific way 
by the presentation of the stimulus. In terms of Figure 3, 
these data suggest pathways directly from S to A and S to 
B, pathways from D to A and D to B, and finally from S to 
D. The last pathway presumably has tonic effects on D, the 
common source. 

TEMPORAL STRUCTURE OF NEURONAL INTERACTION The 
methods we have examined above for determining the cor- 
relation between two spike trains all treat the entire available 
stretch of data uniformly. It may be desirable to know 
whether the correlation structure itself is time varying, par- 
ticularly with respect to the instants of stimulus presenta- 
tion. It also may be desirable to extend the analysis to three 
or more simultaneously recorded spike trains. Both objec- 
tives are met by plotting joint PST scatter diagrams; these 
are shown in Figure 10 for three neurons from the pleural 
ganglion of Aplysia, and in Figure 11 for three neurons 
from auditory cortex of a chronically prepared cat. Both 
Figures are presented as stereo pairs and are best viewed if 
merged. The origin for each cube is at the center rear, and 
the rear edges are the coordinate axes along which are 

Spontaneous 

Uni ts  32-3, 32-2 

+ 1.28 sec 

plotted, respectively the S to A, S to B, and S to C time in- 
tervals, in which A, B, and C are the three spike trains. The 
two rear faces and the bottom of each cube are planes which 
contain the two-dimensional, joint PST-scatter diagrams 
for the neuron pairs A-C, B-C, and A-B, respectively. 

Various clusters of points are visible in both Figures, al- 
though with greater clarity in Figure 10, because the long- 
time scale reduces the apparent variability of firing. Each 
such cluster is readily identifiable in terms of particular as- 
pects of each spike train or in terms of correlation between 
them. The lines of high density near and parallel to each of 
the coordinate axes represent the direct, stimulus-related 
firing of each of the three neurons. Some caution is needed 
in assigning these regions of altered density, because there is 
multiple representation. The line of high density in the A-B 
plane near the B axis represents the stimulus-related in- 
crease of firing in neuron A; conversely, the two lines of 
high density in the A-B plane near the A axis represent the 
stimulus-related increase of firing in neuron B. 

Clearly visible in each coordinate plane are diagonal lines 
of high density. These represent highly correlated firing of 
the neurons in pairs. It should be noted that the point den- 
sity along any of these diagonals is not uniform. There is a 
region of higher point density near the origin. This means 
that each pair of neurons has a high probability of firing 

Tone bursts I /sec  

sec 

FIGURE 9 Cross-correlation histograms for two neurons in tone bursts of "best" frequency, 1 per second. Upper right 
cochlear nucleus of an anesthetized cat. Left histogram for histogram (dots) is control calculation for the cross-correla- 

data taken during spontaneous conditions. Lower right tion histogram immediately below. 

histogram for data taken during stimulation by 50-msec 



FIGURE 10 Joint PST scatter diagram for spike trains from 
three simultaneously recorded neurons in pleural ganglion 
of Aplysin. Stimulus was an electric shock to one of the 
nerves (W. Kristan, personal communication). Origin is at 
the center rear corner of the cube, and represents the in- 
stant of stimulus delivery. Activity of each neuron is 
plotted, respectively, along axes labeled A, B, C. Each edge 
of the cube is 10 sec long. This and Figure 11 are arranged 
for stereoscopic viewing. The left image is intended for the 
left eye. Thus, the eyes should be converged as if looking 
at a distant object, a l th~u~hfocused on the page. 

FIGURE 11 Joint PST scatter diagram for spike trains from 
three simultaneously recorded neurons in auditory cortex of 
a chronically prepared cat. Stimuli were 50-msec tone 
bursts of "best" frequency, 2 per second. Each edge of the 
cube is 0.5 second long. 



with a particular small relative time interval; this proba- 
bility is itself related to the instants of time that stimuli are 
presented. 

In addition to the diagonal lines of high density in the co- 
ordinate planes, a line of high but varying density extends 
along the major diagonal of the cube in Figure 10. This rep- 
resents the near-coincident firing of all three neurons. An 
interpretation consistent with the above observations is that 
all three neurons represented in Figure 10 had input from 
the stimulus and from some other common source. The lat- 
ter input was itself modulated by the stimulus. The identifi- 
cation of the diagonal densities in Figure 10 as resulting 
from common input rather than direct connections (for ex- 
ample, from A to B to C) was possible, because all three 
neurons were recorded intracellularly and showed coinci- 
dent PSP input. 

The analysis of three cat neurons shown in Figure 11 has 
more apparent variability because of the shorter time scale. 
Nevertheless, most of the same features are visible; bands of 
higher density fall along the coordinate axes, on the diagonal 
of each coordinate plane, and along the principal diagonal of 
the cube. The interpretation can be that all three neurons 
had input from the stimulus and from some other common 
source, which was itself modulated by the stimulus. The 
choice between the possibility of direct connection and 
common source for these data is based on the width of the 
diagonal structures in Figure 11. Far narrower diagonal 
structure is found in some cases (Gerstein and Perkel, 1969) 
and is more likely to be the sign of direct interconnection 
between the observed neurons. 

Concltrsion 

As shown in the examples above, various inferences may be 
drawn from the analysis of multiple, simultaneously re- 
corded, spike trains. The initial result is establishment of an 
equivalent "wiring diagram" for the connections that may 
exist to and between the observed neurons. When the ap- 
propriate control calculation is made, the effects of stimulus 
on the observed neurons can be assessed. Residual correla- 
tion suggests the presence of direct interaction between, or 
common input to, the observed neurons. 

If interactions between the observed neurons exist, they 
may vary in time or in a manner related to the presentation 
of the stimulus. By appropriate experimental design, it is 
possible to seek the existence of stimulus coding in such 
form. If it is stimulus selective, correlation in the firings of 
two or more neurons may itself serve as a method of coding 
sensory (or other) information in the nervous system. In 
searching for this type of coding, one must identify correla- 
tion between spike trains that exceeds that resulting from 
the stimulus-related variations in each spike train. It is also 

necessary to show that a decoding mechanism for spike- 
train correlation exists among the neurons upon which the 
experimentally observed neurons synapse. We do not have 
such information for the particular example of "candidate 
code" described above. Both spatial and temporal sequence 
of incoming synaptic activation have, however, been shown 
to be important in determining the firing probability of a 
neuron. Experimental evidence for sensitivity to synaptic 
sequence can, in part, be found in Ha11 (1965), Moushegian 
et al. (1964), and Rose et al. (1966). Theoretical calculations 
of the effect of synaptic sequence on the resulting PSPs have 
been carried out in part by Rall(1964), MacGregor (1968), 
and Fernald (1970). 

Perhaps the most interesting application of these ap- 
proaches to the study of neuronal grouping is in experi- 
ments with plasticity of the nervous system. The basic ex- 
perimental design examines the correlation structure of 
spike trains as a function of a conditioning paradigm. Thus, 
it is possible to measure whether the strength or the nature 
of the interconnections between the observed neurons is 
varied by the conditioning procedure. Experiments at our 
laboratory have shown that such changes of interactions be- 
tween neurons do take place (W. Kristan, personal com- 
munication). As such studies progress, it may well turn out 
that the functional grouping of neurons is a dynamic prop- 
erty and that association of neurons depends on past usage 
as well as present task. Just as a picture of the nervous system 
in terms of single-neuron function has emerged, we may 
hope that the next few years will bring an understanding of 
neural groupings as functional elements of the nervous sys- 
tem. 

This research was supported by NIH Grants NB-05606 and 
FR-15. 
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48 Data Transmission by Spike Trains 

C.  A. TERZUOLO 

IN THIS PAPER I summarize some of the data and the main 
conclusions on the subject of data transmission in the ner- 
vous system as gleaned from the work of Drs. Bayly, Knox, 
Poppele, and myself. First, I provide an outline of the ap- 
proach to be used. Then I touch upon the following topics: 
1) The information-carrying parameter of nerve-impulse 

trains. 
2) Demodulation of the information by biological systems 

(nerve cell and effector muscle). 
3) The implication of "regular" and "irregular" carrier 

rates for data transmission in single and parallel channels. 

In selecting the methodological approach for determining 
the timedependent characteristics of neuronal systems a 
few considerations are relevant. First, it can be contended 

c. A. T E R z u o L o Laboratory of Neurophysiology, University 
of Minnesota Medical School, Minneapolis, Minnesota 

that communication between the organism and its environ- 
ment occurs essentially by way of continuous signals. In re- 
ceptor organs, for example, the potential changes known as 
generator potentials are the first neuronal correlate of the 
input signal. The subsequent transformation of this continu- 
ous voltage into a discontinuous process, namely impulse 
activity, does not preclude the possibility of using the tech- 
niques of systems analysis that were developed for determi- 
nistic and continuous linear systems. T o  this end, deter- 
ministic input functions can be used and the output can then 
be derived by measuring a certain parameter or parameters 
of the spike train or by demodulating the information by 
means of procedures similar to those u t ihed by the orga- 
nism in transforming impulse activity into continuous sig- 
nals. With either approach, sample averaging is often re- 
quired for the purpose of extracting the deterministic prop- 
erties of the system under study. Indeed, the variables affect- 
ing the parameters responsible for neuronal activities com- 
bine, in most instances, to produce outputs that are essen- 
tially probabilistic in nature. This is particularly true when 
the occurrence time of individual action potentials is con- 



sidered. However, the underlying deterministic properties 
of the system are still definable, by using systems analysis, if 
the distribution of output states is such that no distortions 
attributable to nonlinearities are present at the output. Sam- 
ple averaging removes the effects of variables that are either 
intrinsic to the system, or result from changes in inputs that 
cannot be controlled by the experimenter. These effects are, 
therefore, equated with "noise." 

To  be sure, the approach will not permit, when spike 
trains are considered, to predict the time of occurrence of 
individual spikes if "noise" is present. However, when con- 
sidering the integrative aspects of nerve functions in verte- 
brates it would seem that: 1) the time over which a spike 
can occur, in any given neuron, is only a small fraction of 
the integration time of the subsequent neuron; and 2) a 
large number of input channels usually converge upon cen- 
tral neurons, whereby only the density of spike occurrence 
within these converging channels is significant. 

The experimental situation, when dealing with spike 
trains, can therefore be summarized as follows: 

Input Output 

Continuous ' 1 s~"em I spike  rain ' 

Output 
Analysis 

Continuous 
Signal r- 

When the input is deterministic and continuous, as for a 
sinusoidal modulation, the analysis is designed to extract the 
modulation component present in the spike train. By mea- 
suring the gain and phase relations between this modulation 
component, which is contained in certain parameters of the 
spike train (see below), the time-dependent characteristics of 
the underlying deterministic properties of the system can be 
rigorously defined within the limits of its linear behavior. 
These results can then be used either to develop a model or 
to test the validity of previously proposed models. 

The information-carrying parameter of 
nerve-impulse trains 

When confronted with a device whose output is in the form 
of a train of pulses, a choice must be made about the param- 
eter to be quantitated for the purpose of recovering the in- 
formation applied at the input. Indeed, several related but 
nonequivalent parameters can be described for a train of 
pulses. When the device considered is a biological system, 
the choice of the output parameter should take into account 

the fact that the train of nerve impulses is going to be the in- 
put to other biological systems. Therefore, the parameter to 
be measured cannot be chosen arbitrarily, provided that we 
are interested in describing the way in which signals are 
transformed and operated upon in the nervous system. This 
restriction imposes the necessity of defining the biologically 
relevant, information-carrying parameter or parameters of 
nerve-impulse trains, namely those used in the process of 
data transmission between neurons and between neurons 
and effector organs. A review of the work by other authors 
on this subject has been recently provided by Perkel and 
Bullock (1968). 

For our purpose, it will be sufficient to consider impulse 
rate (defined as the number of events for a given unit of 
time), intervals between impulses, and instantaneous rate. 
The latter is defined as the reciprocal of interval, and it is 
therefore equivalent to impulse rate only in the special case 
of an unmodulated pulse train. In a recent paper (McKean 
et al., 1970) data were presented that define the difference 
between the information carried by the parameters in ques- 
tion (see also Knight, 1969). Briefly, if a voltage-to-fre- 
quency converter is used, the relation between the sinusoi- 
dal input voltage to this device and the output pulse train 
are different, depending on whether impulse rate or inter- 
vals are considered. In the case of impulse rate (Figure 1, 
dashed line) the gain is constant and there is no phase shift, 
regardless of the input frequency. 

output 
Gain is defined as 20 loglo --- K , 

input 
where K is a constant. On the contrary, when instantaneous 
rate is measured at the output, the gain and phase relations 
as a function of modulation frequency become dependent 
on the average pulse rate, as shown in the solid curves of 
Figure 1. 

Starting from this observation, two experiments that are 
formally equivalent can be designed. It is possible to measure 
either the transmembrane potential changes resulting from 
synaptic activity in a neuron receiving a frequency-modu- 
lated impulse train, or the tension changes of a muscle acti- 
vated by applying a frequency-modulated pulse train to its 
nerve can be measured. The second experiment has the ad- 
vantage that the output, muscle tension, is a behaviorally 
meaningful parameter. By using different input carriers 
(carrier being defined as the unmodulated pulse rate), one 
can establish if the phase between the input sinusoid to the 
voltage-to-frequency converter and the tension output is or 
is not dependent on the carrier rate. By stimulating all chan- 
nels in unison, the experimental design makes a multiple- 
channel system equivalent to a one-channel system, there- 
fore avoiding the effect to be observed in a population of 
voltage-to-frequency converters as described by Knight 
(1 969). 

Figure 2 shows the results of one such experiment. Four 



FIGURE 1 Difference between rate and interval parameters. The 
Bode plots describe the relations of the gain (A), in decibels, and 
the phase (B), in radians, between a sinusoidally modulated voltage 
applied to a voltage-to-frequency converter and the pulse rate 
(dashed line) or the instantaneous rate (solid curve) parameters. 
ii is the average carrier rate. Fully explained in the text. 
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(deg.) 
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carrier rates were used. There is no appreciable difference in 
the phase of the output tension for all the carrier rates. 
Therefore, impulse rate or the average change around the 
carrier rate, rather than the interval between impulses, is the 
biologically relevant parameter. 

Demodulation ofimpulsefvequency 
by biological systems 

The above experiment also provides, within the limits of 
linear behavior of the systems involved, the transfer func- 
tion between impulse rate and behavioral output (changes 
in muscle tension). The phase plot of Figure 2 is character- 
istic of a process of low-pass filtering. The same behavior 
has also been observed at the output of medial geniculate 
neurons (Maffei and Rizzolatti, 1967) and in the isolated sen- 
sory neuron of the crustacean stretch receptor (Terzuolo and 
Bayly, 1968). In the latter case, the low-pass filtering proper- 
ties could be ascribed to the synaptic processes combined 
with the cable properties, because the dynamic character- 
istics of the encoder system were known and therefore could 
be subtracted from the Bode plot describing the input-out- 
put relation of the cell (see below). 

Examination of the harmonic distortions and of the 
power spectrum in the nerve-muscle experiment proves 
that the recovered information can be free of distortion if 
the frequency of the input signal, or information, is low 
with respect to the carrier rate. This agrees well with the 
view expressed above that the demodulation process is 
equivalent to low-pass filtering. In fact, under the above 
conditions, the input information is simply a variation in the 
average, or DC value, of the pulse train and stands isolated 

FIGURE 2 Absence of dependency between the phase stimulate the distal end of the cut gastrocnemius nerves. 
angle of the sinusoidally modulated muscle tension and the Stimulus carrier rates were 14.5 (x), 19.4 (pyramid), 29 
average impulse frequency of the motor nerve in decere- (+), and 37 (inverted pyramid) pulses per second. 
brate cat. A sinusoidally modulated pulse train was used to 



in the spectrum (Bayly, 1968). Provided that the filter time 
constant is short with respect to the modulating frequency 
and long with respect to the period of the carrier, recovery 
of information by low-pass filtering removes sideband fre- 
quency components that occur at each multiple of the car- 
rier rate (Figure 3). The demodulated information is there- 
fore free from distortion if the modulation depth and fre- 
quency are suitably restricted. As the frequency of the input 
information is increased with respect to that of the carrier 
rate, sample averaging becomes necessary if a single input 
channel is used. The results obtained by this procedure, 
however, are similar to those obtained, without need for 
averaging, when parallel input channels are used, or the 
mean carrier rate is increased (see next section of this chap- 
ter). Also, the process of demodulation is formally equiva- 
lent whether one considers the transfer of information be- 
tween nerve cells or between a neuron and an effector 
muscle (McKean et al., 1970). In the first case, the filtering 
process results from characteristics of the postsynaptic po- 
tential; in the nerve-muscle preparation, the filtering process 
results from the characteristics of the contraction and relaxa- 
tion processes. In both instances, the output (transmembrane 
potential change or muscle tension) is a function of the 
number of input impulses occurring in a given unit of time 
(the input-output relation at the neuromuscular junction 
being one-to-one). The averaging characteristics are deter- 
mined, as in a low-pass filter, by the impulse response of the 
filter, which, in biological systems, is given either by the 
form of the postsynaptic potential or by the time course of 
the muscle twitch. 

The operation of a low-pass filter can be demonstrated by 

an electrical analogue (resistance-capacitance [RC] net- 
work). Figure 4 shows the response of a filter when a sinus- 
oidally modulated train of pulses is applied at the input. 
Note the similarity of this response to the muscle-tension 
response in Figure 2, and that this, too, is independent of 
carrier rate. 

This conceptual model of low-pass filtering for the pro- 
cess of demodulation in the nervous system (cf. also Stevens, 
1968) is equally applicable to both chemical and electrical 
synapses. Models that utilize an RC filter to mimic the time 
of decay of the postsynaptic potential have been used by 
several authors to investigate input-output relations under 
several conditions (cf. Segundo et al., 1968). 

When the dynamic characteristics of the low-pass filter- 
ing process are specifically considered, additional implica- 
tions become obvious. First of all, the averaging time of the 
filter must be short with respect to the frequency content of 
the input signal if this must be recovered unchanged (Bayly, 
1968; Terzuolo and Bayly, 1968). Second, there will always 
be a restriction on the dynamic range of the information 
transfer (upper-modulation frequency), no matter how high 
the input and output carrier rates. Moreover, the gain of the 
demodulated signal will depend on both input and output 
carrier rates. 

Although these points have been discussed previously 
(Terzuolo and Bayly, 1968), it is more relevant in the pres- 
ent context to stress that, given certain low-pass character- 
istics of the demodulation processes, a continuous function 
can be obtained at the output even when the input pulse 
train is modulated by more than 100 per cent, at least for 
certain frequencies of modulation (McKean et al., 1970). 

Input Output 

Frequency 

Impulse activity 

Spectrum 

FIGURE 3 Demodulation of a "regular7' impulse train by cies above the modulation frequency depends upon the 
low-pass filtering. Fm: modulation frequency, Fo: carrier characteristics of the low-pass filter. (Modified from Bayly, 
rate. Note that the reduction of the magnitude at frequen- 1967.) 
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FIGURE 4 Low-pass filter behavior. The Bode plots de- 
scribe the relation between the signal applied to a voltage- 
to-frequency converter (sinusoidal voltage) and the output 
of an RC filter, which demodulated the frequency-modu- 
lated pulse train produced by the voltage-to-frequency con- 

Figure 5 illustrates this point. A filter with characteristics 
similar to those of the nerve-muscle preparation was used. 
In A, the input to the filter was a sinusoidally modulated 
pulse train. Separate bursts of pulses do lead, however, to 
similar results (only the gain being different), even if such 
bursts are substantially shorter than the period of the input 
sinusoid and if the interval between pulses, within the burst, 
is equal to that of A (Figure 5B). This fact demands the use 
of much restraint when considering the possible significance 
of patterns of unitary impulse activity. Also, several param- 
eters of the pulse train become significant, under these con- 
ditions, for the recovery of the signal at the output of the 
low-pass filter. These parameters (duration of the burst, in- 
terval between bursts, phase relation between the burst and 
the input signal) are significant in the present context only 
when related to the frequency content of the input signal 
and the dynamic characteristics of the demodulation process 
(receiver). They cannot be considered as separate "codes" 
(see Perkel and Bullock, 1968) when they are found, under 
physiological conditions, in the same channel (the case of 
spinal motor neurons is a well-demonstrated instance, cf. 
Rosenthal et al., 1969). Indeed, as emphasized above, a 
knowledge of the dynamic characteristics of the receiver is a 
necessary condition for defining the signal-carrying param- 
eter or parameters of impulse trains. 

One more point. The model is consistent with the obser- 

verter. Gain, in decibels, is shown in the upper plot, while 
the phase angle, in degrees, is seen in the lower plot. Carrier 
rates of 10 (x) and 20 (pyramid) pulses per second were 
used. Note that the gain and phase of the filter output are 
independent of the carrier rate (as in Figure 2). 

vation that input patterns may be significant in determining 
the output of the cell when the voltage changes produced by 
each presynaptic impulse are a significantly large portion of 
the voltage difference between resting level and threshold. 
This has indeed been shown under certain experimental 
conditions (Segundo et al., 1963). Also, presynaptic and 
postsynaptic changes are known to be capable of altering 
the effectiveness of synaptic inputs (see Eccles, 1964, for a 
review). This condition may also occur when more than 
one input is activated at the same time, owing to the fact 
that changes in membrane properties caused by the activa- 
tion of an input can affect the postsynaptic potential caused 
by another input (Rall, 1964; Terzuolo and Llinis, 1966). 
These situations are still compatible with the low-pass filter 
model, as only the filter properties, or the contribution by a 
given input, is eventually different at any one time. How- 
ever, in some of these cases, specific parameters of impulse 
trains can acquire an overriding biological significance (cf. 
Perkel and Bullock, 1968). 

Of more general interest, although seldom considered, 
are the changes that the demodulated information may 
undergo during the encoding process as a consequence of 
the dynamic characteristics of this encoder system (spike- 
producing processes). Neurons, in general, can be concep- 
tually subdivided into two systems connected by a cable, as 
in Figure 6A. The adequacy of this conceptualization has 



A 
be influenced by such factors as: 1) the amount of mem- 
brane that is antidr~micall~ invaded; 2) changes in time 
constant and space constant; 3) amount of local response; 

* . . . . . . and 4) accommodation (Bayly, 1967). It is our view, there- 
fore, that the properties of this system are a most significant 
factor in determining functional differences between neu- 

fi rons. 

Implications ofUregular" and "irregular" 
carrier rates-for data transmission in 

FIGURE 5 Behavior of a low-pass filter to a sinusoidally modu- 
lated and to a discontinuous pulse train. Upper trace in both A and 
B is the input voltage to the voltage-to-frequency converter; the 
second trace is the resulting train of pulses that is actually fed to the 
RC filter; the bottom trace is the output of the filter. In A, the 
train is sinusoidally modulated. In B, only a burst of equally spaced 
pulses was used. The modulation frequency was 10 Hz. The filter 
characteristics are similar to those of the nerve-muscle preparation 
whose frequency response is shown in Figure 2. Fully explained in 
the text. 

been verified experimentally in the isolated neuron of the 
crustacean stretch receptor, in which the dynamic proper- 
ties of the over-all neuron, as well as those of each of its 
component systems, were first studied (see Terzuolo and 
Knox, 1970), and in the eccentric cells of the Lit~iulus eye 
(Dodge et al., 1968). By applying a sinusoidal current 
through a microelectrode placed inside the soma, the trans- 
fer function described by the Bode plot of Figure 6B was 
obtained for the encoder of the crustacean neuron. The gain 
and phase are not flat through the range of input frequencies 
(Terzuolo et al., 1968). Moreover, the behavior is dependent 
on the carrier rate even if impulse frequency, rather than 
instantaneous frequency, is the parameter measured. 

Similar carrier-dependent behavior is also observed in the 
secondary endings of muscle spindles but not in the primary 
endings (Poppele and Bowman, 1970). Moreover, the dif- 
ferences in the response of different neurons to a current 
pulse, although in most cases not expressed in the form 
needed to define the frequency response characteristics ot 
their encoder systems, certainly indicate that these character- 
istics vary from cell to cell (cf. Eccles, 1964). Finally, the dy- 
namic properties of an encoder model have been shown to 

single andparallel channels 

The presence of a "regular" rate of firing, when no time- 
variant function is applied at the input, was considered 
above as the equivalent of the carrier rate in a man-made 
communication system. It is obvious, however, that the 
average rate of the unmodulated impulse train, that is, its 
DC component, can be utilized by the nervous system to 
sense or impose levels of activity. This is certainly the case 
for those sensory systems subserved by receptors whose im- 
pulse frequency is proportional to the applied stimulus 
under steady-state conditions. However, distributions of 
impulse intervals vary in different systems and even within 
the same system under different conditions. While in some 
cases it is well known that the interval distribution is Gaus- 
sian, in other instances Gamma or Poisson distributions are 
present (as examples, see Gestri et al., 1966, and Knox, 1969, 
1970). 

One may therefore ask what influence the different types 
of carriers have on the signal that is transmitted by the differ- 
ent types of channels and what the consequences might be 
for the subsequent demodulation of the information by 
low-pass filtering. - 

To answer these questions, a common representation for 
all types of spike trains is desirable, and preferably in a form 
amenable to signal analysis in the frequency domain. The 
power-spectral density satisfies these requirements, because 
only this representation can be used for "irregular" carriers 
(the properties of these spike trains being definable only 
probabilistically [Perkel et al., 1967a, 1967b; Moore et al., 
19681). 

For "regular" carrier rates, the spectral density shows that 
the DC component is accompanied by a single component 
at the modulation frequency, without multiples or harmon- 
ics. In addition, the spectrum contains components at all 
harmonics of the carrier rate, each accompanied by a set of 
adjacent sideband components that are displaced from these 
harmonics by multiples of the modulation frequency (Bay- 
ly, 1968), as shown in Figure 3. This situation places restric- 
tions, when a single input channel is used, on the possibility 
of demodulating high-frequency information by low-pass 
filtering. Indeed, as the frequency of the input information 
approaches the carrier rate, distortions will arise from the 



encoder 

Gain Phase 

FIGURE 6 Data transmission between neurons. A: Sche- 
matic diagram of the process of data transmission between 
neurons. The presynaptic impulse train F(t) is demodulated 
by a process of low-pass filtering that leads to the transmem- 
brane potential change P.(t). This is the input to the second 
system which encodes P,(t) in a frequency modulated out- 
put train Fl(t). B: Dynamic properties of the two systems 
described in A. The neuron is the sensory cell of the slowly 
adapting stretch receptor organ of Crustacea. The input of 
the cell was a sinusoidally modulated impulse train, pro- 
duced by stimulating the inhibitory axon of the cell. The 

lower sidebands of the carrier component, because these 
first enter the filter passband (Bayly, 1968). Time and sample 
averaging must therefore be used experimentally to recover 
the applied information. In the central nervous system, 
however, parallel channels are available. The convergence 
of these input channels upon the same cell results in an eff ec- 
tive increase in the average carrier rate. Therefore, while the 
information conveyed by any given channel may be am- 
biguous and distorted for a given combination of input fre- 
quency and carrier rate, the convergence of these inputs 
permits the cell to perform a sample average (Bayly, 1968; 

output measured was instantaneous frequency. Gain, in 
decibels (open circles), and phase, in radians (closed circles), 
are plotted versus the modulation frequency, the carrier 
rates of the input-and output being the same (10 impulses 
per second). The broken lines describe the gain (g) and the 
phase (p) of the encoder system alone, as obtained by apply- 
ing a sinusoidally modulated current through a microelec- 
trode placed inside the soma of a crustacean neuron. These 
values must be subtracted from the experimental points to 
determine the transfer function of the demodulation process. 
(Modified from Terzuolo and Bayly, 1968.) 

Terzuolo and Bayly, 1968). The information can therefore 
be immediately available to the postsynaptic cell with little 
or no distortion (Poppele and Terzuolo, 1968; Maffei, 
1968). 

An example of the effect of increasing the carrier rate in a 
single channel is shown in Figure 7, and Figure 8 shows the 
effect of parallel channels converging upon a single motor 
neuron. Actually, an estimate can be made of the improve- 
ment in the signal-to-noise ratio to be expected as a function 
of the number of input channels. 

If the carrier rates of the individual channels differ, then 



an improvement in the signal-to-noise power ratio, S I N ,  
occurs because of the dispersion in frequency of the spectral 
components representing the distortion. In this case, and if 
the modulation depth is low, it may be shown that S / N  in- 
cresses as the number of channels increase (Bayly, 1968). If 
the carrier rates are identical and the channels are indepen- 
dent, improvement in signal-to-noise power ratio may still 
be realized. For a two channel system, S /N  is given approx- 
imately by 

a2(1 - a)? 
S / N  = 

Sin2 (a - aa) 

if a ,  the percentage modulation, is low. 

When discussing multiple channels, it should be realized 
that, irrespective of the nature of the carrier in any given 
channel and its rate, the combined activity quickly tends to 
rcsemble that of a random Poisson process (Cox and Lewis, 
1966), if sufficiently large numbers of independent channels 
are utilized in the absence of an applied input. Therefore, 
this type of carrier may be taken as being more general than 
the preceding one. Not surprisingly, the power spectrum of 
the random spike train shows that there are no components 
attributable to the carrier rate, Ao, but only a large D C  
component whose power is proportional to Ao2 and a con- 
tinuum of noise components whose power is proportional 
to A,, (Knox, 1969a, 1969b). In the case of sinusoidal modu- 
lation of the mean rate of impulse occurrence, a single com- 
ponent appears in the spectrum, the power of which is pro- 
portional to the modulation amplitude, A,,,, squared (Figure 
9). Demodulation of the random spike train is therefore pos- 
sible by low-pass filtering. However, there will always be 
distortion present at the output of the filter because of the 
continuum of the noise components. As discussed by Knox 
(1969, 1970), if the filter passband is fn, the signal-to-noise 
power ratio is given by 

for modulation frequencies much less than the reciprocal of 
the pulse width, and where a = A,n/ Ao. Notice that this ex- 
pression applies equally to single random spike trains and to 

FIGURE 7 Linearization of the spindle output by the increase of 
the average carrier rate. The output from a primary ending of a 
gastrocnemius muscle spindle was modulated by stretching the 
muscle sinusoidally in the presence and in the absence of gamma 
activity. Upper plot: Spindle response in the absence of gamma 
stimulation. Note the absence of activity throughout one-half of 
the cycle. Middle plot: Spindle response in the presence of gamma 
stimulation of 28 pulses per second. Ordinate: changes in spindle 
discharge frequency in pulses per second. Lower plot: averaged 
data points of the input, with the fundamental frequency fitted to 
these points. Ordinate: microns of displacement. (From Rosenthal 
et al., 1969.) 

FIGURE 8 Sample average by a postsynaptic neuron resulting 
from the convergence of parallel input channels. Upper trace is an 
intracellular recording of transmembrane potential of a gastrocne- 
mius motor neuron during sinusoidal muscle stretch (lower trace). 
Stretch frequency was 4 Hz. About ten sweeps are superimposed 
to show that the input information (sinusoidal stretch) becomes 
immediately available to the postsynaptic cell because of the spatial 
averaging provided by the convergence of parallel channels. This, 
in spite of the fact that the information contained in each channel 
is only partial and ambiguous (upper plot of Figure 7). Fully ex- 
plained in the text. (Poppele and Terzuolo, unpublished.) 



FIGURE 9 Power spectral density of the random pulse sence of modulation, the spectrum contains the DC and 
train. Sinusoidal modulation of the mean rate of occurrence, band limited noise components. (Modified from Knox. 
X (t) = Xo + Am cos wmt, impulses per second, introduces a 1969.) 
single component at the modulation frequency. In the ab- 

the combined activity of multiple, independent channels, 
because, if we suppose for simplicity that X is constant, then 
Xo can represent the sum of the individual channel carrier 
rates. The relationship shows the trade-offs available be- 
tween number of channels, carrier rates, and filter passbands 
for any given signal-to-noise ratio. As an example, for 
a = 0.5, f s  = 16 Hz and SIN = 10, Xo = 2300 impulses 
per second. This illustrates the disadvantages of using a 
single input channel with a random carrier. 

However, the rate shown above is well within the physi- 
ological limits of systems that utilize parallel channels. For 
instance, all the primary endings from muscle spindles are 
said to distribute information to the entire motor neuron 
population belonging to the same muscle (Mendell and 
Henneman, 1968). In the gastrocnemius muscle of the cat, 
as an example, there are roughly 140 spindles (Swett and 
Eldred, 1960), so an average carrier rate of 20 impulses per 
second could satisfy the above requirement. This rate is well 
below that which can be attended under gamma activity. 
Moreover, it is likely that randomness, even in the presence 
of a forcing function affecting all spindles alike (e.g., 
stretch), may be insured by the random action of gamma 
motor neurons upon the individual spindles. 

Conclusions 

In closing this brief review of some of our findings, I would 
like to stress that the study of the dynamic properties of 
single neurons alone, although a necessary step in the quest 
for the operational principles utilized by the nervous sys- 
tem, might not be sufficient for the formulation of models 
capable of accounting for relatively complex functions. The 

properties of populations of nerve cells could indeed exceed 
those of the individual elements of the population. Con- 
fronted with the task of "explaining" the input-output rela- 
tions of the nervous system in terms suitable to the formula- 
tion of quantitative models, the choice of the experimental 
approach and data-processing techniques often acquires an 
overriding importance. 

In several physiological functions the use of systems- 
analysis techniques and the approximations to linear analy- 
sis, for the purpose of defining the time-dependent charac- 
teristics of component systems, is now warranted over a 
behaviorally meaningful portion of the operational range of 
the systems involved. Only by defining such dynamic char- 
acteristics in relation to behaviorally meaningful outputs 
can we eventually acquire an appreciation ofthe significance, 
or insignificance, of parameters that are presently utilized 
only because they can be measured by available techniques. 
It is likely that the emphasis placed on some of these param- 
eters might not be justifiable in every case. For instance, we 
have presented here data showing that certain details of 
given patterns of impulse activity may have no functional 
significance, owing to the dynamic characteristics of the 
system that receives such patterns. (For a review on this sub- 
ject, in which those data supporting a different viewpoint 
are also considered, see Perkel and Bullock, 1968.) Con- 
versely, certain properties that have not yet been adequately 
explored may be present. 

For instance, the possible role of neurons as interface de- 
vices, instead of only summing integrators, is rarely consid- 
ered. The dynamic properties of the encoder alone could 
provide for this possibility, as it is not inconceivable that the 
encoder could act to transmit information selectively within 



a certain frequency range, thereby transforming the output 
of  one system into a form compatible with the function of 
another. Indeed, it seems unlikely that the output of one 
neuron is in a form appropriate for all those systems to  
which it distributes. The existence of such neurons may be 
now suspected, given the observation that only pyramidal- 
tract fibers apparently impinge upon certain spinal cord 
interneurons (Kostyuk et al., 1968). 

If confirmed and extended to other cells, this observation 
can be highly significant. One  would expect, in these cases, 
a highly different behavior from that observed in integrative 
neurons, such as the alpha motor neuron, in which uniform 
populations display a linear input-output relation, in terms 
of phase and relative gain, within a large frequency range 
(Poppele and Terzuolo, 1968; Rosenthal et al., 1969). Simi- 
lar frequency independency of the input-output relations 
was also observed in neurons of the dorsal spinocerebellar 
tract (Jansen et al., 1967) over a modest frequency range. 
This behavior can easily be accounted for on the basis of  the 
arguments developed above concerning the signal-carrying 
parameter of  nerve-impulse trains and the demodulation 
processes by low-pass fiitering. This simplicity is also found 
by comparing psychophysical measurements to unit re- 
sponses in the somatic system, and has led Mountcastle 
(1967) to suggest that signal transformation in this system is 
entirely linear. In this context, one may notice that when 
"regular" carrier rates are present, a condition that appears 
to be particularly advantageous in a few input channels, the 
presence of a cascade of suitable low-pass filters (successive 
synapses) may provide a means of removing those distor- 
tions of the input signal that are the result o f  the presence of 
the carrier (sidebands). 
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59 Prefatory Remarks on 

Aspects of ~o lecu la r  

Neurobiology 
F R A N C I S  0. S C H M I T T  

THE TERM "molecular biology" was initially ~o~ular ized  by 
William T. Astbury, the first professor of biomolecular 
structure, to denote that branch of life science which at- 
tempts to determine the molecular parameters of cell struc- 
ture and function (Hess, 1970). Before electron microscopy, 
molecular biology was based primarily on X-ray crystal- 
lography and polarization optics; these and other physical 
methods, used in what was then called "colloid" science, 
helped deduce molecular parameters, particularly with re- 
gard to protein effectors of cells. Two decades later, DNA 
and RNA were characterized chemically and structurally, 
thereby ushering in the era of molecular genetics, with its 
concepts of transcription and translation in biosynthesis. 
With this breakthrough, the term "genetics" was broad- 
ened beyond the confines of problems of heredity as such. 
The implications of molecular genetics grew so large that it 
became widely identified with the parent field of molecular 
biology. 

In the Second Intensive Study Program of the Neurosci- 

F R A N  c I s O. s c H M I T T Chairman, Neurosciences Research 
Program, Massachusetts Institute of Technology, Brookline, Mas- 
sachusetts 



ences, molecular neurobiology was considered from the 
broad purview of the molecular basis of the structure and 
function of brain cells and their organization into the sys- 
tems and subsystems of the central nervous system. The 
coverage was not meant to be systematic or encyclopedic; 
for example, it included relatively little systematic neuro- 
chemistry, particularly that of the qualitative and the quan- 
titative "What's-there-and-how-much?'' kind. The aim 
was to be selective: it was not merely to deal with the brain 
as another tissue-like liver or kidney, which have special 
patterns of metabolism-but to be concerned especially 
with cellular processes that are unique to the brain; with 
phenomena that underlie the development of the brain in 
all its intricate circuitry; with the molecular basis of bio- 
electrical events, e.g., impulse propagation in axons and in 
neuronal nets; and, finally, with processes that confer plas- 
ticity, such as might provide a basis for learning and mem- 
ory. 

The lectures on molecular neurobiology articulated the 
current status of selected topics, suggested fruitful strategies 
ofresearch and experimentation, critically examined current 
dogmas, however venerable and established, and asked 
questions that might open new avenues of research, espe- 
cially to investigators who prepared for this inflectional 
point in the history of science by becoming proficient in 
both physical biochemistry and ne~robiolo~y.  

Contributions to neural development at the molecular 
level were made by various speakers and participants in 
this symposium; therefore, there was substantial integration 
with the symposium on Developmental ~ e u r o b i o l o ~ y ,  or- 
ganized and chaired by M. V. Edds, Jr. 

In addition to the most obvious themes of molecular neu- 
robiology already mentioned, the overriding problem of 
the molecular basis of learning, storage, delocalization and 
retrieval of memory, and other "higher" nervous functions 
were considered in a lower key. No  formal lectures dealt 
with subjects such as the biochemical.inhibition or stimula- 
tion of memory processing or the attempted transfer of 
memory or savings by administration of material obtained 
from trained animals. To  some extent these topics were 
treated in the symposium on Determinants ofNeura1 and Be- 
havioral Plasticity, organized and chaired by R. Galambos. 

The plenary and symposium lectures are conveniently 
grouped under four major headings: membranes; neuronal 
junctions; neurobiosynthesis; and neuroplasmic transport. 

MEMBRANES AND INTERCELLULAR INTERACTION Impor- 
tant ideas about the molecular organization of neuronal 
membranes are presented by M. Delbriick, who discusses 
new advances in specific ion transport in model membranes. 
M. Eigen provides a penetrating and highly original analy- 
sis of the mechanism by which ions as similar physically as 

Na+ and K+ may be distinguished in model membrane sys- 
tems and, presumably, also in natural membranes; this hy- 
pothesis may well prove to be the answer to this central 
problem that has long eluded biologists, biochemists, and 
biophysicists. Application of physical methods, particularly 
electron spin labeling, are presented by H. M. McConnell. 
Molecular mechanisms underlying impulse propagation, as 
deduced from optical studies (birefringence, light scattering, 
fluorescent probes) conducted chiefly in his own laboratory, 
are discussed by R. D. Keynes. 

NEURONAL JUNCTIONS The molecular biology of the 
synapse is portrayed at the electron-microscope level by J. 
D. Robertson and F. E. Bloom. Synaptic membranes are 
presumably sites of gene-directed molecular recognition 
that determines the ordering of neuronal circuitry in the 
developing central nervous system S. H. Barondes presents 
the view that glycoproteins and glycolipids, especially car- 
bohydrate terminal residues, are responsible for this recogni- 
tion. The biochemical aspects of neuronal junctions are 
given by V. P. Whittaker, with special reference to studies 
of isolated synaptosomes. Interwoven with the concepts of 
the synapse are current views about the synthesis, release, 
and mode of action of transmitters, presented by L. L. 
Iversen. 

Glial membranes and glial-neuronal interaction are con- 
sidered by R. P. Bunge, who, after dealing with the general 
phenomenon of neuronal ensheathment by glia and with 
permeability and bioelectrical parameters, concludes that, 
although not indispensable to neurons (under specialized or 
experimental conditions), glia are important regulators of 
neuronal activity. 

BIOSYNTHESIS AND GENE EXPRESSION IN BRAIN CELLS 
Comparative studies suggest that the portrayal of the proto- 
typical vertebrate neuron given in textbooks is not a good 
model for the neurons of invertebrates, which represent 
some 95 per cent of the known animal species. M. J. Cohen 
points out that the soma is not so involved biochemically 
and physiologically in the neurons of invertebrates (at least 
in insects) as in those of vertebrates, which may explain 
why the former show more stereotyped behavior than do 
the latter. 

E. M. Shooter discusses brain-cell organelles in the frame- 
work of the synthesis of products, chiefly proteins and en- 
zymes, of gene expression. He also considers the effect on 
the regulation of gene expression by internal stimulation, 
e.g., by hormones and by the nerve growth factor, which 
has been the object of intensive study in his laboratory. 

A. L. Lehninger authoritatively characterizes mitochon- 
drial function, especially as manifested in brain cells, and 
offers cogent reasons supporting the view that mitochon- 



drial membranes, readily available for experimentation, 
may represent a fruitful model of the neuronal membrane. 

NEUROPLASMIC FLOW AND FAST TRANSPORT The sub- 
ject of slow neuroplasmic bulk flow and fast specific 
transport is portrayed in its broad ne~robiolo~ical setting 
by P. A. Weiss, whose work over the last three decades has 
revolutionized our concepts of neuronal dynamics. Follow- 
ing his overview, P. F. Davison analyzes the ~ossible role in 
these phenomena of the fibrous proteins, microtubules, and 
neurofilaments. 

Correlation and summational essays 

P. D. Nelson assesses the impact of the discussions on con- 
cerns at the higher levels of neurophysiology and psychology. 

As organizer and chairman of the symposium on Mo- 
lecular Neurobiology, I provide a summational essay. 
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60 Lipid Bilayers as Models of ~ i o l o ~ i c a l  Membranes 

Real membranes 

WHEN WE TALK about biological membranes, we must 
recognize, first, their unity in some general features and, 
second, their enormous diversity in many specific features. 

The most obvious aspects of unity are their thickness, 
around 70 A;  their composition, protein and lipid; the 
barrier they present to permeation; and the property of 
fragments of membranes to round up into vesicles and of 
holes to seal. 

The most obvious features of membrane diversity are 
variations in thickness; great variations in the protein-to- 
lipid ratio; great variations in the kinds of lipid and kinds of 
protein; great variations in permeability; and infinite var- 
iations in function. 

SEVERAL KINDS OF NATURAL MEMBRANES Glancing 
briefly at the varieties of function, we have, first, a mem- 
brane enclosing every cell; this is the cytoineinbrane or 
plasmalemma, which exerts chemostatic controls on the 
interior and transmits numerous signals. It is characterized 
by the presence of glycolipids (Rouser et al., 1968). There 
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is the double rnernbrane surrounding every nucleus. This mem- 
brane has, in many cases, been shown to have "holes," 
seemingly violating the principle that the real membranes 
minimize their perimeter. The contradiction is, however, 
only apparent, because the perimeters of these holes are not 
perimeters of the membrane; they are places at which the 
nuclear membrane folds over (Figure 1). 

FIGURE 1 Nuclear double membrane with "holes." The perim- 
eters of the holes are not perimeters of the membranes, but are 
places at which the membrane folds over. 

There is the itzyelin sheath, an elaboration of the cytomem- 
brane of the glial cells associated with nerve fibers. Perhaps 
this membrane is the one of least sophistication and the 
simplest function-that of electrical insulation. Its asym- 
metry is more conspicuous than that of most other mem- 



branes. Because it is multilayered in a very regular way, it 
has been a favorite subject for physical studies by means of 
low-angle X-ray diffraction. - 

There is the mitochondrion, with its interesting construc- 
tion involving two totally different kinds of membrane, the 
inner one and the outer one. The inner one forms the cristae 
and is perhaps the most complex of all membranes. It is the 
carrier of the complicated machinery coupling the energy 
derived from respiration to the synthesis of adenosine tri- 
phosphate (ATP). It is, perhaps, unfortunate that such a dis- 
proportionately large share of the efforts of the biochemical 
and biophysical fraternities is spent on this superelaborate 
structure (and on the analogous chloroplasts), rather than 
on those membranes that show simpler specializations. The 
mitochondrion as a whole, as Lehninger explains in his 
chapter in this volume, is thought to have been derived in a 
very distant way from originally free-living bacteria, 
which, in the course of evolving, have become stripped of a - - - 
great number of functions. The principal argument in 
favor of this hypothesis derives from some similarities of 
this inner membrane with the cytomembrane of bacteria. 
These similarities consist of the following: (1) both are the 
locus of oxidative phosphorylation; (2) both contain a 
specific phospholipid, diphosphatidyl glycerol (DPG) ; and 
(3) both lack sterols. As to DPG, it is an interesting lipid, 
which carries two negative charges in close proximity and, 
therefore, is prone to conformational changes when binding 
doubly-charged positive ions, such as Ca++ (Shah and 
Schulman, 1965). The absence of sterols is a characteristic 
that appears to be limited to the inner membrane of mito- 
chondria and, possibly, to the lamellar membrane of 
chloroplasts (Mercer and Treharne, 1965). All other mem- 
branes of plants and animals contain ergosterol or choles- 
terol, or some closely related compounds. 

The orrter ir~einbrane o f  the tnitochotzdrion is perhaps a close 
relative and an elaboration of the endoplastnic reticulum, the 
locus of many synthetic activities in the cell. Both the outer 
membrane of the mitochondrion and the endoplasmic 
reticulum are characterized by the absence of glycolipids. 

In a different direction of sophistication, we should 
mention the excitable membranes of the nerve axotz, of the 
tnuscle -fiber, and of their syr~aptic ~ ~ e c i a l i z a t i o t ~ s .  Here the 
most conspicuous aspect is the high degree of modifiability, 
in an all-or-none fashion, suggesting a very high degree of 
cooperativity between the elements of the membrane. It 
seems probable to me that the changes in state observable in 
these types of membrane are analogous to phase transitions 
of thermodynamics. These phase transitions, here occurring 
in two-dimensional objects, would be !governed by some- 
what different rules from those of ordinary thermody- 
namics. The rules have, as yet, been incompletely worked 
out. An important specific model for the functioning of 
nerve excitation has been presented (Adam, 1970). 

Finally, we should mention the most "clever" mem- 
branes, which can be found in the spec$c portions ofsensory 
cells, where they are attuned to the transduction of various 
kinds of stimuli. These systems can be triggered to change 
their state and thus give a macroscopic response by abso- 
lutely minimal inputs. The input may be a quantized one-a 
single molecule or a photochemical change in a single 
molecule, in olfaction and vision, respectively-or it may 
involve minimal changes in some continuous parameter, as 
in mechanical, electrical, or thermal stimuli. 

PERMEATION Let us stick to the simpler aspects and con- 
centrate on permeation. Here we owe to the work of 
physiologists (Stein, 1967) a general classification: 

Sitrrple pertneation, largely determined by the partition 
coefficients of the solutes between aqueous and lipid phases, 
and by diffusion within the lipid phase. 

Facilitated pertneation, involving carriers or pores or, per- 
haps, as we shall see, in somc cases "carried pores." This 
kind of permeation is characterized by the phenomena of 
saturation and competition. 

Next in sophistication we have coupled carrier transport, in- 
volving cotransport or countertransport of two species 
owing to the fact that the mobility of the carrier depends on 
more than one ligand. This kind of transport can cause 
motion of one component against its electrochemical 
gradient, by coupling it to the transport of another com- 
ponent that moves with its gadient. 

We must and do have, in addition, pritnary active transport 
coupled to energy consumption in a manner that is not 
completely understood in any one case. Perhaps the closest 
to a complete understanding has been achieved in sugar 
transport in bacteria, in which it turns out that the trans- 
ported species is a transiently phosphorylated one (Kaback, 
1968). 

The approach through the study oflipid bilayers 

NAKED MEMBRANES It will take many years and many 
lines of attack for us to understand the structure and mode 
of function of all these membranes in their molecular de- 
tails. The approach that I discuss here is that which starts 
out with lipid bilayers between aqueous phases and ad- 
vances by modifying these bilayers in various ways, leading 
to simulation of some of the functions mentioned. This ap- 
proach was pioneered by Mueller and Rudin, and to them 
we owe also the majority of the very interesting modifica- 
tions of the properties of simple bilayers that can be obtained 
with the help of a variety of additives. 

The simple bilayer is a miraculous structure in itself. It can 
be formed by smearing a lipid mixture across a hole in a 
partition separating two aqueous solutions. Under ap- 
propriate conditions, the nature of which is not clearly 



understood, these lipid mixtures thin out to "black mem- 
branes," truly bimolecular structures in which the polar 
heads of the phospholipids face the water phases, and the 
hydn>carbon chains form a somewhat disordered and 
liquid layer about 50 A thick. The disorderliness is an es- 
sential feature. It is generally assured, at body temperature, 
by there being a sufficient number of kinks, cis-double 
bonds, in the hydrocarbon chains. Also necessary for good 
membrane formation is the presence of cholesterol or 
tocopherol or tetradecane or some such neutral compound, 
for reasons not clearly understood. The membrane part is 
surrounded by a rim of lipid in the "bulk phase." The 
structure of this bulk phase has never been characterized. 
T o  which of the several possible lipid-water phases (Luz- 
zati, 1968) does it correspond? O r  does it retain enough 
solvent to remain a disordered liquid? 

Thls form of lipid bilayer is under tension, and is mechan- 
ically in a metastable state. w h e n  the membrane tears, the 
lipid IS swallowed up by the bulk material along the rim of 
the hole across which the membrane is formed. It does not 
easily break because a relatively large activation energy is 
needed to start a tear. The liquidity of the hydrocarbon 
middle part is essential for giving the membrane plasticity. 
If the membrane is too stiff, it becomes mechanically 
fragile. One should appreciate the astonishing dispropor- 
tions of such a membrane: a membrane 1 m m  in diameter 
and 70 A in thickness, if scaled up, would correspond to a 
thin piece of paper 30 feet in diameter. 

The so-called surface tension (a few dyne cm-') of such 
double layers, measured by bowing them out with over- 
pressuring of the liquid on one side, is not an ordinary inter- 
facial tension. It is a measure of the relative energy of the 
double-layer versus the bulk phase. 

Torn membrane joins the bulk phase, which is distinct 
from natural membranes, which do not ball up on being 
torn but retain their thickness. They reduce their contour 
length to zero by forming vesicles. Natural membranes 
have a cotltour teizsior~ rather than a surface tension. By con- 
tour tension I mean an analogue to the surface tension of 
liquids. Liquid droplets minimize their surface area, at con- 
stant volume, by rounding up to form a sphere. Liquids d o  
so because each molecule tries to maximize its interaction 
with neighboring molecules of the liquid, and a molecule 
in the interior of the liquid has more neighbors, and thus 
more interaction, than one on the surface. Therefore, the 
liquid tries to have as few molecules on the surface as 
possible, i.e., it minimizes its surface area and forms a 
sphere. Analogously, any molecule in a natural membrane 
has more neighbors if it is in the interior of the membrane 
area than if it is at the perimeter. Therefore, a natural mem- 
brane, if it is constrained to be a membrane of constant 
thickness, will try to minimize its perimeter. ~t can do so 
in three-dimensional space by forming vesicles, thus re- 

ducing the perimeter to zero. This is a general feature of 
fragments of real cellular membranes. 

Besides the Mueller and Rudin technique, there are 
several other methods for forming lipid bilayers. Pagano 
and Thompson (1967) have described a procedure for form- 
ing bilayers in a manner analogous to the formation of soap 
bubbles: the lipid solution is put into the tip of a pipette, 
overlayered with an aqueous phase, and blown out under 
water. Large bubbles can thus be formed that have a bilayer 
around most of their surface and a cap of bulk material at 
the top (Figure 2). Such bubbles can be kept in suspension 
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FIGURE 2 Lipid bilayer bubbles (Pagano and Thompson, 1968). 
The bubble is suspended in a sucrose gradient and carries a cap of 
bulk lipid solution. The cap can be penetrated by microelectrodes, 
and the bubble as a whole can be transferred from one aqueous 
environment to another. 

by being biown into a sucrose gradient. The bubbles can be 
picked up by being sucked into a pipette and transferred to a 
different environment, and they can be impaled with micro- 
electrodes. In this way, the bubbles can be used for measur- 
ing the permeation of tagged ions (3GC1 or 22Na), and they 
call be used for measuring the transference of ions during 
the passage of electrical current (Pagano and Thompson, 
1968 ; Price and Thompson, 1969). 

Another interesting procedure has been described by 
Tsofina et al. (1966). These authors found it diflicult to in- 
corporate proteins into lipid bilayers of the type produced 
by Mueller and Rudin. O n  the other hand, it has been 
known from earlier work that trloilolnyers of lipids formed 
at the interface of air and water or at the interface of an 
organic solvent and water can be strongly modified by the 
presence of proteins in the aqueous phase. It has been widely 
believed that this modification is due to a true incorpora- 
tion of protein into the monolayer. Therefore, Tsofina ct al. 
proceeded to construct bilayers from two lipid-protein 
monolayers in the arrangement sketched in Figurc 3. 
Bilayers were indeed formed, but it was not actually 
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FIGURE 3 Bilayer constructed from two lipid-protein monolayers 
(Tsofina et al., 1966). One monolayer is formed at the interface of 
the lower aqueous protein solution (Aqu) and the benzene layer 
containing the phospholipid. A second monolayer is formed at the 
interface of the benzene phase, and the drop of aqueous protein 
solution is extruded from the pipette by reaching in from the top. 
These two monolayers are moved toward each other by appro- 
priate mechanical procedures and, at the place of contact, form a 
true bilayer. 

established whether the bilayer did contain protein. The 
method is a very interesting one, because it offers the hope 
of constructing bilayers containing di$erent proteins in the 
two monolayers. 

Finally, I wish to  mention a procedure invented by 
Trauble and Grell (1970) in Eigen's laboratory (Figure 4). 
Here, too, the bila~ers are formed stepwise. In the first step, 
an emulsion of water droplets is formed in a bulk phase of 
benzene to which a small amount of  phosphatidyl choline 
has been added. The emulsion is formed by intense ultra- 
sonic irradiation. The droplets are of fairly uniform size, 
about 400 A in diameter, and are coated with a rnonolayer 
of the phospholipid. This emulsion is then layered on top of 
a different aqueous phase. Some more phospholipid is added 
to  the benzene to  form an interfacial layer between the bulk 
aqueous phase and the benzene, and the droplets of the 
emulsion (the prevesicles) are forced from the benzene 
phase into the water phase by high-speed centrifugation. In 
their passage through the interface, the prevesicles cover 
themselves with a second layer of  phospholipid and now 
constitute vesicles surrounded by a true lipid bilayer. Here 
the possibility exists of  making the bilayer asymmetric, 
with respect to the polar lipid, and making the inside 
aqueous phase different from the outside one. Moreover, 
that these vesicles can be prepared with a total surface area 
per milliliter vastly exceeding that obtainable by any other 
method opens the way to  a great number of physical studies 
not accessible with the other procedures. Vesicles of 
phospholipids can also be formed in a single step, by sonica- 
tion of a suspension of lipid in water (Huang, 1969). 

Benzene (7 ,w*I 
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FIGURE 4 Production of masses of microvesicles by a two- the emulsion, and an interfacial monolayer of phospholipid 
step procedure (Trauble and Grell, 1970). Step 1. Formation is formed. Step 3. The prevesicles of the emulsion are forced 
of a water emulsion in a benzene phase containing small through the interfacial monolayer (high-speed centrifuga- 
amounts of phospholipid. Prevesicles are formed on intense tion). Vesicles bounded by a lipid bilayer are formed. 
sonication. Step 2. Another aqueous phase is overlaid with 



Let us return to the flat bilayers introduced by Mueller 
and Kudin. These are reasonably permeable to substances 
soluble in both water and lipid. One of these substances is 
water itself, whose solubility in hydrocarbon solvents is 
actually surprisingly high, around l k 3  molar. The nature 
of wdter dissolved in hydrocarbon has not been studied by 
modern methods. It is not known to what extent it is 
aggregated and, if it is, in what kinds of aggregates. Such a 
studp would certainly be feasible and highly desirable. 

These membranes are impermeable to substances of low 
solubility in hydrocarbon solvents or, more precisely, to 
substances for which the partition coefficient between 
water and the hydrocarbon phase is unfavorable for the 
latter. Foremost among these are anions and cations. As a 
result, the electrical conductance of such membranes is 
fantastically low, in most cases of the order of I k 8  mho 
cm-: . 

Lauger et al. (1967) made the interesting discovery that 
such membranes are relatively permeable to the iodide ion 
and much more so in the presence of the Iz molecule. 
Probably this case is also a simple one of partitioning be- 
tween water and lipid; the larger the volume over which 
the charge of the ion is distributed, the less energy is needed 
to transfer such an ion from its aqueous environment with a 
dielectric constant around 80 to the lipid phase with a 
dielectric constant around 2. The iodine molecule enhances 
the partition of the iodide ion in favor of the lipid phase. The 
mechanism of this enhancement has not yet been clarified 
unambiguously. It is possible that 13- or I< ions are formed, 
thus spreading the charge over a larger volume and reduc- 
ing the electrostatic energy needed for transfer to the lipid 
phase (Finkelstein and Cass, 1968). However, more indirect 
effects of I2 on the lipid phase also can be conceived. 

The unmodified lipid bilayer membrane imitates the 
thickness, electric capacitance (-lpf ~ m - ~ ) ,  and the water 
permeability of real membranes. It fails in its electrical 
conductance in not being constrained to constant thickness 
when torn, and in all higher functions. 

PROTON CARRIERS Next in sophistication we may con- 
sider the remarkable effects of uncouplers, i.e., substances 
that, in mitochondria, uncouple oxidation from phosphoryl- 
ation. Dinitrophenol is the classic example, and related 
compounds have been introduced recently. When such 
compounds are added to mitochondria, the electron trans- 
port system of respiration continues to operate at a high 
rate, but the energy supplied by this transport is not used 
for the synthesis of ATP. The theories concerning the 
mechanism of this uncoupling naturally depend on our 
theoretical understanding of the coupling of oxidation and 
phosphorylation in the first place. One class of such theories 
derives from ideas of Peter Mitchell (1966; see also Leh- 
ninger, this volume). Mitchell noted that membranes, be- 

cause they are invariably contour free, must necessarily 
divide space topologically into an inside and an outside. 
Thus, one can conceive of a biochemistry, situated in the 
membrane, which both creates and depends on the dif- 
ferences in the electrochemical potentials of solutes on the 
inside versus those on the outside. One can also conceive 
that the coupling between electron transport and phos- 
phorylation might be mediated by such gradients. Specifi- 
cally, Mitchell conceived that the electron transport creates 
a pH differential between inside and outside, and that the 
pH differential drives the synthesis of ATP. Uncoupling, 
from this point of view, would occur if the pH gradient 
fails to be established, for instance by making the membrane 
highly permeable to protons. It is still uncertain if this idea is 
correct with respect to the uncoupling of oxidative phos- 
phorylation in mitochondria, but it has turned out that the 
uncouplers are indeed good proton carriers in lipid bi- 
layers (Hopfer et al., 1968; Liberman and Topaly, 1968). At 
least that is what they seem to be at first sight. They increase 
the conductivity of the membrane in a manner that would 
be expected for a mechanism that allows both the neutral 
uncoupler and the anion to shuttle back and forth. The 
dependence of the conductance on the concentration of un- 
couplers and on the pH support the idea, but whether this is 
the whole story is still not clear. Certain experimental find- 
ings on the saturation of this mechanism point to complica- 
tions. These have been pursued actively by L. J. Bruner 
(Bruner, 1970). 

DEVIATION FROM OHMIC BEHAVIOR A striking feature 
of the conductance both of simple lipid bila~ers and of those 
made more conductive by uncouplers is a symmetric non- 
linearity in the I versus the V curve: with increasing applied 
voltage the current rises faster than proportionally to the 
voltage. The deviation from linearity becomes obvious 
around 30 mV and reaches a factor of about 5 near 100 mV. 
Lauger and his associates have made a thorough theoretical 
study of this nonlinearity (Walz et al., 1969; Neumcke and 
Lauger, 1969), and point out three possible causes, each of 
which is analogous to certain mechanisms well known in 
solid-state physics. 

The first possible cause is referred to as "ion injection." 
When an insulating layer is interpolated between two layers 
containing a large number of mobile charge carriers, an 
applied voltage will effectively be limited to the insulating 
layer, caused by the accumulation of charge carriers of op- 
posite sign at the two interfaces. Because of the interplay of 
thermal diffusion and electrical fields, however, the charge 
layers at the interfaces will not be infinitely thin. They will 
extend some distance into the conducting phases. The extent 
of this spread of the space charge and of the voltage is the 
greater the lower the carrier concentration. The net effect of 
this space-charge distribution is a dependence on the applied 



voltage of the concentration of the majority carrier at the 
lipid-water interface: the greater the applied voltage the 
higher the majority-carrier concentration and, therefore, 
the higher the ion injection. Walz et al. (1969) showed that 
for lipid bilayers this effect is appreciable only at ionic 
strengths of about ICY3 molar or lower, and that it should 
rapidly decrease with increasing ionic strength. Both these 
predictions are contrary to the actual findings, and therefore 
this cause cannot account for the bulk of the observed effect. 

The second cause studied in detail (Neumcke and Lauger, 
1969) considers the effects of the so-called image forces to 
which the ions in the lipid phase are subjected. These image 
forces are an expression of the polarization of the dielectric 
environments of the ions. The forces are situated very close 
to a lipid-water interface and lead to a strong attraction of 
any ion dissolved in the lipid phase toward the interface and - - 
thus to a lowering of its energy. In lipid bilayers, the effect 
of these forces is to increase the partition of the ions in 
favor of the lipid phase, and the increase is greater as the 
applied voltage is greater. In this case, quantitative analysis 
leads to results much closer to reality. One obtains an I 
curve versus a V curve, which is independent of the ionic 
strength and gives deviations from linearity of the right 
sign and the right order of magnitude, but they still are not 
quite large enough to account for the observations. 

A third effect has, therefore, been considered and cal- 
culated in detail. This is the field dissociation eflect first 
discovered by Wien many decades ago and accounted for 
quantitatively by Onsager in a classic paper (Onsager, 
1934). Onsager showed that the applied field affects the 
association-dissociation equilibrium of dissolved salts, lead- 
ing to a net increase in dissociation in the presence of high 
applied field strength and, therefore, ill the number of 
charge carriers. The theory of Onsager has been modified 
(Neumcke et al., 1970) to the situation of thin bilayers and 
has been shown to account satisfactorily for the observed 
nonlinearity, when combined with the contribution of 
image forces mentioned above. 

which are ring molecules, accommodate the hydrated potas- 
sium ion in the center of the ring and were tailor-made to 
fit this hydrated ion. They conceived of these ring molecules 
as inserting themselves in the membrane-like washers, form- 
ing pores through which the ions might move. The truth 
turned out to be even more startling. When the first X-ray 
diffraction structure of one of these molecules (nonactin) 
came out (Kilbourn et al., 1967), it showed that the carrier 
wraps itself completely around the flaked ion, suggesting 
that this complex could act as a "carrier pore" for shuttling 
particular ions across the membrane. A similar structure has 
recently been established for another K+ carrier, valinomy- 
cin (Pinkerton et al., 1969; Ivanov et al., 1969). Eigen, else- 
where in this volume, deals with the features that permit 
these molecules to carry out such a very specialized function. 

HOLE PUNCHERS The next class of additives might be 
called "hole yut~chers." These are cyclic antibiotics contain- 
ing a polyene chain as part of the molecule, but other 
portions of the ring are highly hydrophilic. Their effects on 
real membranes and on bilayers are contingent on the 
presence of cholesterol or some other sterol in the mem- 
brane. Nystatin and amphotericin B are the ones that have 
been studied most carefully (Finkelstein and Cass, 1968). 
These additives also increase the conductance of bilayers, 
but the effects that they produce are very different from 
those of ion carriers. 

1. The additive must be present on both sides of the 
membrane to give reproducible results. 

2. The conductance increase depends on a very high 
power of the drug concentration. 

3. The conductance is based on an increased permeability 
to atliorls and is coupled with an increased permeability to 
water. 

4. Anions are discriminated according to size. 
5. The conductance has a very high rleyative tert~perattrre 

coeficier~t in contrast to that produced by the ion carriers. 
This permits the experimenter the neat trick of switching 
the conductance from one due to potassium to one due to 

ION CARRIERS This nonlinearity does not seem to be 
anions by using bilayers to which both a K+ carrier (valino- 

prescnt and is probably swamped out when lipid bilayers 
mycin) and a hole puncher (nystatin) have been added. 

are modified by the addition of ion carriers, substances that 
Simply by a change of a few degrees in temperature, the 

increase the conductance of lipid bilayers still more than do 
dominant conductance mechanism can be switched, and 

the uncouplers. The history of this discovery is somewhat as 
with it the membrane potential, if the solutions on the two 

follows. Among the vast number of antibiotics against 
sides are chosen appropriately. 

bacteria discovered during the last decades are some that, - 
when applied to mitochondria, lead to a strange accumula- 
tion of potassium ions. The mechanism of this K+ accumu- GATEABLE ADDITIVES The last class of additives I wish to 
lation is still controversial, but again the application of these discuss are the gateable ones: EIM (excitation-inducing 
agents to lipid bilayers has led to a beautifully simple result: material, Mueller and Rudin, 1967a) and alamethicin (Muel- 
the bilayers become highly permeable to K+ and highly ler and Rudin, 1968). The first of these materials is a protein 
selectively so. Mueller and Rudin (1967b), who discovered produced by a strain of Enterobacter cloacae; the second, a 
this phenomenon, thought at first that these substances, cyclic peptide containing 19 amino acids. Both substances 



are still very imperfectly characterized chemically. Both 
substances confer on lipid bilayers a conductance which 
varies over several orders of magnitude, depending on the 
applied voltage. Conductance is cationic but can be changed 
to anionic by the addition of  such polycations as protamine, 
polylysine, or spermine. By playing with the applied volt- 
age, salt gradients, or the polycationic additives, one can 
simulate many striking electrical phenomena characteristic 
of nerve-axon membranes, including resting potentials, 
action potentials, and rhythmic discharges. The molecular 
mechanisms here involved are still obscure. Especially, the 
basic question still unanswered is whether the sudden transi- 
tions from one state of conductivity to another bespeak 
a cooperative phenomenon on a large scale, such as a phase 
transition of the whole membrane, or a microcoopera- 
tivity involving local conformational changes of oligomers. 
Perhaps the strongest argument in favor of the latter view 
comes from the observations of Bean et al. (1969), which 
showed that, on the addition O ~ E I M ,  quantized increases in 
conductance can be seen, each quantum amounting to a 
conductance change of about 4 X mho. I t  seems 
plausible that these increases in conductance correspond to 
the opening of individual gates controlled by one or a few 
molecules of EIM. ~f such an interpretation is correct, then 
the excitations of the lipid bilayers produced with the help 
of these additives are not likely to be close relatives of true 
nerve excitations, because, for the latter, it seems probable 
to me that we are dealing with a true phase transition on a 
macroscopic scale (Adam, 1970). 

NEW TECHNIQUES COMING OR HOPED FOR There is 
much need for more basic studies on lipid bilayers, naked or 
with additives. The l i ~ i d s  used should be chemicallv de- 

I 

fined, as in the studies of the Lauger group; otherwise we 
cannot hope to obtain data interpretable in terms of  specific 
mechanisms. Electrical measurements must be supple- 
mented by other physical measurement, by the attachment 
of spin labels or fluorescent labels, or the development of 
technologies for absorption and reflection measurements 
adapted to these very thin layers. 

A most promising approach is the study of the bulk 
phases of lipid-protein-water mixtures (Gulik-Krzywicky 
et al., 1969). Such mixtures give rise to a variety of phases 
which can be studied by X-ray diffraction techniques. The 
clarification of the structures possible in laminar phases, 
especially, should go a long way in helping us to assess the 
relative roles of lipid and protein in contributing to the 
basic structure of real membranes. 

Another approach of great value for the understanding of 
the interaction of lipids and proteins in membranes is that 
pursued by Colacicco (1969). Here a monolayer of phos- 
pholipid is first formed at an air-water interphase. Various 
proteins are then introduced into the aqueous subphase, and 

the penetration of the protein into the monolayer is assessed 
by its effect on the surface pressure of the monolayer. 

Perspective 

It would seem that Nature, when she had invented the 
principle of membranes, found that she had caught on to a 
good thing, and proceeded to exploit this principle with the 
passion of the true inventor. As yet we have as little under- 
standing ofthis general principle as we had ofchromosomes, 
say, 30 years ago. Studies of physiologists, biochemists, and 
electron-microscopists have yielded some guidance in the 
characterization of special membranes, but the gap between 
this characterization and the light shed by the study of 
model membranes is still enormous. 

Considering the relevance of the study of membranes to 
our over-all progress in biology and psychobiology, I d o  
not think that we shall learn from such studies how any 
central nervous system functions or even be led directly to 
the solution of the great puzzles of neuroembryology. I do  
have a strong feeling, however, that radical progress in any 
of these fields will not come until the gap has been bridged 
that now exists between our understanding of the simplest 
model membranes and, say, the transducer membranes of 
sensory physiology. Here I am sure discoveries are still to 
be made that will rank with the greatest we have had in 
molecular biology. 
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611 ~lkali- ion Carriers: Dynamics and Selectivity 

M A N F R E D  E I G E N  and R U T H I L D  W I N K L E R  

Alkali-ion carriers; concepts andfacts 

THE EXCITATION of the nerve membrane is intimately cou- 
pled to a fast exchange of sodium and potassium ions. Proc- 
esses of this kind have been studied for a long time, and 
various mechanisms involving "pumps" and "carriers" 
have been proposed. Whatever those "demons" are, they 
must have a size-specific recognition site by which they dis- 
tinguish selectively a given alkali ion from its (smaller and 
larger) homologues. 

Actually, the hypothetical concept of the carrier reflects 
largely the difficulty in explaining selectivity in terms of 
simple ionic interactions. On the other hand, how the inter- 
action of alkali ions with such carriers could be explained in 
chemical terms remained an unsolved problem as well. 

Moore and Pressman (1964), Shemyakin et al. (1967), and 
Graven et al. (1966), have recently found that certain anti- 
biotics bind potassium ions selectively and transport them 
through natural and artificial (lipid) membranes. whether 
these antibiotics are, in fact, used as "carriers" has not yet 
been found out. Because they possess all the qualities once 
ascribed to a specific "carrier," however, we may well use 
them as model compounds in order to see how nature can 
account for such properties. 

Table I contains a compilation of antibiotics which selec- 
tively either facilitate or interfere with specific alkali-ion 
transport through lipid membranes. The composition and 
spatial structure of these compounds have been studied in 
detail in various laboratories (for references, see Table I). 
Essentially, two groups of compounds can be distinguished. 

1. Neutral macrocyclic compounds : All members of this 
group are cyclic molecules, and at neutral pH are uncharged 
(in the absence of the alkali ion). The carrier complex will 
therefore respond to an electric field via the charge of the 
alkali ion. The molecular weights are of medium magni- 
tude, and the molecules are just large enough to surround 
the alkali ion with a hydrophobic coat. The composition 
varies widely. Thus, we find oligopeptides, such as gramici- 
din-s*; oligodepsipeptides (i.e., sequences of alternating 
amino acids and oxyacids), such as valinomycin and the 

*The gramicidins A, B, and C are similar, but acyclic compounds. 

M A N F R E D  E I G E N  A N D  R U T H I L D  W I N K L E R  Max Planck 
Institute for Physical Chemistry, Gottingen, Germany 

enniatins; or other cyclic structures, e.g., simple polyethers 
or the macrotetrolides, which are discussed below in more 
detail. It is obvious that similar structures could be found 
also in protein molecules. Actually, some enzymes are 
known to bind sodium or potassium quite selectively. A 
feature of the above-mentioned cyclic compounds is that 
their molecular weights are considerably lower than those 
of even small protein molecules. 

2. Charged open-chain compounds: These linear struc- 
tures of various compositions all contain a carboxylic group. 
Thus, in the neutral pH range the uncomplexed molecules 
are negatively charged. The carboxylic group, however, is 
not necessarily involved in the coordinative binding with 
the metal ion. Rather, it is believed to for111 H-bonds to 
hydroxyl groups at the opposite end of the linear structure, 
thereby forming a cyclic conformation. The molecular 
weights are of a similar order of magnitude as those for the 
members of the first group. 

All carriers possess a number of polar ligands, which are 
used to form a multidentate complex with the alkali ion. 
Large parts of the molecule, however, must be hydrophobic 
so that the carrier may easily penetrate into lipid mem- 
branes. As a consequence, the solubility in water is very 
poor. It will be seen that the particular architecture of the 
carrier is responsible for its unique functional properties. 

It is quite obvious that a selective carrier action must be a 
consequence of a selective binding capacity for the different 
alkali ions. Thus, direct measurements of complex stability 

TABLE I 
Ion-selective antibiotics 

Valinomycin Group Nigericin Group 

Valinomycinl r 2  .3a 3 3 b  Nigericinl1 
Gramicidin S, Tyrocidin A4 Monensinlz 
Enniatinss , Gb Dianemycin13 
Macrotetrolides7 
Monazomycing . lo 

1. Brockman et al., 1963 
2. Shemyakin et al., 1963 
3a. Pinkerton et al., 1969 
3b. Ivanov et al., 1969 
4. Schwyzer and Sieber, 

1957 
5. Plattner et al., 1963 
6a. Quitt et al., 1963 

6b. Quitt et al., 1964 
7. Gerlach and Prelog, 1963 
8. Kilbourn et al., 1967 
9. Akasaki et al., 1963 
10. Lardy et al., 1967 
11. Steinrauf et al., 1968 
12. Agtarap et al., 1967 
13. Lardy et al., 1958 



constants by the use of different nonaqueous solvents, have 
been performed in several laboratories. Table II contains 
some examples. They generally confirm the above assump- 
tion, although the correlation between complex stability 
and membrane permeability is not always straightforward, 
indicating that other factors (kinetic properties, such as life- 
time, loading rate, and so forth) are involved in the dynam- 
ics of ion transport across membranes. Nevertheless, the 
most striking result is the unique size dependence of the 
complex stability showing a pronounced maximum for a 
given ion, disfavoring larger as well as smaller sizes. This 
behavior is quite different from any size dependence due to 
simple electrostatic interaction. 

Complexes of main group metal ions: 
stability and dynamics 

Before starting a more detailed discussion of experimental 
data, we may ask for possible explanations for such a size 
specificity of complex stability. For alkali ions, specificity in 
binding is certainly not a consequence of a peculiar electron 
configuration, as it is for transition metal ions, such as Ni2+, 
Cu2+, and so forth. We are dealing here with ions of "noble 
gas"-like electron configuration, and we must therefore try 
to base our model on factors such as charge and size of the 
metal ion and peculiarities of structure of the complexing 
agent only. 

The complex formation involves the substitution of one 
or several solvent molecules from the inner coordination 
sphere of the metal ion. If the incoming ligands can be ar- 
ranged as freely as the solvent molecules (in the coordina- 
tion shell), then-at least for a symmetrical, e.g., octahe- 
dral, arrangement-we should expect one of the two fol- 
lowing monotonic size dependences: 

1. The incoming ligand is more tightly bound than the 
solvent molecule to be substituted. The stability of the com- 

plex will decrease with increasing radius of the metal ion. 
The smaller the metal ion, the larger will be the gain in 
binding energy for each ligand. 

2. The incoming ligand is less tightly bound than the sol- 
vent molecule. Here the size dependence of complex stabil- 
ity will be inversed, because the smallest metal ion will most 
strongly prefer the solvent molecules. 

Such behavior is depicted in Figure 1. It is very important 
that in these cases-with decreasing metal-ion size-the 
cavity formed by the ligands can contract just as freely as 
does the solvent coordination shell. This may not always be 
possible, e.g., if the ligands are interconnected in a multi- 

kcal/mole 

I00 - 

- 
Cs' Rb* Na* Li* 

K+ I l r  

I x 4  

FIGURE 1 Free energy of hypothetical ligand binding (dotted 
lines) and solvation (solid lines, experimental values) as function of 
the reciprocal radius of alkali ions. (The ligand-binding curve is 
related to  a fixed ligand concentration.) 

C~m~lexfovrnation constants of some antibiotics 

K [l/mole] 3 
Compound Solvent Anion Na+ K+ K N ~ +  

Nonactin MeOH SCN- (1.6 0.3) X lo2 (6.3 k 0.9) X lo3 38 
MeOH SCN- (3.9 * 0.7) x lo3 

Monactin MeOH SCN- (1.4 0.1) X lo3 (3.2 * 1.3) X lo6 230 
Enniatin B EtOH *) SCN- 1.3 x lo3 3.7 x lo3 2.8 

MeOH 1- (2.4 k 0.5) X 102 (8.4 + 1.0) X lo2 3.5 
"Enniatin A" MeOH I- (1.2 + 0.1) x lo3 
Valinomycin EtOH *) SCN- not detectable 5.2 x lo3 >lo3 

MeOH I- (1.2k1.7)X101 >8 X lo3 >670 

* CfPioda eta]., 1967; Shemyakin et al., 1967 



dentate chelate complex. Here the different ligands usually 
have some freedom of motion only as long as the cavity 
formeti around the metal ion exceeds a certain size. Below 
this size the ligands may "freeze" into fixed positions, be- 
cause steric hindrances, as well as ligand-ligand repulsion, 
will prevent further contraction of the cavity. Thus, the 
cavity will show an optimal fit for a metal ion of a certain 
size. For all metal ions larger than this critical size, the com- 
plex stability will increase with decreasing metal-ion radius, 
supposing that the ligands are more tightly bound than the 
solvent molecules. Below the critical size, however, this be- 
havior is inversed, because there will be little or no gain in 
ligand-binding energy with decreasing metal-ion radius, 
and hence there will be no compensation for the increasing 
solvat~on energy. Note that this optimal fit will produce a 
maximum in the thermodynamic stability constant, but 
that this does not at all mean that the optimally fitted 
complex is the most stable complex in "absolute" terms. 

The behavior described above is demonstrated in Figure 
2. The lower curve describes the size dependence of the free 

FIGURE 2 Free energy of solvation (lower curve) and chelation 
(upper curve for two hypothetical cases) as function of the recip- 
rocal radius of alkali ions. 

energy of solvation (r being the metal-ion radius). The up- 
per curves represent two different size dependences for the 
free energy of ligand binding (including rest solvation). 
These curves are monotonic, i.e., the smallest ion shows the 
largest values, but, because the free energy of ligand binding 
bends sooner toward saturation (brought about by steric 
fixation of the ligands), the difference of the ligand binding 
and solvation curve may well show a maximum. Just such a 
difference determines the stability constant (Kstab) of the 

metal complex. Note that the increase in free energy of lig- 
and binding will be monotonic, regardless of whether Kstsb 

increases or decreases. Note furthermore that the maximum 
of Kstab could be found at any position, depending on how 
soon the ligand-binding energy reaches saturation, but that 
this position does not necessarily coincide within the l / r  
value at which saturation actually is reached. (The picture of 
optimal adaptation of a metal ion to the minimal size of the 
ligand cavity is oversimplified here in order to demonstrate 
the principle.) We may briefly summarize the main conse- 
quences of the above paragraph. A nonmonotonic size de- 
pendence, i.e., size specificity, is not a consequence of a spe- 
cial force, but is rather the result of the superposition of two 
influences-solvation and chelation. Both size dependences 
are monotonic per se but, owing to the special architecture 
of the complexing agent, level off with decreasing metal- 
ion size at different positions, so that the difference is no 
longer monotonic. If we remember that the solvation ener- 
gies of Na+ and K+ differ by about 20 kcal/mole and that at 
room temperature 1.4 kcal/mole correspond to a difference 
of one order of magnitude in binding constants, we see 
easily that this "source" is sufficient to explain the observed 
binding specificities of carriers. 

We  now return to a discussion of experimental data. 
Some stability constants for various alkali-ion complexes 
are shown in Table I I. A nonmonotonic size dependence 
as striking as it appears to be for some of these complexes- 
actually has been observed in many other chelate complexes 
of main group metal ions. Some data for alkaline earth 
complexes are compiled in Table I I I. Note that the solvation 
energy for divalent ions is much larger than for monovalent 
ions, and thus differences (e.g., for Mg2+ and Ca2+) may be 
much more pronounced. The above interpretation is also 
supported by the rates of complex formation, which appear 
to be much more uniform than complex stabilities. Table 
IV shows some rate constants of complex formation for 
Mg2+ and Ca2+. The differences of the second-order rate 
constants within one group (e.g., Mg2+) are due mainly to 
differences in the charges of the complexing ligands, be- 
cause the rates involve ion pair formation. If one accounts 
for this effect, i.e., if one relates the rate constant with the 
rate-limiting step of substitution of a water molecule from 
the inner coordination sphere of the metal ion, a quite uni- 
form value of about lo5 sec-I for Mg2+ and 5 X lo8 sec-I 
for Ca2+ is obtained throughout (Eigen and Wilkins, 1965). 

Almost all this information about rates of ligand substitu- 
tion in metal complexes has been collected during the last 
decade, after the introduction of modern techniques for the 
study ofrapid reactions, such as nuclear magnetic resonance, 
electron paramagnetic resonance, and relaxation spectrom- 
etry (Eigen, 1963). A uniformity of complex formation 
rates, as shown with Mg2+ and Ca2+, was found for almost 
all metal ions studied so far. It is therefore possible to present 



Stability constants ofmetal complexes 
(log K1 in aq. sol., p+ 0, * p  = 0.1 ; T = 18 - 25') 

Metal- Erio 
~ 0 ~ 2 -  F- Ac- IDA* m A a -  EDTA4- DGITA4- Phthal.6- Ra- Tiron4- 0xin~- 

Ac- = acetate DGITA = 2,2 -ethylenedioxybis (ethyliminodi [acetic acid]) 
IDA = iminodiacetic-acid Metal-Phthal. = metalphthaleine 
NTA = nitrilotriacetic-acid Erio-R = eriochrom-black 
EDTA = ethylene-diaminotetraacetic-acid 

a condensed survey on characteristic rates. A more detailed 
discussion of such a "periodic table of rate constants" for 
metal ions in a given solvent (Figure 3) can be found else- 
where (Diebler et al., 1970). Here, we want to emphasize 
only two points: 

1. Deviations from a monotonic size dependence are 
found only with the transition metal ions, in which special 
influences such as ligand field stabilization and Jahn-Teller 
effect are involved. On the other hand, main-group metal 
ions show a uniform behavior throughout. If the rate can be 
associated with an elementary step, it reflects the monotonic 
size dependence, as expected for simple electrostatic inter- 
actions. 

TABLE IV 

Rate constantsfor complex formation reactions of Mg2+ and Ca2+ 

k~ 
Mg2+ Cat+ 

so,' 
s~o3~-  
CrOa2- 
F- 
HF 
ATP4- 
ATPHe 
ADPJ- 
ADPH2- 
Metal Phthal. 
IDA2- 

Glycine- 
Oxine- 

2. Despite the high solvation energies, the substitdtion of 
a single solvent molecule (or ligand) from a "codplete" 
solvation sphere appears to be rapid. For the alkali idns this 
substitution occurs within I F 9  seconds. This rate is found 
for any single ligand belonging to a "complete" sohation 
sphere before any further substitution occurs. The loss of 
solvation energy is compensated for by the ligand binding. 
It would be more difficult to remove a solvent molecule 
from an incomplete solvation sphere, i.e., without campen- 
sation for the loss of solvation energy. 

The high speed of single-ligand substitution is important 
for an understanding of the dynamics of carrier action (see 
below). 

- 

Oxine H -1 x 104 FIGURE 3 Characteristic rate constants (sec-') of substitdon of 
water molecules from the inner coordination sphere of metal ions 

* first-order rate constants by various ligands. 



The study of alkali-ion complexes: 

solzlents and indicators 

The complexing mechanism of alkali-ion carriers have been 
studied in homogeneous solution. Methanol offers several 
advantages as a solvent. 

1. Biological alkali-ion carriers are usually insoluble in 
water, owing to their lipophilic character, but are fairly sol- 
uble in methanol. 

2. Because of the lower dielectric constant of methanol, 
complex stabilities, higher than those in water, are found, 
especially if charged ligands are involved. Thus, a more pre- 
cise determination of stability and rate constants of other- 
wise quite weak complexes is possible. 

3. The solvation of the cation in water and methanol is 
quite similar, as was shown by Strehlow (1952). There are 
only small changes of AG, AH, and AS if an alkali ion is 
transferred from water to methanol. The substitution be- 
havior (mechanism and rate) might be quite similar for both 
solvents, so that studies in methanol can be considered rep- 
resentative for water as well. 

4. Methanol can be used as a solvent for temperature- 
jump (T-jump) studies by both the Joule-heating and the 
microwave-heating methods. It even shows some advan- 
tages for field-effect and sound-absorption studies. As a con- 
sequence of the lower dielectric constant, the field effect for 
charged ligands is larger than in water. For uncharged lig- 
ands (e.g., the carriers described below under "The Na+- 
Monactin Complex"), relatively large AH values are to be 
expected. Thus, the equilibrium will be very strongly tem- 
perature-dependent. Sound waves in methanol involve a 
pronounced temperature wave, which, in water of about 
room temperature, is nearly absent (owing to the density 
maximum at 4' C) . 

In order to observe the equilibration of alkali-ion com- 
plexes and to follow rapidly any change in equilibrium, it 
was necessary to find a suitable indicator for the alkali ions 
in methanol. No such indicator has been reported in the 
literature so far. However, Schwarzenbach and Gysling 
(1949) described murexide as a specific indicator for Ca2+ 
ions in aqueous solution. 

Murexide is the ammonium salt of purpuric acid and has 
the following chemical structure: 

The anion has a strong absorption maximum around X = 

527 mp (e = 11700 in methanol), which is shifted on com- 
plexing with Ca2+ to shorter wave lengths. Most likely, 
complexing occurs between two of the oxygens next to the 
N-bridge. 

The stability constant for the Ca complex in aqueous so- 
lution, as reported by Schwarzenbach, is not large (pK 2. 7). 
Mg2+ was found to form no complex to any appreciable ex- 
tent, whereas Sr2+ and Ba2+, according to Geier (1967), 
showed some tendency for complexing. 

Although several other indicators have been reported in 
the literature as having much higher stability constants for 
the alkaline-earth ions, murexide seemed to be the best can- 
didate for the indication of alkali ions in methanol for sev- 
eral reasons. 

1. Murexide has a negative charge (distributed among 
the four oxygens next to the N-bridge), which is not pro- 
tonated in the neutral pH range. Actually, the pK in aque- 
ous solution is about zero and in methanol about 4 to 5. 
Alkali ions generally are quite weak in forming complexes, 
so it is very important that protons do not compete too 
strongly for the complexillg site. 

2. The spectral properties of murexide are peculiar. 
When complex formation occurs, the blue shift of the ab- 
sorption maximum is probably due to some change in the 
orientation of the two rings relative to each other. Such an 
effect should be sensitive for weakly complexing ions, 
which otherwise would have only little influence on the 
electronic structure of the dye molecule. Figure 4 shows the 
spectral shift of the absorption maximum on titration with 
Na+. The well-defined isosbestic point indicates a simple 
complexing behavior. Those titrations were carried out for 
both the alkali and alkaline-earth series. 

In the alkali series, the highest pK values were found for 
Na+ in the alkaline-earth series corresponding to Ca2+, as 

m lJ. 
FIGURE 4 Spectrophotometric titration of murexide with Na+. 
( 2 5 0 ~ ;  CM,, = 4 x IO-~M). 



was to be expected from Schwarzenbach's results for aque- 
ous solutions. Owing to the lower dielectric constant of the 
solvent, the stability constants in methanol are higher than 
in water by orders of magnitude, and show much more 
clearly the nonmonotonic size dependence as described in 
the preceding section of this paper. One may consider mu- 
rexide as a "carrier" for Na+ and Ca2+. Here again, the 
maxima in the stability constants result from the balance 
between ligand binding and solvation energy, whereas the 
"absolute" stabilities of the complexes should parallel 
monotonically the sequences of ionic sizes. This is clearly 
indicated by the amount of wavelength shift and the in- 
crease in E. Both A,,, and E are largest for the smallest ion 
and decrease monotonically with increasing size, as seen in 
Figure 5. 

FIGURE 5 Absorption curves for various alkali- and alkaline- 
earth complexes with murexide. 

For the alkali complexes, the stability constants can easily 
be determined from the titration curves (see Table V). Here 
Kdiss is always much larger than the indicator concentration, 
and therefore can immediately be obtained from plots of 
(E - Eo)/(E, - Eo) versus l/CM, in which the extinctions 
E, Eo, and E, refer to the metal-ion concentrations CM, 0, 
and (saturation), respectively. 

A suitable indicator for studies of dynamic properties 
should have not only pronounced spectral shifts but also a 
sufficiently rapid performance. Only then can it be used for 

the observation of other complexing reactions. Actually, the 
indicator may still be used if it reacts with a speed compara- 
ble to that to be followed. In that case, however, one must 
know precisely the rate constants of the indicator for the 
evaluation of the relaxation spectrum of the coupled reac- 
tion system. Therefore, it was necessary to carry out rate 
measurements with the indicator-metal-ion system. 

For all the alkali ions, these reactions turned out to be too 
fast to be resolved by the temperature-jump technique, the 
half times being below the microsecond range. An electric- 
field traveling wave technique with spectrophotometric ob- 
servation-developed by Ilgenfritz (1966)- could, how- 
ever, be used for these studies. In this technique the pertur- 
bation of equilibrium is brought about by a strong electric 
field utilizing the dissociation field effect. The method is 
applicable to any equilibrium between charged reaction 
partners. The present time-resolution of this method is 
30 nanoseconds; thus the method is just suitable for detect- 
ing the relaxation effects for the reactions of Lif and Na+ 
with murexide. Figure 6 shows a typical oscillogram. K+ 
(requiring a higher concentration because of its lower sta- 
bility constant) was already beyond the resolution of this 
method. However, a lower limit for the rate constant could 
be derived; that constant almost coincides with the upper 
limit for a diffusion-controlled process. Even the measured 
value for Na+ is very close to this limiting value of about 
2 x 1010 M-I sec-l. (For charged species, the rate constant 
of a diffusion-controlled recombination is somewhat higher 
in methanol than in water, as a result of the lower dielectric 
constant of methanol, which favors the electrostatic attrac- 
tion of the reactants.) The present results suggest that the re- 
actions for K+, Rb+, and Cs+ are diffusion controlled. The 
reaction of Na+ is almost diffusion controlled; only Li+ 
shows a somewhat lower value (see Table V). 

We  may conclude that, from both a static and a dynamic 
point of view, murexide appears to be an ideal indicator for 
alkali ions in methanol. The spectral shifts are characteristic 
and easily detectable. The stability constants are high enough 
and in a convenient range (most convenient for an investi- 
gation of biological carriers; see below). The rates are as 
high as they could be, i.e., they are diffusion controlled. Mu- 

TABLE V 

Rate and stability constants of alkali-ion-murexide 
cotnplexes in methanol 

25' C k~[M-l X sec-'1 k~[sec-'1 K[M-'1 

Li+ 5.5 X lo9 7.7 X 10' 7.1 X lo0 
Na+ 1.5 X 10'' 5.9 X 10' 2.55 X lo3 
K+ -2 X lo1'* - >lo7 1.1 X lo3 

* diffusion controlled 



Icm = loons 

FIGURE 6 OsciUogram of field effect relaxation for Na+-murexide complex in methanol. 

rwide is thus suitable for indicating quickly any other com- 
pkx reaction. (For details, see Winkler, 1969.) 

The Nu+-monactin complex: 

structure and dynamics 

Several carrier systems for alkali ions are described in the 
first section. We  have chosen the macrotetrolide "monac- 
tin" as a model compound for a more detailed study of the 
equilibria and dynamics of complex formation. 

Monactin belongs to a group of antibiotics that can be iso- 
lated from such microorganisms as actinomycetes. The 
chemical structure, as shown in Figure 7, was determined by 
Gerlach and Prelog (1963). X-ray analysis carried out by 
Glbourn et al. (1967) indicates that the metal ion is sur- 

Rl=R2=R3 =R4 =CH, Nonactin 

R,=R2=R3 =CH3 R4 = C2H5 Monactin 

rounded by eight oxygens in a quasi-cubic arrangement, 
whereby the cyclic molecule is wrapped up like the seam of 
a tennis ball (see Figure 8A). All polar groups are "inside" 
the cyclic molecule, leaving a cavity for the metal ion that is 
optimally adapted to the size of K+ as reflected by the sta- 
bility constants (see Table I I). The values in Table I I were 
determined by Pioda et al. (1967), using the technique of 
vapor-phase osmometry. As is seen, the Na+ complex of 
monactin is weaker than the K+ complex by more than two 
orders of magnitude, Li+ does not show detectable complex 
formation, and Rb+ and Cs+ complex measurably but more 
weakly than K+. The complex formation can be followed 
spectrophotometrically, with murexide used as indicator. 
Figure 9 shows the decrease of the Na+ murexide complex 
absorption on the addition of monactin. This method was 
used to follow the reaction behavior of monactin "instanta- 
neously." 

A few words may be added with regard to equilibrium 
measurements. Simon was the first to detect some equilib- 
rium constants by using vapor-phase osmometry. With 
murexide as indicator, one may now also carry out spectro- 
photometric titrations. Moreover, temperature-jump mea- 
surements used for a study of the dynamics of equilibration 
also provide information on both equilibrium constants and 
enthalpies of reaction. Actually, this latter method has 
scarcely been used for equilibrium studies so far, but it turns 
out that it is more sensitive than most other methods 
known. The reason is that the T-jump amplitude (with 
spectrophotometric observation) is given by: 

R,=R3 = CH3 R2=R4 = C2H5 Dinact in 6E being the change in extinction due to the T-jump 6T, K 
R1 = CH3 R2=R3=R4=C2H5 Trinactin the equilibrium constant, and AH the enthalpy of reaction. 

In aE/alnK, all terms not containing 1nK drop out so 
FIGURE 7 Chemical structure of macrotetrolides. that this quantity is a unique function of K. For comparison, 
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FIGURE 8 Schematic representation of the spatial structure of alkali-ion 
to  ' macrotetrolide complexes, left. Molecular model of nonactin as compared 

with solvated K+ ion, above. 

Furane = 

titration curves essentially yield aE/alnCM, CM being the 
concentration of the titration agent, such as the metal ions, 
but this quantity might become quite insensitive to 1nK 
under certain conditions. 

Another advantage of the relaxation amplitude method is 
that it yields direct information about the enthalpy of reac- 
tion. A special method has been worked out in which the 

FIGURE 9 Decrease of Na+-murexide absorption upon addition of 
monactin (dotted line). 

T-jump amplitudes of the metal-ion indicator are com- 
pared with the same system in the presence and absence of 
the carrier. The AH values obtained by this method are accu- 
rate by about h0.1 kcal/mole, although the total tempera- 
ture variation may not amount to more than 3 O  C (T- 
jump). Such a small temperature variation, of course, is of 
great advantage in the study of biological systems. The 
method is described in detail elsewhere (Winkler, 1969). 
For monactin with sodium a AH value of -6.0 kcal/mole 
was obtained, indicating an appreciable entropy term of 
RlnK. 

The equilibrium data obtained show clearly that speci- 
ficity or selectivity is a property of the carrier molecule it- 
self which is present as well in the absence of a membrane, 
i.e., in homogeneous solution. From the analysis of solva- 
tion energies and from the known structures, we also know 
how a carrier must be constructed in order to exhibit such a 
selectivity, but it is dficult to understand how such a sys- 
tem can be dynamically active in competing with any other 
type of transport. 

Let us consider the carrier molecule as depicted in Figure - 
8B. The cavity is just large enough to accommodate the un- 
solvated metal ion. How does the metal ion get in? To  strip 
off the whole solvation sphere would cost considerable acti- 
vation energy and would slow the process. Thus, after we 



knew the architecture of the carrier molecule, an inescapa- 
ble question was: How fast can such a carrier be loaded 
(and unloaded)? We knew from equilibrium studies that 
equilibration is complete within seconds. Thus, we tried 
first to measure the rates with the help of the temperature- 
jump technique. Because the sample cell represents the re- 
sistance of the discharge circuit, we could not reach very 
high time resolution. (Any cation concentration must be 
kept small so as not to interfere with the complex formation 
to be observed.) 

Typical oscillograms are shown in Figure 10. The ampli- 
tude of the solution containing both the indicator and the 
carrier is more than twice as large as for the reference solu- 
tion (containing only the indicator). That tells us that equili- 
bration was complete within the time of resolution (i.e., 
about 1 millisecond). Actually, these very precise amplitude 
values (signal/noise > lo4) were used to determine K and 
AH ofthe carrier complex, as shown above. 

A considerably higher time resolution can be reached by 
the electric-field pulse technique, which was used for the 
study of the metal indicator equilibrium. However, no field 
effect can be detected for the carrier complex, because 
monactin is a neutral molecule. On  the other hand, enough 
heat is produced during the field pulse so that a (linear) shift 
of the extinction occurs, while the electric field is switched 
on (see Figure 11). Again, this shift was more than twice as 
large in the presence of the carrier, indicating that the equi- 
librium is established even within about 5 microseconds. 

The only method with sufficient time resolution, there- 
fore, that could be tried was sound absorption. With the 
help of a resonance method recently developed by Eggers 
(1967/1968), a pronounced rise of absorption toward fre- 
quencies of some hundred kilocycles per second was indeed 
observed. This absorption curve was evaluated with the 
help of known equilibrium data and yielded the rate con- 
stant for the complex formation of Na+ with monactin. 

The surprising fact is that this rate constant is as high as 
about 3 x 10s M-I sec-l. It is just one order of magnitude 
lower than the expected value for a diffusion-controlled re- 
combination. (Note that monactin is a neutral molecule, so 
that the limiting value is considerably lower than for the 
negatively charged indicator ion.) 

Alkali-ion carrier complexes: behavior 

How can such a process be envisaged? Apparently it is im- 
possible for a completely or appreciably desolvated metal 
ion to slip into the carrier cavity. Removal of several solvent 
molecules in one step would cost too much free energy of 
activation. On the other hand, in the discussion of substitu- 
tion rates we have seen that replacement of a single solvent 
molecule from an otherwise complete coordination sphere 
of any alkali ion can occur within 1 e 9  seconds. Thus, we 
must conclude that carrier-complex formation is a stepwise 
"redressingm process, in which every solvent molecule is 
substituted stepwise, so that a balance of solvation and 

4 x  I O - ~ M  murexide 

I x M rnonactin 

4 x  I O ' ~ M  murexide 

FIGURE 10 Oscillograms of T-jump experiments with tion effects for sample and reference solution differ by a 
Na+-murexide and monactin. The amplitudes of the rekxa- factor of -2 (cf. sensitivity). 
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FIGURE 11 Amplitudes of field effect of Na+-murexide and 
monactin solutions. Due to heating by the electric field, the 
amplitudes shift linearly with time. As in Figure 10, this 

ligand-binding energy is always maintained. We  may write 
the mechanism as : 

in which the index in M denotes the number of solvent 
molecules in the coordination sphere of the metal ion and 
the index in X the number of ligands bound to the metal 
ion. Only the initial and final states are appreciably popu- 
lated; thus we may consider the intermediates to be in a 
steady state. Then we obtain an expression for the over-all 
rate constant that tells us that the probability for the reaction 
to proceed at any intermediate position in either direction 
must be not far from 50 per cent and that the rate constants 
for the single steps of substitution are of the order of magni- 
tude of lo9 sec-l, i.e., of the same order of magnitude as 
was found for the substitution of a single HzO molecule 
&om the coordination sphere of alkali ions in aqueous 
media (see Figure 3). If any of the steps of substitution were 
appreciably slower, the value of 3 X lo8 M-I sec-I for the 

4 x I O - ~ M  murexide 

shift is about twice as large for the solutions containing 
monactin. (Note also the constant shift due to temperature 
change after the field is switched off.) 

over-all rate constant (which is only about one order of 
magnitude below the limiting value for diffusion control) 
could not be explained. In order to allow such a stepwise 
substitution, the carrier molecule must unfold the flexible 
"tennis-ball seam" to an almost annular conformation. This 
unfolding in the absence of the metal ion is favored by 
solvation of the polar groups inside the carrier molecule, 
which otherwise would repel one another considerably, and 
this solvation energy may balance the stress occurring in the 
"annular" conformation. 

In conclusion, we may now formulate some rules for a 
design of an efficient metal-ion carrier: 

1. The carrier molecule should possess electrophilic 
groups that can compete with the solvent molecules for 
metal-ion binding. These groups should be inside an other- 
wise lipophilic structure, which easily dissolves in mem- 
branes. 

2. As many solvent molecules of the inner coordination 
sphere as possible should be replaced by the coordinating 
sites of the carrier molecule. For two ions of different size, 



the reference state may then involve as much as the total 
diff;.:rence of free energy of solvation. 

3 The ligand should form a cavity adapted to the size of 
the metal ion. "Optimal fit" is related to an arrangement in 
which the difference of the free energies of ligand binding 
and solvation is maximal. Often it almost coincides with 
"fittest" geometrical arrangement. Cavity formation in- 
volves ligand-ligand repulsion as well as steric fixation of the 
chelate. 

4. The carrier molecule should possess sufficient flexi- 
biliry to allow for a stepwise substitution of the solvent 
molecules. Otherwise, if complete or substantial desolvation 
were required for the ion to slip into the cavity, the activa- 
tion barrier would be high and the reaction slow. 

Rule 1 fulfills the biological requirement, i.e., to gate the 
ion through a (lipid) membrane. Rules 2 and 3 take care of a 
high selectivity, whereas Rule 4 allows fast loading and un- 
loading of the carrier. Not  many structures of low molec- 
ular weight are known that would allow a simultaneous 
observation of all four rules. Almost all the classical com- 
plexing agents are poor in one respect or another. 

So far, this paper has not dealt with any biological proc- 
ess. Actually, the problem we have been concerned with 
looks more like a problem of inorganic chemistry than one 
of neurobiology. This is certainly true, but before we could -.  

find out about the mechanism of sodium-potassium ex- 
change in the nerve membrane we had to replace the de- 
mons "carrier" and "pump" by well-understood molecular 
processes. 

W e  see that nature has designed very special molecules 
that are both dynamically active and highly specific, two 
properties that often exclude each other. For instance, the 
rate constant of dissociation kD is related to the binding con- 
stant by : 

If kR reaches a limiting value (e.g., diffusion control), kD de- 
creases if Kstab increases. The rate constant kD determines 
the rate of unloading Thus, as long as the over-all process is 
determined by the transport rate, one may gain an advan- 
tage by increasing Kstab, because this constant determines 
the specificity of binding. If, however, the rate of unloading 
becomes so slow that it determines the over-all rate, all fur- 
ther gain in specificity is lost by slowing down the unload- 
ing rate. 

For K+ and monactin, Kstab is 2.5 X lo5 M-I. Thus, in or- 
der to keep kD above lo3 sec-' (millisecond range), kR had to 
be as high as 2.5 X lo8 M-I sec-I. Such a K+ carrier would 
then be optimally adapted to the millisecond time range. 
The molecule solves the problem of quick loading by a con- 
formation change, i.e., from an annular to a spherelike 

conformation-a principle that is used in a similar way by 
protein molecules. 

Problenis to be solved 

W e  may now proceed to try to solve the problems that are 
more closely associated with a biological system. As a next 
step, we must answer the following questions: 

1. How fast is the rate of loading and unloading if the 
carrier is sitting in the membrane and the whole process 
takes place in the interface? 

2. What is the rate-limiting step of transport in artificial 
and natural membranes? 

3. What are the carriers used for alkali-ion transport in 
nerve membranes? 

4. How can the mechanism be switched on and off by an 
electric field and how is it coupled to a pump-facilitating 
active transport? 

T o  answer the first and second questions, measurements 
with artificial and natural membranes are required. Relaxa- 
tion spectrometry would be the adequate method to find 
out about the rate-limiting step, becausc the relaxation spec- 
trum contains the time constants of all detectable interme- 
diate steps involved in the over-all mechanism. For those 
studies, small membrane vesicles would be required. Max 
Delbruck (this volume) mentioned the various methods for 
the preparation of those vesicles. Actually, the work of 
Huang (1969), as well as that of H. Trauble and E. Grell 
(private communication), was started for this purpose. Re- 
laxation studies on single bilayers using optical techniques 
with high time resolution may be considerably more diffi- 
cult. O n  the other hand, the vesicles should also include pro- 
tein-lipid systems. - .  

The third question, of course, is a key question. The car- 
riers studied here are antibiotics; it is not known whether 
they transport alkali ions in bacterial and, possibly, in 
mammalian membranes. Studies with T1+ i p s  (which have 
been found to replace specifically K+ and Rb+ in certain en- 
zymes [Kayne, private communication]) are being carried 
out by Muldner to answer this important question. 

The fourth question finally will bring us closer to pro- 
cesses related to the nerve membrane. The answer to it (and 
the corresponding model studies) will depend on the nature 
of the carrier. The carrier may be a small molecule like the 
antibiotics discussed in this paper. Such a molecule could be 
linked with an "allosteric" protein involved in the pump 
mechanism. The transport may just as well be facilitated by 
a membrane protein directly, or by a special membrane 
structure. In all these cases, specificity will depend on simi- 
lar factors, as discussed in this paper (a balance of solvation 
and ligand binding by either of the mentioned structures), 
but the switching mechanism may be quite different for the 
various models. 

ALKALI-ION CARRIERS 695 



Note: For a more detailed description of  experiments and 
methods, see Winkler (1969). The aspect of  metal complex- 
ing is treated in more detail in Eigen (1963) and Diebler et 
al. (1970). The broad subject of specific ion carriers was re- 
ported in an NRP work session (Eigen and De  Maeyer, in 
press). 
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62 Molecular Motion in Biological Membranes 

HARDEN M. M C  C O N N E L L  

BIOLOGICAL MEMBRANES offer many unsolved and challeng- 
ing problems in biochemistry and structural chemistry. Our 
present discussion is concerned with molecular motion in 
membranes. We first describe in some quantitative detail 
the motion of a selected number of paramagnetic probes 
("spin labels") in various biological membranes. Our analy- 
sis of the resonance spectra leads us to the conclusion that 
some membranes contain highly fluid hydrophobic regions, 
doubtless arising from the flexible hydrocarbon chains of 
the lipids. We  then discuss the molecular basis of membrane 
fluidity. Finally, we speculate on the biological functions of 
membrane fluidity, particularly in relation to transport 
through membranes. 

Motions ofspin-labels in membranes 

During the past two years W .  Hubbell, A. Horwitz, R. 
Kornberg, and I have undertaken a study of membranes 
using spin labels. 

It will be recalled that a spin label is a synthetic organic 
free radical that can be incorporated in a biological system 
in order to yield kinetic and structural information through 
the paramagnetic resonance spectrum (Hamilton and Mc- 
Connell, 1968; GriGth and Waggoner, 1969). Significant 
kinetic and structural information can also be obtained from 
the nuclear resonance spectra of biochemical systems con- 
taining spin labels (Weiner, 1969; Mildvan and Weiner, 
1969a, 1969b). The technique has a number of interesting 
features. For example, the paramagnetic resonance signals 
are essentially free from interference, because an extremely 
small proportion of the molecules in a biological system is 
paramagnetic, and only a small fraction of these gives de- 
tectable resonance signals under physiological conditions. 
On the other hand, the spin-label molecule or group always 
represents some perturbation on the system under study, 
and the significance of the structural and biochemical actions 
of the labeling molecules must always be carefully assessed. 

The spin labels we have used in our work are nitroxide 
free radicals having the general formula 
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In this formula, R is usually designed so that the label is di- 
rected to some particular site or group of sites in a biological 
macromolecule. When the label is bound to a biological 
system so that it has a fixed orientation in space (static case), 
information on this orientation can be obtained from the 
resonance spectrum (McConnell, 1967; Hamilton and Mc- 
Connell, 1968). When the molecule is tumbling, isotrop- 
ically or ani~otropicall~, information on this motion can be 
obtained when the correlation times are in the range of lo-' 
to lop9 seconds (Stone et al., 1965 ; Hubbell and McConnell, 
1969a, 1969b). Finally, under favorable conditions, the reso- 
nance spectra in biological systems are sensitive to the polar 
or hydrophobic character of the environment (Hubbell and 
McConnell, 1968). 

One of our earliest and most striking results was the ob- 
servation that certain (intact) membranes contain hydropho- 
bic regions of high fluidity (low viscosity) (Hubbell and 
McConnell, 1968). Figure 1 shows the paramagnetic reso- 
nance of the spin-label 2, 2, 6, 6-tetramethylpiperidine-1- 
oxyl (TEMPO) that has been added to a Ringer's solution 
containing an active vagus-nerve fiber of the rabbit. 

4 I (TEMPO) 
0 

FIGURE 1 Paramagnetic resonance spectrum of the spin label 
TEMPO in the fluid hydrophobic region of the rabbit vagus- 
nerve fiber (A) and in the surrounding aqueous solution (B). 

In Figure 1, signal A arises from TEMPO dissolved in a 
liquid-like hydrophobic region of the nerve fiber, and signal 
B arises from TEMPO dissolved in the surrounding aqueous 
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solution. The widths of the individual lines are of the same 
order of magnitude (-2 gauss), showing that in both cases 
TEMPO is tumbling very rapidly and nearly isotropically, 
with a correlation time of the order of magnitude sec- 
onds. Essentially the same spectrum has been seen for 
TEMPO in the presence of the walking-leg nerve fiber of 
the Maine lobster, Homarus americanus (Hubbell and Mc- 
~onnel l ,  1968). 

In order to study further the hydrophobic regions of 
membranes, Hubbell has prepared a number of other spin 
labels, including the following molecules (Hubbell and Mc- 
Connell, 1969a, 1969b): 

Spin label I1 is the N-oxyl-4', 4'-dimethyloxazolidine de- 
rivative of 5a-androstan-3-one-17P-01, and spin labels 111 
(m, n) are the N-oxyl-4', 4'-dimethyloxazolidine deriva- 
tives of the n + 2 keto acids having m + n + 3 carbon 
atoms. Models of spin labels I, 11, and III(12,3) and III(5, 
10) are shown in Figures 2,3, and 4. (Label 111 [5,10] was 
first used by Keith et al. (1968) for biosynthetic incorpora- 
tion into phospholipids of Neurospora craaa.) 

Amphiphilic labels of types I1 and I11 (m, n) are particu- 
larly useful for studying membranes, because they bind to a 
great variety of membranes, their resonance spectra are 
often easily analyzed, and in favorable cases their orientation 
relative to membrane surfaces can be determined from the 
anisotropy of the resonance spectra. As examples, Figures 5 
and 6 show the resonance spectra of amphiphilic labels in 
the nerve-fiber membranes, and in erythrocytes (oriented 
by hydrodynamic shear) as a function of the orientation of 
the anisotropic membrane distribution relative to the ap- 
plied magnetic field. In the case of the erythrocytes, the pre- 
ferred orientation of the long amphiphilic axis is parallel to 
the cylinder axis of the erythrocyte, and, in the case of the 
nerve fiber, the preferred orientation of the long amphiphilic 
axis is perpendicular to the direction of the common axonal 
cylinder axis (Hubbell and McConnell, 1969b). In the case 
of the steroid label 11, the long amphiphilic axis is y. For 
labels I11 (12,3) and 111 (17,3), the preferred conformation 
of the label in the membranes is evidently one in which 
the oxazolidine ring is parallel to the local membrane sur- 
face. 

FIGURE 2 Pauling-Corey-Koltun model of spin label I, 2, 
2, 6, 6-tetramethylpiperidine-1-oxyl (TEMPO). Note the 
approximately spherical shape of the molecule. 

The motions of labels IIandIII(12,3), I11 (17,3),and 111 
(5, 10) in various membranes are particularly interesting. In 
brief, these motions are deduced from the observed para- 
magnetic resonance spectra, as follows. In the absence of 
any motion, the paramagnetic resonance of the nitroxide 
group in a spin label can be represented by the spin Hamil- 
tonian, X. 

In equation (I), S and I represent the odd-electron and N14 

spin angular momentum operators, and g and T are the g- 
factor and nuclear hyperfine tensors. P and PN are the elec- 
tron and nuclear Bohr magnetons, h is Planck's constant, 
and H, is the applied field vector. In the presence of molecu- 
lar motion, this Hamiltonian becomes effectively time-de- 
pendent, because the tensors g and T are molecule fixed, 
and the field vector H, is laboratory fixed. Under suitable 
conditions the solution of the Schrodinger equation, or 
density matrix equation, 

leads to an effective or average Hamiltonian, X', 

of which the tensors g' and T' are suitable averages of the 
elements of g and T (Hubbell and McConnell, 1969a, 
1969b). The paramagnetic resonance spectra of I1 and 111 
(12, 3) and 111 (17, 3) in the nerve-fiber membrane can be 
accounted for by an anisotropic rotational diffusion of these 
molecules about their long amphiphilic axes. This means 
that the rotational frequencies are large compared with the 
corresponding anisotropies in the spin Hamiltonian, that is, 
large compared with frequencies in the range of lo7 to 108 
seconds-'. In our experimental studies, the elements fix g 



FIGURE 3 Pauling-Corey-Koltun model of spin 
label I1  (upper), the N-oxyl-4', 4'-dimethyloxazoli- 
dine derivative of 5-a-androstan-3-one-17-P-01. Note 
the approximate cylindrical symmetry of this 
amphiphilic molecule. For comparison, another 
isomer (below) is shown, the N-oxyl-4', 4'-dimethyl- 
oxazolidine derivative of 5-B-androstan-3-one-17- 

FIGURE 4 Pauling-Corey-Koltun models of the spin 
labels I(12,3) (left) and 1(5,10) (right). These are the 
N-oxyl-4', 4'-dimethyl-oxazolidine derivatives of 
5-ketostearic acid and 12-ketostearic acid, respec- 
tively. 



FIGURE 5 Paramaanetic resonance of the N-oxvl-4'. 4'-dimethvl- " , , 

oxazolidine derivative of sodium 5-ketotricosanoate (spin label 1 
[17, 31) in the walking-leg nerve fiber of Homarirs americanus. (a) 
minced nerve; (b) applied field perpendicular to cylinder axis of 
nerve fiber; (c) applied field parallel to cylinder axis of nerve fiber. 
The g-factor for the center of the outer (inner) hyperfine extrema 
is 2.0031 + 0.001 (2.0064 + 0.001). 

FIGURE 6 Paramagnetic resonance of the N-oxyl-4', 4'-dimethyl- 
oxazolidine derivatives of (a) 5-a-androstan-3-one-17-/3-01 (spin 
label 11) and (b) sodium 12-ketostearate (spin label I 15, 101) in 
erythrocytes oriented by hydrodynamic shear, with the applied 
field perpendicular and parallel to the shear plane. For 11, the 
center point gfactor is close to the isotropic value for both orien- 
tations, 2.0057. For 1 (5, 10) the outer (inner) hyperfine extrema 
center at g = 2.0027 + 0.001 (2.0057 + 0.001). The sharp signals 
at the isotropic splitting are due to I (5, 10) in solution in equilib- 
rium with the bound label. 

FIGURE 7 Paramagnetic resonance of the N-oxyl-4', 4'-di- 
methyloxazolidine derivative of sodium 5-ketotricosanoate (spin 
label I 117, 31) in a sonicated dispersion of purified soybean phos- 
phatides, pH 8.0. 

and T are determined from an analysis of the resonance 
spectra of spin labels in single crystals of a suitable host, and 
the elements of g' and T' are deduced from the spectra of 
the labels in the membrane of interest. 

As a specific example, the paramagnetic resonance of 111 
(17, 3) in sonicated lipid dispersions is shown in Figure 7. 
The quantitative analysis of this spectrum shows that the 
oxazolidine ring undergoes a rapid anisotropic rotational 
motion (probably around the long amphiphilic axis of the 
molecule) and that the root mean square angular deviation 
of the oxazolidine ring from its average orientation is -26". 
The resonance spectrum of 111 (17,3) in the nerve fiber is 
very similar, but the anisotropic rotational motion is clearly 
slightly slower, and the corresponding mean angular devia- 
tion is 24". The corresponding angular deviations are 16" in 
erythrocytes and 0" when I11 (17, 3) is bound to bovine 
serum albumin. 

Although the resonance spectra of I11 (17,3) and I11 (12,3) 
are similar to one another in the sonicated lipid and nerve- 
fiber membranes, the spectra of 111 (510)  are remarkably 
different. Here the nitroxide group shows rapid and effec- 
tively isotropic motion. Thus, the polar head-group regions 
of the sonicated lipid dispersions and nerve-fiber mem- 
branes are relatively rigid; the hydrocarbon tail region is 
correspondingly more fluid. 

As mentioned earlier, label 11 takes up a preferred orienta- 
tion in membranes, with the long amphiphilic axis doubt- 
less perpendicular to the local membrane surface. An analy- 
sis of the spectrum of I1 also shows a rapid anisotropic mo- 
tion around the long amphiphilic axis p, this time with a 
large frequency compared to lo8 seconds-'. 

Theanisotropicmotionsof labels II,III(17,3), and I I I  (12, 
3) are associated with the facts that the nerve membrane 



binding sites are fluid, and one end of these molecules is 
"anchored" at a polar surface. What would happen to the 
motion of I1 if the 17-OH group were suddenly removed? 
We have found that the corresponding label, the N-oxyl-4', 
4'-dimethyloxazolidine derivative of 5a-androstan-3-one, 
undergoes rapid and effectively isotropic motion in the 
nerve-fiber membrane. This  result certainly supports the plau- 
sibility ofmodels ofperpendicular transport involving the rotations 
oj'relatively rigid proteins in t h e j u i d  hydrophobic region. Note 
that the time required for rotation for the rigid steroid mole- 
cule (without the O H  group) is seconds, even though 
the molecular weight is relatively large (-376). If we make 
the reasonable assumption that the correlation time for rota- 
tion is roughly proportional to molecular weight, a protein 
of molecular weight 37,600 could still undergo a rotation in 

seconds, if substrate binding produced a conforma- 
tion change resulting in a disappearance of all exposed polar 
groups on the surface of the protein. 

In our exploratory studies of membranes using spin la- 
bels, we have used labels I, 11, and 111 (m, n) to study many 
different types of membranes (nerve fibers, myelin, bacteria, 
mycoplasma, synaptosomes, the sarcoplasmic system of 
muscle, erythrocytes, mitochondria, and Nitella). Unfortu- 
nately, these experiments are far from complete. Not all the 
above labels have been used with each membrane, quantita- 
tive binding studies have not been carried out, and many 
more labels must be synthesized and tested. Even so, we 
shall attempt to make some preliminary generalizations 
from our results. 

The sarcoplasmic system of rabbit muscle shows the high- 
est fluidity of any membrane we have yet examined. It is 
possible to isolate closed membrane vesicles from rabbit 
muscle which actively accumulate calcium ion in the pres- 
ence of adenosine triphosphate (ATP) (Hasselbach, 1964; 
Martonosi, 1968). These vesicles show this high fluidity. 
The study has been carried out in this laboratory by R. 
Kornberg and W .  Hubbell. The same degree of fluidity in 
these membranes is observed in the intact muscle system 
(Hubbell and McConnell, 1968). 

A relatively high degree of fluidity has also been observed 
in the rabbit vagus-nerve fiber and in the walking-leg nerve 
fiber of the Maine lobster. We think it likely that the high 
fluidity of these nerve-fiber membranes is due to the 
axolemma, rather than to the surrounding Schwann cells. 
Thus, the axolemma in the squid axon is more strongly per- 
turbed by low concentrations of detergents than is the sur- 
rounding Schwann cell membrane (Villegas and Villegas, 
1968), which would be expected if the axolemma were the 
more fluid. Also, the relatively low proportion of myelin in 
the rabbit vagus is not expected to contribute significantly 
to the observed fluidity in the vagus-nerve fiber, because 
preliminary experiments indicate that myelin is not highly 
fluid (~ubbe l l  and ~cConnel1, unpublished). Other than 

myelin, membranes of relatively high viscosity include the 
membranes of erythrocytes, mitochondria, and E. coli. The 
limiting membrane of the Halobacterium is the most rigid of 
any lipid-containing membrane we have yet examined 
(McConnell, Hubbell, and Stoeckenius, unpublished). 

What is the molecular structure of the highly fluid regions 
we have detected in the neural and sarcoplasmic mem- 
branes? The spin-label spectra indicate very strongly that it 
must be a lipid bilayer. Our first reason for this assertion is 
the similarity between the resonance spectra of labels I, 11, 
III(17,3) and III (5,IO) in the nerve fiber and in sonicated 
phospholipid dispersions. For example, the resonance spec- 
trum of 111 (17,3) in sonicated phospholipids is shown in 
Figure 7, and may be compared with the resonance spec- 
trum of this label in the nerve fiber as seen in Figure 5. Also, 
the spectral change observed in going from label I11 (12,3) 
to label III (5,10) is quite similar in both the nerve fiber and 
in sonicated phospholipids, and this change demonstrates the 
high fluidity of the hydrocarbon tail region relative to the 
polar head-group region. Our second reason for believing 
that these labels bind to fluid bilayers is the observed pre- 
ferred oricntation ofthe amphiphilic labels, which is perpen- 
dicular to the membrane surface. 

In concluding this section on the motion of spin labels in 
membranes, it should be noted that other investigators have 
used other physical techniques to study membranes and 
phospholipid suspensions. Studies particularly relevant to 
the question of molecular motion in the hydrophobic re- 
gions of membranes have been summarized by Luzzati 
(1968), Chapman (1968), and Branton (1969). Insofar as 
there is direct overlap, our spin-label results are in excellent 
accord with these other studies. We think, however, that 
the spin-label spectra provide the most direct evidence for 
molecular motion in the hydrophobic regions of intact mem- 
branes. 

Molecular origin ofrnembranefEuidity 

The fluid hydrophobic regions revealed by the above spin- 
label studies are doubtless associated with the long hydro- 
carbon chains of the membrane lipids. It is well known that 
long-chain fatty acids as well as diacylphosphatides show 
one or more endothermic phase transitions associated with a 
stepwise melting of the hydrocarbon chains. An excellent 
review has been given by Chapman (1968). This investiga- 
tor has shown by nuclear resonance studies that the hydro- 
carbon chains of certain pure lipids (e.g., 1, 2-dimyristoyl- 
phosphatidylethanolamine) show gradually increasing mo- 
tion with increasing temperature until the chains "melt" at 
the temperature of a marked endothermic phase transition. 

In phospholipids (e.g., diacylglycerolphosphatides) as 
well as in the fatty acids themselves, the endothermic transi- 
tion temperatures are reduced when the fatty-acid chains 



are shortened, or when one or more carbon-carbon double 
bonds are introduced into the chains, or both. The introduc- 
tion of cis double bonds lowers the transition temperatures 
more than does the introduction of trans double bonds, but 
the chains containing trans double bonds do melt at tempera- 
tures below those of the corresponding saturated chains. 
The literature on this subject has been reviewed by Chap- 
man (1968). Here we only summarize briefly what we be- 
lieve are the crucial structural principles involved in deter- 
mining the melting points, and fluidities, of hydrocarbon 
chains. 

In comparing different hydrocarbon chains, we assume 
them to be in a completely hydrophobic environment, and 
so neglect possible second-order interactions between the 
hydrocarbon chains and polar groups, or molecules, or 
both. 

The preferred low-temperature conformation of a satu- 
rated hydrocarbon is extended, all trans, as shown in Figure 
8 for octadecanoic acid, CI7H35 (COOH). Salem (1962) has 
shown that the van der Waals dispersion interaction be- 
tween extended (all trans) saturated hydrocarbon chains is of 
the form 

in which e = 1.26 A (the projection of the carbon-carbon 
vector along the chain direction), D is the perpendicular 

distance between the chains, N is the number of CHz groups 
in the chains, and A is a constant (- 1340 kcal/A6 mole). At 
a typical distance o f5  A, this formula yields an interaction 
energy of 0.4 kcal/mole per CH2 group. Two stearic acid 
molecules (N = 18) at a separation of 4.8 interact with an 
attractive dispersion energy of - 8.4 kcal/mole. The strong 
dependence of the attractive intermolecular dispersion en- 
ergy on intermolecular distance signifies that any modifica- 
tion of the chains that reduces the closeness of packing 
should increase the fluidity of the hydrocarbon chains, or 
reduce their melting points if they are not already fluid. 

Unsaturated fatty-acid chains in bacterial and mamma- 
lian phospholipids have cis carbon-carbon double bonds. A 
model of the unsaturated cis fatty acid, 9-octadecenoic acid, 
is shown in Figure 8, in a lowest-energy conformation (see 
Flory, 1969). It is clear that the "kink" in the chain must re- 
duce the closeness with which such hydrocarbon chains can 
be packed one against the other. This should be particularly 
significant in the usual situation in which the lipids contain 
rnixtures of fatty acids differing in the degree of unsaturation. 

The introduction of a trans carbon-carbon double bond 
into a saturated fatty-acid chain also produces a kink in an 
otherwise straight hydrocarbon chain. Figure 8 shows a 
model of one low-energy conformation of 9-octadecenoic 
acid with a trans carbon-carbon double bond between car- 
bon atoms 9 and 10. Here, again, we expect a reduction in 
the ease with which hydrocarbon chains can be packed one 

FIGURE 8 Pauling-Corey-Koltun models of lowest energy conformation sof (left), all trans 

octadecanoic acid; (center), trans-9-octadecenoic acid; and (right), cis-9-octadecenoic acid. 
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against the other, especially in typical lipid systems in which 
a mixture of saturated and various unsaturated chains is 
present. 

The presence of carbon-carbon double bonds in fatty- 
ac~d chains must also play another significant role in con- 
tributing to the fluidity of the hydrophobic regions. That 
is, in highly fluid regions of membranes it is clear that the 
long hydrocarbon chains must be flexing and twisting so as 
to require internal rotations around the carbon-carbon 
single bonds. The introduction of carbon-carbon double 
bonds reduces the barriers to internal rotation for adjacent 
carbon-carbon single bonds. Thus, in the following se- 
quence of carbon-carbon bonds, 

the barrier to rotation about the b-c single bond is of the 
order of 3 kcal/mole, when a-b is a single bond (Flory, 
1969). On the other hand, when carbon atoms a and b are 
joined together by a double bond, 

the barrier to internal rotation about the b-c single bond is 
only 2 kcal/mole (Flory, 1969). 

Thus, the introduction of carbon-carbon double bonds 
into long hydrocarbon chains enhances fluidity by two dis- 
tinct mechanisms: (1) the double bonds introduce "kinks" 
that decrease the efficiency of close molecular packing of 
the hydrocarbon chains; and (2) the double bonds facilitate 
internal rotations around adjacent carbon-carbon single 
bonds. 

We may now consider factors that can be expected to re- 
duce the molecular fluidity of the hydrocarbon chains in a 
bilayer structure, for a fixed hydrocarbon chain composi- 
tion. It is known from both nuclear resonance and spin- 
label studies that the fluidity of phospholipid dispersions is 
reduced by the incorporation of cholesterol (Chapman, 
1968; Hubbell and McConnell, 1968). We interpret this as 
signifying no highly specific interactions between the fatty- 
acid hydrocarbon chains and the cholesterol molecule, but 
rather the fact that the cholesterol molecule itself has a rigid 
structure that inhibits the bending motions of neighboring 
hydrocarbon chains. If this interpretation is correct, then the 
introduction of any relatively large and rigid hydrophobic 
structure into an otherwise highly fluid chain region should 

reduce the molecular motion. (The effect of the antibiotic 
gramicidin S on phospholipid fluidity has been noted by 
Hubbell and McConnell [1968].) OD the other hand, the 
introduction of cholesterol into an otherwise relatively 
rigid hydrocarbon chain region (say, straight-chain satu- 
rated hydrocarbons) may very well increase the molecular 
motion (Chapman, 1968). 

If we make the very reasonable assumption that proteins 
"inside" the hydrophobic region of membranes have hy- 
drophobic exteriors, and are just as "rigid" as are the water- 
soluble proteins familiar to us from X-ray diffraction stud- 
ies, we may conclude that such proteins will tend to reduce 
the fluidity of an otherwise fluid ensemble of lipids. The 
great differences we have seen in the fluidity of digerent 
membrane systems may be due in part to this effect of pro- 
teins with hydrophobic surfaces. 

Biological role of membrane juidity 

The high membrane fluidity we have observed in our ex- 
periments is in sharp contrast to the relatively rigid struc- 
tures that are so familiar to us from X-ray studies of crystal- 
line proteins and nucleic acids. Indeed, this high hydropho- 
bic fluidity is so unique relative to other assemblages of bio- 
logical macromolecules that one may assume that this flu- 
idity has a special function in biological processes. Of course 
the hydrophobic character of the fluid region provides a 
permeability barrier for water-soluble substances. Certainly 
pure protein membranes could likewise provide excellent 
permeability barriers, judged from the (lipid-free) protein 
gas vacuole membrane of Halobacterium. Thus, a significant 
role of lipids in membranes must be to provide ajuid per- 
meability barrier. Regions of membranes having (protein)- 
(lipid bi1ayer)-(protein) structures may have both rigid pro- 
tein and fluid lipid permeability barriers. 

A fluid permeability barrier must have special biological 
functions. For example, it surely offers a self-sealing capacity 
in the event a membrane is injured, as well as a degree of 
flexibility in the biosynthetic self-assembly of the mem- 
brane. Of perhaps even greater interest is the likelihood that 
this fluidity permits transport both perpendicular and paral- 
lel to the membrane surface. We shall not attempt to dis- 
cuss parallel transport, except to mention that it may well 
be involved in lipid movement from the synthetic point of 
origin to the membrane target site. (The insect sex attractant 
bombykol [Schnieder and Kaissling, 1956; Butenandt and 
Hecker, 19611 may also move parallel to the surfaces of 
membrane-like structures [Adam and Delbriick, 19681.) 

We suggest that a crucial role of membrane fluidity in 
connection with perpendicular transport is the maintenance 
of a permeability barrier near proteins that are "moving" in 
the hydrophobic region, to provide transport of ions, or 



molecules, or both through the membrane. For example, 
consider the (facilitated) transport of the polar, water-solu- 
ble molecule lactose, 

through a membrane with a typical thickness of the order 
of 100 (e.g., the limiting membrane ofE. coli). This large 
polar molecule must be in contact with polar groups as it 
moves from one side of the membrane to the other; the 
polar environment is doubtless provided by stereospecific 
binding site (or sites) on one or more membrane proteins. 
Thus, not only does a large molecule traverse the membrane, 
but an even larger protein binding site moves through the 
membrane. The protein itself is certainly not fluid, so a very 
large rigid structure must move from one side of the mem- 
brane to the other, without great frictional resistance, and 
without opening up to other water-soluble ions and mole- 
cules, holes, cracks, or other breaks in the permeability bar- 
rier. These conditions surely require that the transporting 
protein be contained in a fluid hydrophobic environment. 
A speculative model of the membrane with a transport pro- 
tein is shown in Figure 9. In this Figure it is assumed that 
binding of the lactose produces the loss of an otherwise ex- 
posed polar region of the protein, which could be accom- 
plished if the lactose were so bound in a crevice in the pro- 
tein as to be almost "buried" in the protein. The lactose 
binding should eliminate all exposed or "bare" polar groups 

on the carrier protein, so that it can rotate or move in the 
lipid region without loss of hydrophilic solvation energy. 

Not  all the membrane systems we have studied show a 
high degree of fluidity. The membranes that appear to be 
most fluid (sarcoplasmic vesicles and axonal membranes) 
probably have particularly highly concentrated transport 
sites. It appears reasonable to conjecture at the present time 
that the highly fluid regions of membranes may be associ- 
ated with sites for perpendicular transport, or at least certain 
types of perpendicular transport. (Chapman, 1968, has also 
suggested that fluidity may be necessary for diffusional pro- 
cesses in tissues.) Our conjecture has a corollary: high fluidity 
must also have one or more disadvantages; otherwise all 
membranes would be highly fluid. W e  suggest that one ma- 
jor disadvantage is that high fluidity is also associated with 
leakiness. In membranes in which little transport is re- 
quired, or leakiness is disadvantageous, the membrane lipids 
may be less fluid. 

There is evidence that fluidity in membranes may be reg- 
ulated in response to environmental variables that would 
otherwise tend to change the fluidity. For example, as 
Chapman (1968) has pointed out, the proportions of un- 
saturated fatty acids in bacterial membranes, as well as in 
the membranes of the goldfish brain, increase when the ex- 
ternal temperature is lowered, which may well be an ad- 
justment to maintain membrane fluidity as the temperature 
is lowered. 

Recent experiments by Fox (1969) also suggest a close 
connection between hydrocarbon chain unsaturation and 
perpendicular transport. This investigator studied the in- 
duction of lactose transport in an unsaturated fatty-acid 
auxotroph of E. coli. This bacterium requires an exogenous 

FIGURE 9 Schematic and speculative diagram of a mem- lipids arranged in a bilayer. B. Protein. C. Lipopolysaccha- 
brane structure, showing lipophilic protein D with polar rides. D. Permease protein. E. Binding site. Note that lipo- 
lactose binding site E, to provide facilitated transport of polysaccharides may not be present in the same bacterial 
lactose through the fluid hydrophobic region. A. Phospho- membrane that contains the permease. 



source of unsaturated fatty acid for growth (Silbert and 
Vagelos, 1967). Fox showed that, in the absence of exoge- 
nou, unsaturated fatty acid, the lactose permease (M-pro- 
tein could be induced, but that this protein did not bind to 
the tncmbrane in a functional form. O n  the other hand, in 
the presence of exogenous unsaturated fatty acid, the M- 
protein could be induced and was functionally incorporated 
into the membrane. As a first crude approximation, we 
ma) therefore picture the unsaturated fatty acids as being - 
incorporated in the membrane and forming a fluid pool in 
which the M-protein is dissolved. 

Our conjectures regarding the localization of fluid hydro- 
phobic regions in the vicinity of sites for perpendicular 
transport suggest a number of experiments. Three examples 
are enumerated below. 

1. In bacteria in which transport sites in membranes can 
be induced in relatively large numbers, it may be possible 
to demonstrate a quantitative increase of the extent of fluid 
merrlbrane regions associated with induction of transport 
with the use of a gratuitous inducer. 

2. ~t may be possible to visualize ~e r~end icu la r  transport 
sites in membranes, in the electron microscope, by gentle 
treatment of the membrane tissue with detergents, lipid sol- 
uble materials, or both. Under these conditions it can be 
anticipated that such substances will bind preferentially to 
the most fluid regions of the membrane, producing recog- 
nizable distortions or imperfections in the vicinity of the 
transport sites. 

3. It may be possible to obtain a direct demonstration of 
the relation between fluidity and perpendicular transport if 
one can obtain a "temperature sensitive" transport system 
that shows an abrupt change in transport versus temperature 
curve. In this case, spin labels localized in the transport re- 
gion should show a correspondingly abrupt change in spec- 
trum at the same temperature. 

In conclusion, we may note that in our discussion we 
have assigned a very important but relatively passive role to 
membrane fluidity: the fluid hydrophobic region of a mem- 
brane makes it possible for a relatively rigid protein with a 
hydrophobic surface to rotate, be translated (or both), with- 
in the membrane. It is quite plausible that fluidity may also 
serve as a regulator or even a switch for biochemical and 
biophysical events in membranes. For example, an effector, 
a hormone, or both, may bind to a hydrophobic region, 
modify the fluidity, and increase or decrease the rate of 
membrane transport. Although we have no direct evidence 
for this effect at present, it is interesting to note that we have 
observed that D D T  binds to phospholipids in a way that 
makes them less fluid, and this substance also prolo~?~s the 
action potential of axonal membranes (Hubbell and Mc- 
Connell, unpublished). 

The insect sex attractant bombykol (hexadeca-10-trans- 
12-cis-diene) has a chemical formula, 

that suggests it may fluidize an otherwise nonfluid bilayer 
region of a membrane. This, in turn, could "free" a protein 
sodium carrier, leading to neural excitation, and appropriate 
response of the insect. 

Photoisomerization of the visual pigment retinaldehyde 
could likewise change membrane fluidity, leading to mem- 
brane permeability changes, and excitation. 

Although our discussion of the possible biological roles of 
molecular motion and fluidity in membranes is clearly 
somewhat speculative at the present moment, it is also clear 
that it suggests a number of definitive experiments whereby 
these speculations can be tested. 

I am greatly indebted to my gaduate students, Messrs. W. 
Hubbell, A. Horwitz, and R. Kornberg, for many helpful 
and critical discussions of the contents of this manuscript. 
Most of the experinleuts citcd hcrc havc bccn carried out by 
Mr. Hubbell, and many of the ideas have been developed in 
discussions with him. Mr. A. Horwitz first brought the im- 
portant works of F. Fox and of Silbert and Vagelos to my at- 
tention. The spin-label studies of the sarcoplasmic vesicle 
system by Mr. Kornberg and Mr. Hubbell have been a 
most significant contribution to our conviction that high 
fluidity in membranes is associated with perpendicular 
transport. Spin label III (5, 10) was first synthesized in my 
laboratory by Dr. Joachim Seelig, and I am greatly indebted 
to him for the sample used in the work described here. I am 
also indebted to Professor Paul Flory for a helpful discussion 
concerning barriers to internal rotation in hydrocarbon 
chains. 
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63 Evidence for Structural Changes 

During Nerve Activity and 

Their Relation to the Conduction Mechanism 

R. D. K E Y N E S  

THE MAIN PURPOSE of this article is to describe some recent 
work on the thermal and optical properties of stimulated 
nerves which was undertaken in the hope that it would 
throw some light from a fresh direction on the nature of the 
molecular events underlying conduction of the nervous 
impulse. But before this new experimental evidence is con- 
sidered, it is necessary to summarize the two opposed views 
on the mechanism of excitation that currently hold the field. 

T h e  two stable-states theory 

The idea has been proposed by Tasaki (1968) that the nerve 
membrane is to be regarded essentially as a fixed charge 
structure that can be switched between two different stable 
states. As I understand it, the genesis for this concept was the 
fact that, under certain conditions, the nerve membrane can 
generate greatly prolonged action potentials, from the 
plateau of which it can be triggered to revert abruptly and 
in all-or-none fashion back to the resting state in the same 
way as it does when the spike is initiated. Figure 1 shows an 
extreme example of this type of behavior. It was observed 
when a squid giant axon was first injected with tetraethyl- 

FIGURE 1 The action potential recorded with an internal voltage 
wire in a squid giant axon containing 15 mM TEA and immersed 
in isethionate artificial sea water. Amplitude at peak was 95 mV. 
Time calibration bar = 0.5 sec. Temperature 12' C. (Cohen and 
Keynes, unpublished experiment.) 
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ammonium (TEA) ions to obtain the roughly tenfold pro- 
longation of the spike described by Tasaki and Hagiwara 
(1957), and was then immersed in a solution in which non- 
penetrating isethionate ions (Koechlin, 1955) had been sub- 
stituted for the normal chloride. The further prolongation 
of' the spike, by about two orders of magnitude, which 
resulted from this exchange of external anions does not 
seem to have been anticipated by Tasaki (1968), but it is 
readily understood from the alternative viewpoint as being 
the inevitable consequence of removing the principal source 
of ionic current for repolarizing the membrane. This source 
is an inward transfer of chloride in an axon in which the 
outward potassium current has already been blocked by 
TEA. It is not entirely clear whether the standard equivalent 
circuit is able, in its basic form, to account for the gradual 
buildup of oscillations during the plateau and the final 
regenerative repolarization seen under these abnormal 
conditions. However, there would be no difficulty in in- 
corporating additional elements to explain this kind of 
behavior, such as a slowly inactivated or anomalous potas- 
sium conductance change. - 

It is impossible, in the space at my disposal, to examine 
the two stable-states theory in any detail, or to explain fully 
why 1 find it somewhat unsatisfactory. An essential feature 
of the theory is the role attributed to calcium ions, the 
displacement of which from association with the fixed 
negative charges in the membrane by potassium ions mov- 
ing outward during the initial depolarization is supposed to 
characterize the "active" stable state, and the binding of 
which once more to the membrane then restores the "rest- 
ing" stable state. Therefore, I would draw attention to the 
absence from the published accounts of the theory of any 
quantitative or even qualitative explanation for several 
generally accepted features of the action of calcium on 
excitable membranes. Although the theory might be ex- 
pected to predict the observed rise in threshold of a nerve 
fiber with external [Ca2+],, it would surely predict also that 
the duration of the active state, and hence of the spike, 
should decrease with rising [Ca2+],. In actual fact, the spike 
duration is normally independent of external calcium, and 



it is only under severely unphysiological conditions that the 
spike can be shortened by raising the calcium level. Again, 
the well-documented finding (Frankenhaeuser and Hodg- 
kin, 1957) that, under a voltage clamp, changes in [Ca2+], 
shift the curves relating sodium and potassium conductance 
to membrane potential along the voltage axis without 
altering either their shape or the peak values of the con- 
ductances, has been ignored by Tasaki (1968). He also makes 
no attempt to account for the difference in magnitude 
between the amounts of sodium and potassium that are 
transferred across the membrane during a single impulse 
(of the order of 4 pmole/cm2) and the corresponding figure 
for calcium (shown by Hodgkin and Keynes, 1957, to be 
only about 0.006 pmole/cm2). 

The ionic theory 

The most widely accepted hypothesis to account for the 
properties of excitable membranes is that due to Hodgkin 
and Huxley, according to which the membrane can be 
regarded as possessing a capacitative element (Figure 2), in 
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FIGURE 2 Equivalent circuit for an excitable membrane. In order 
to account for such phenomena as pacemaker activity and anoma- 
lous rectification, RN, and RK have each been shown as two variable 
resistors in parallel, which might behave as different functions of 
potential and time and be differently affected by drugs. 

parallel with which there are batteries representing the 
Nernst equilibrium potentials EN, and EK for sodium and 
potassium ions, each in series with variable resistances. An 
additional battery and a fixed "leak" resistance RL are also 
included to cover the contribution to the membrane cur- 
rent, which is relatively small, from C1- and other uniden- 

tified ions. In order to account for the electrical events 
during excitation, it is proposed (for a general review of the 
theory, see Hodgkin, 1964) that RNsl and R K ~  go through a 
sequence of voltage-dependent and time-dependent changes. 
It is not necessary to describe in detail here the mathematical 
formulation of the hypothesis in terms of equations govern- 
ing the sodium and potassium conductances that incorporate 
three coefficients that are continuous functions of mem- 
brane potential and time. It will suffice to note that the 
theory has successfully survived the tests of predicting from 
voltage-clamp data the behavior of the propagated action 
potential under a wide variety of conditions and of pre- 
dicting from purely electrical measurements a correct value 
for the chemically determined ionic movements during the 
impulse. 

It must be emphasized at this point that a description of 
the electrical properties of the nerve membrane, however 
complete and accurate it may be, does not provide any 
direct information about the nature, at the molecular level, 
of the events involved in the changes of ionic permeability. 
Certain features of the Hodgkin-Huxley equations, how- 
ever, do have implications for the underlying molecular 
mechanism that should not be overlooked. Possibly the 
most important of these is the steepness of the conductance- 
voltage relationships in the neighborhood of the normal 
resting potential, an e-fold increase in conductance cor- 
responding to a depolarization of only 4 or 5 millivolts (see 
Hodgkin, 1964). This means that the permeability must be 
controlled either by the displacement or reorientation of a 
single particle carrying as many as six negative charges, or 
by a mechanism involving the simultaneous redistribution 
of an equal number of singly charged groups or a cor- 
respondingly greater number of groups whose effective 
charge is less than one. The former possibility seems un- 
likely, but has not yet been ruled out experimentally (see 
Hille, 1970). 

Na and K channels: common or separate? 

Two questions that are highly relevant to any consider- 
ation of possible conformational changes in excitable 
membranes are, first, whether the sodium and potas- 
sium ions pass through the same or separate channels and, 
second, how many channels there are. Both problems have 
recently been discussed by Hille (1970), to whom reference 
should be made for a full presentation of the arguments. 
There seems little doubt that the sodium and potassium 
channels are distinct entities. Thus, treatment of nerve 
membranes with the Japanese puffer-fish poison tetrodo- 
toxin (TTX) totally blocks the sodium channels without 
affecting in any way the behavior of the potassium channels, 
and, conversely, TEA strikingly reduces the potassium 
conductance without altering the sodium conductance. 



Several other approaches, such as a detailed consideration 
of the ionic selectivity of the membrane, of the action of 
calcium, of the degree of interaction between individual 
ions traversing the membrane, and of the relative numbers 
of channels, all lead to the same conclusion. 

The number of channels 

From measurements of the amount of TTX removed from 
a small volume of a dilute TTX solution by passing several 
lobster-leg nerve trunks through it, Moore et al. (1967) 
concluded that not more than 13 TTX molecules were taken 
up by 1 pm2 of membrane. If, as seems reasonable, this 
figure is taken to represent the number of'sodium channels, 
it may appear surprisingly small. But it is large compared 
with that for sodium-pump sites in cells like erythrocytes, 
in which there is only about one ouabain-binding site per 
pm2 (see, for example, Ellory and Keynes, 1969); and ~ i l l e  
(1970) has argued that it is not incompatible with the evi- 
dence from other directions. Taking the peak sodium con- 
ductance of a lobster axon as 0.53 mho/cm2 (Narahashi et 
al., 1964), the conductance of a single channel comes out as 
0.4 nmho. It may be no more than a coincidence, but this is 
precisely the value obtained by Bean et al. (1969) for the 
quanta1 increase in conductance when the so-called "excit- 
ability inducing material" is incorporated into phospholipid 
bilayers. In the squid giant axon, the peak sodium conduct- 
ance is slightly smaller than it is in the lobster axon (0.12 
mho/cm2), so that the packing density of sodium channels 
is only of the order of 3 per pm2. The number of potassium 
channels is rather uncertain, but their conductance is prob- 
ably much lower than that of the sodium channels, and 
there are correspondingly more of them, perhaps by a factor 
of 50 (Hille, 1970). The importance of these numbers in the 
present context lies in a comparison with the number of 
phospholipid molecules in the membrane, which, if the 
area of a single molecule is 50 A2, is no fewer than 2 x lo6 
per pm2 of each surface. One cannot avoid the conclusion 
that, because the current-carrying channels are evidently so 
sparsely distributed in the membrane, it will be much more 
dficult to detect conductance-linked conformational 
changes taking place only at these special places than poten- 
tial-linked effects that might involve all, or at any rate a 
majority, of the molecules present. 

Entropy changes during nervous activity 

Recent measurements of the temperature changes during the 
conduction of impulses along the nonmvelinated fibers of 

After allowing as well as possible for the effects of overlap 
between the downstroke of the spike in the fibers that con- 
duct fastest and the upstroke in the slower ones, we esti- 
mated that the quantity of heat released during the upstroke 
of each impulse was 24.5 p ~ a l / ~ .  The "negative7' heat dur- 
ing the recovery phase was 22.2 pcal/g, leaving a net initial 
positive heat of 2.3 pcal/g. The question then arose of 
explaining these results in terms of the events known to be 
taking place during the conduction process. 

The first possibility to be examined was whether the heat 
of exchange of sodium and potassium could account for 
the initial heat. This idea could be quickly dismissed, be- 
cause for 0.15 M solutions the heat of ionic mixing is only 
of the order of 10 cal/mole ofNa or K, so that the observed 
exchange of 12 n - m ~ l e / ~  impulse (which was determined 
with 42K) would not produce more than about 0.12 pcal/g 
impulse. A more promising candidate would be the heat of 
displacement by the K+ ions of Ca2+ ions bound to mem- 
brane-fixed charges; that heat is likely to be positive and of 
the order of several thousand calories per mole (Coleman, 
1952). One could account completely for the initial heat 
by an exchange of this kind only if all the K+ ions lost from 
the nerve during the impulse were involved in it. For 
reasons already discussed, this is not an acceptable proposi- 
tion. However, it is not impossible that a K+-Ca2+ exchange 
does make an appreciable contribution to the initial heat. 

Another obvious source of heat is the liberation by cir- 
culating currents of the electrical energy (= %CV2) stored 
in the membrane capacity (C) when the resting potential 
(V) is discharged. The membrane is then repolarized at the 
expense of the thermal energy of some of the ions in the 
surrounding solutions, so a corresponding quantity of heat 
would be reabsorbed during the recovery phase of the spike. 
But this "condenser theory," although it fits the facts 
extremely well as far as the timing of the positive and neg- 
ative initial heats is concerned, does not properly explain 
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the vagus nerve of rabbit have shown as FIGURE 3 The temperature changes during the passage of an 
illustrated in Figure 3, the upstroke of the action potential is impulr along a nonmyelinated nerve trunk, The superimpowd 
accompanied by a liberation of heat, most of which is then blocks show the computed evolution and subsequent reabsorption 
reabsorbed during the downstroke (Howarth et al., 1968). of heat. (From Howash et al., 1968). 



their magnitudes. There is some doubt as to what values of 
C and V should be used for the calculation, but, even on the 
most generous assumptions, MCV2 cannot account for 
more than 11 p ~ a l / ~  impulse. 

We believe that the discrepancy is to be explained by the 
occurrence of an appreciable decrease in the entropy of the 
membrane when the potential across it is reduced. This is an 
effect in the opposite direction to that which would obtain 
if the dielectric behaved like a simple liquid, but the rather 
meager evidence on the effect of temperature on the 
capacity of nerve membranes and phospholipid bilayers 
supports the view that in such membranes the entropy 
change would be of the right order of size and in the right 
direction to fit the experimental observations. This ar- 
gument does not, unfortunately, enable us to identify the 
type of conformational change that is presumably involved, 
and all that can be said is that it is unlikely to be confined to 
the sodium channels, because a positive heat of 25 pcal/g 
liberated at 13 X lo8 channels/cm2 in a nerve containing 
6000 cm2 membrane/g would correspond to 3 X 10-l8 
cal/channel, or 2 x 106 cal/mole if there was one transport 
molecule at each channel. On the other hand, the same pos- 
itive heat distributed among all the phospholipid molecules 
would give only 6 cal/mole, which can hardly be regarded 
as an improbable figure for an oriented molecule subjected 
to a voltage gradient of the order of 40,000 V/cm. 

intensity during the passage of an impulse along a squid 
giant axon mounted on the stage of a polarizing microscope. 
The optical change is seen to follow very closely the mem- 
brane potential recorded with an intracellular electrode at 
the center of the illuminated region. A similar correspon- 
dence between the optical and electrical signals was ob- 
served in the small, nonmyelinated fibers of crab-leg nerve, 
the abdominal vagus nerve of rabbit, and in quite a different 
type of excitable tissue, the electric organ of the electric eel 
(Figure 5 ) .  An important point to establish at the outset was 
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Birefringence changes in excitable membranes 

Optically detectable changes in excitable tissues have 
recently been observed by studying (1) birefringence, (2) 
light scattering, and (3) fluorescence emission from nerves 
stained with fluorescent dyes (Cohen and Keynes, 1968, 
1969; Cohen et al., 1968, 1969; Tasaki et al., 1968; Carnay 
and Barry, 1969). The most straightforward of these 
approaches is the measurement of birefringence. The results 
obtained when nerves and slices of electric organ are 
mounted between a crossed polarizer and analyzer at 45 
degrees to the plane of polarization, and illuminated 
brightly with white light, are described first. 

Figure 4 shows a typical record of the change in light 

Light  
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FIGURE 4 Birefringence (thick line) and the action potential (thin 
lime) in a squid giant axon. The arrow represents a light increase 
of 5 X lW6/impulse. Temperature, 7 O  C. (From Cohen et al., 
1968.) 
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FIGURE 5 Birefringence changes during the discharge of Elec- 
trophorus electroplates. Upper records: Birefringence with and 
without optical compensation. Middle records: The action 
potential as recorded, and corrected for the stimulus artifact. 
Bottom records : Evidence that the birefringence follows the mem- 
brane potential change with a time constant of about 55 psec. 
(From Cohen et al., 1969.) 

that the change in light intensity did represent a change in 
birefringence and not a change in absorption or scattering 
of light. That such was indeed the case is proved by the top 
records in Figure 5, which show that, when optical com- 
pensation was introduced to subtract 150 nm of retardation 
from the 75 nm resting retardation of the tissue, the signal 
was the exact inverse of that without compensation. The 
squid giant axon gave precisely the same result whenan 
appropriate compensator was inserted in the light path. 



Except under favorable conditions, the changes in light 
intensity were too small to be distinguished properly from 
the random fluctuations in the resting intensity during a 
single sweep, and signal averaging devices were therefore 
used in order to improve the signal to noise ratio. In the 
squid axon the light intensity decreased by about one part 
in 2 x lo5 at the peak of the spike, and several thousand 
sweeps were averaged. In the electric organ the light 
intensity increased by about one part in 2 X lo3, and it was 
necessary to average only 50 to 100 sweeps. 

The localization of the birefringence change in the mem- 
brane or its immediate vicinity was established by two kinds 
of experiment. About half of the resting birefringence of 
the squid axon arises !&om longitudinally orientated fil- 
aments in the axoplasm; but, when most of the axoplasm 
was removed by the "garden roller" technique (Baker et al., 
1961) and the axon was perfused with a buffered solution of 
potassium fluoride, the change in birefringence during the 
spike was unimpaired. On several occasions we used a light 
stop at the image plane of the microscope to examine only 
a selected region of the axon, and established that a strip 
including 100 PM of an edge of a 1000-p~ axon gave at least 
20 times as large a fractional change in intensity as a strip 
covering the central 500 PM of the same axon. It follows 
that the birefringence change has a radial optic axis and 
arises from sources disposed in a cylindrical region at the 
outer edge of the axon or in the sheath (including the 
Schwann cell). W e  tentatively assume that, in fact, the 
change takes place either in the phospholipids of the mem- 
brane itself or in proteins or other molecules adsorbed to its 
surface. Although the Schwann cell certainly contributes 
substantially to the resting birefringence, it seems unlikely 
that it is responsible for the changes during activity, partly 
because the voltage drop across it is much smaller than that 
across the membrane, and partly because large birefringence 
changes are observed in the electric organ and frog muscle 
fibers in which there are no Schwann cells. By using the 
data of Schmitt and Bear (1939) for the absolute magnitude 
of the birefringence of cell membranes, it can be calculated 
(Cohen et al., 1968) that at the peak of the spike the intrinsic 
radial birefringence of the squid axon membrane is in- 
creased by about 0.15-0.5 per cent. In the electric organ the 
retardation is decreased by about the same amount, but 
there is not necessarily a contradiction in the direction of the 
change, for, in this case, there is considerable uncertainty as 
to the predominant orientation of the membrane, because 
the innervated faces of the electroplates are crowded with 
so many papillae and fine tubules. 

The observations described so far suggest that the bire- 
fringence change was primarily a voltage-dependent phe- 
nomenon, but in order to place this conclusion on a firm 
basis it was essential to make observations under voltage- 
clamp conditions. Figure 6 shows that a square hyperpolar- 

izing voltage pulse gave a roughly square birefringence 
response, and a depolarizing pulse gave a somewhat less 
square response. The departure from rectangularity of the 
response to depolarization was almost certainly due to the 
employment of a clamping circuit that did not allow for the 
series resistance of the Schwann cell. In all later work, 
electrically "compensated" feedback was used, and it be- 
came clear that, if there was a component of the birefrin- 
gence change linked with ionic current flow or conductance, 
it was relatively small in comparison with the voltage- 
dependent effect. Experiments of this kind made it possible 
to study the quantitative relationship between birefringence 
and membrane potential, and it was established that, as 
expected, the relationship was a good approximation to 
a square law. However, the birefringence was not, as might 
have been predicted on the simplest basis, symmetrical 
about zero membrane ~otential, but about a ~otential 
displaced some 100 mV beyond zero in the depolarizing 
direction, i.e., inside positive. There is evidently some kind 
of electrical or structural asymmetry in the membrane. This 
aspect of the work seems one of the most promising for 
further study. 

Another important parameter of the birefringence change 
that could be studied under a voltage clamp was its time 
constant or relaxation time. At 15" C, the relaxation time 
was about 30 psec, and, although the absolute size of the 
birefringence change varied very little with ambient tem- 
perature, the relaxation time had a large temperature 
coefficient and was considerably greater at 5' C. The 
electric organ appeared to have a very similar relaxation 
time. Time constants of this order of size would require the 
orienting molecules or side chains to be improbably large if 
they were moving freely in water, and their environment 
must therefore be relatively viscous. 

One further observation that must be mentioned is that 
in the presence of 6&150 nM tetrodotoxin or 300 nM 
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FIGURE 6 Changes in birefringence of the squid giant axon under 
a voltage clamp. Upper trace: Birefringence, the arrow represent- 
ing an increase in light intensity of 1 X lo+. Middle trace: 
Membrane potential. Lower trace: Membrane current. Uncom- 
pensated feedback was used to clamp a 10-mm length of axon. 
Temperature, 17' C. (From Cohen et al., 1968.) 



saxitoxin, the changes in birefringence for voltage-clamp 
pulses were doubled or quadrupled in size, while at the 
same time the relaxation time lengthened to an early com- 
ponent of 10&200 psec followed by a late one of 2-3 msec. 
This striking and quite unexpected effect was not associated 
directly with the blocking action of the toxins because 
sometimes it did not manifest itself until several minutes 
after the sodium current had fallen to zero; conversely, 
when the toxin was washed away, the effect persisted for 
some time after the sodium current had recovered. As has 
already been seen, the numbers of toxin molecules taken 
up by the membrane at these low concentrations are ap- 
parently very few, and the effect of TTX on birefringence 
is all the more surprising. The effect of these and other mole- 
cules when adsorbed to the membrane will clearly repay 
further detailed examination. 

Changes in light scattering during nervous activity 

The starting point for our recent work on optical changes in 
excitable tissues was an attempt to follow up the observa- 
tions on light scattering in crab nerves made by Hi11 (1950) 
and Tobias (1952). The occurrence of relatively long-lasting 
light-scattering effects, apparently associated with a transient 
and still not properly explained swelling of the axons, was 
confirmed (Figure 7), but we were soon diverted from 
examining these slow changes by the discovery that there 
was also a fast change in light scattering, the time course of 
which was not unlike that of the action potential. The effect 
was a small one, the light scattered at 90 degrees increasing by 
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FIGURE 7 Light scattered at 90 degrees by a crab-leg nerve stimu- 
lated 15 mm from the illuminated region. The vertical arrow 
represents an increase of 2 x 10-5/impulse: a, in artificial sea 
water with refractive index of 1.339; b, dextran added to give a 
refractive index of 1.353; c, the compound action potential 
recorded 10 mm beyond the illuminated region. Temperature, 18' 
C. (From Cohen et al., 1968.) 

about one part in 20,000 for a single impulse, but by averag- 
ing 25 to 200 sweeps with a CAT computer, an acceptable 
signal-to-noise ratio could be attained. Apart from verifying 
that the change was reversed in direction when the light 
scattered forward instead of at right angles was measured, 
and showing that its size (expressed as AI/I, in which I is the 
resting intensity) varied approximately as the reciprocal of 
(wave length) 2, it was not possible to make much progress 
in analyzing the light-scattering effect without studying it 
under voltage-clamp conditions. However, it turned out 
that similar effects could be observed in the squid giant 
axon, which enabled us to learn a little more about their 
origin. 

As can be seen in Figure 8, the time course of the early 
changes in light scattering during propagation of an impulse 
along a squid axon bears some relation to that of the spike, 
but it is clear that several components are involved, and the 
record obtained at 90 degrees is not exactly the inverse of 
that at 35 degrees. One component appears to be voltage- 
dependent, which is most easily seen when a hyperpolar- 
izing voltage-clamp pulse is applied and there are no large 
ionic currents flowing through the membrane (Figure 9). 
It seems to differ in origin from the voltage-dependent 

1 msec 

FIGURE 8 Light scattered at three different angles by a squid giant 
axon during a propagated impulse. Temperature, 13' C. (Cohen 
and Keynes, unpublished experiment.) 
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FIGURE 9 The voltage-dependent component of the light- 
scattering change in a squid giant axon, recorded at 35 degrees to 
the incident illumination. Compensated feedback was used, and 
the voltage pulse was in the hyperpolarizing direction. Tempera- 
ture, 12' C. (Cohen and Keynes, unpublished experiment.) 

birefringence change, because its relaxation time is ap- 
preciably greater (around 100 ~sec)  and it is unaffected by 
TTX. Then there are current-dependent components the 
sizes of which at the end of a voltage-clamp pulse are 
roughly proportional to the integrals of inward sodium 
current and outward potassium current. These can be 
abolished or reduced in size by treating the axon with TTX 
or TEA. There are also slower changes that persist after the 
passage of an impulse or the end of a voltage-clamp pulse, 
which have not yet been studied in any detail. Disappoint- 
ingly, we have so far been unable to identify any light- 
scattering change of which the time course would fit with 
either the activation or the inactivation of the sodium and 
potassium conductances. 

It seems probable that the currentdependent components 
and the slower effects arise from alterations in the refractive 
indexes and physical dimensions of various parts of the 
complex system that we are studying. Thus the concentra- 
tions of sodium and potassium in the space between the 
axon membrane and the Schwann cell are temporarily 
changed when current flows, with consequent movements 
of water and swelling or shrinking of the space. Similar 
light-scattering effects have been observed in the electric 
organ (Cohen et al., 1969), with one component that could 
plausibly be attributed to comparable effects involving the 
microtubules that invaginate the membrane. Attempts to 
correlate the time constant for recovery of the light scatter- 
ing after a pulse of current with the time constant identified 
by ~rankenhaeuser and Hodgkin (1956) as that for diffusion 

of potassium out of the Schwann cell space, have not been 
successful. By studying the dependence of all these changes 
on the scattering angle, and by altering such factors as the 
refractive index of the external medium, we should event- 
ually find it possible to determine their precise location and 
cause, but the task is not an easy one. 

Changes in fluorescence emission 

It has been reported by Tasaki et al., (1968, 1969) that nerves 
stained with the fluorescent dyes 8-anilinonaphthalene-l- 
sulphonic acid (ANS) and acridine orange (AO) exhibit a 
small increase in fluorescence emission during the passage of 
an impulse. Carnay and Barry (1969) have since found that 
frog-muscle fibers stained with pyronine B give a decreased 
emission during the spike itself, followed by a somewhat 
larger increase in emission during the after-potential and 
period of latency relaxation. The fact that in nerve the 
change in light intensity was in the same direction for 
fluorescence emission as it was for 90-degree light scatter- 
ing and had a similar time course (Tasaki et al., 1968) might 
suggest that the fluorescence effect was some kind of scatter- 
ing artifact. But in muscle, both the directions and the time 
courses of the two effects were different (Carnay and Barry, 
1969), which seems to dispose of this possibility. 

The records published by Tasaki et al. (1969) for squid 
axons, and the similarity between the time courses of the 
birefringence and fluorescence emission changes observed 
in muscle by Carnay and Barry (1969), suggest that mem- 
brane potential is the main factor affecting fluorescence 
emission. Fluorescence must be studied under voltage- 
clamp conditions, however, if the precise origin of the 
changes in emission is to be determined. It is also clear that 
the nature of the dye with which the tissue is stained is of 
cardinal importance in any interpretation of the results of 
fluorescence measurements, because pyronine B gives a 
decrease in emission whereas ANS and A 0  give an increase. 
When the dye molecule can be tailor-made so that it is 
incorporated into the membrane structure in a predictable 
fashion, with the fluorescent group located in a specific 
region, studies of fluorescence emission will clearly become 
a valuable tool for probing the structural changes associated 
with nerve activity. 

Conclusions 

Two distinctly different types of structural change have 
been detected in excitable tissues by optical means. In the 
first place, there are potential-dependent changes in bire- 
fringence and light scattering that can be seen in untreated 
tissues, and changes in fluorescence emission, probably 
similar in origin, that are seen after staining with appro- 
priate dyes. These effects are presumably confined to the 



membrane, because only in its immediate neighborhood 
are the potential gradients really large, but there is little 
indication as to which part of the membrane is involved- 
the phospholipids of the membrane interior, or the proteins 
and other macromolecules of the membrane surface. Nor is 
it clear whether the potential-dependent changes arise 
primarily from reorientation of charged side groups in the 
electric field, as in the Kerr effect, or from a compression of 
the membrane by the attractive force exerted between the 
charges on its opposite sides. Second, there are current- 
dependent changes in light scattering and possibly in 
fluorescence emission as well. In all probability, these d o  
not involve the membrane itself, but rather any external 
compartment from which the movement of ions is dif- 
fusion-limited, such as an endoplasmic reticulum com- 
municating with the surface only through narrow channels, 
or the Schwann-cell space in the squid giant axon. In 
addition, there are relatively slow light-scattering changes, 
which appear to involve water movements into and out 
of the fibers, the origin of which has not yet been explored 
in detail. 

Although we have done our best to find them, no optical 
effects have yet been observed that can be correlated 
definitely with alterations in membrane conductance. Per- 
haps this is not really surprising, in view of the enormous 
numerical disparity between the special sodium and potas- 
sium channels and the phospholipid and other molecules of 
which the general membrane structure is built. At these 
special sites there must surely be large conformational 
changes accompanying or causing the sequence of ionic 
conductance changes that take place during excitation 
and the propagation of an impulse, but they will be very 
hard to detect optically against a noisy background, and will 
produce a much smaller signal than any change affecting 
the whole membrane. It must therefore be concluded with 
reluctance that this approach is unlikely to yield direct 
evidence about the nature of  the conformational changes at 
the active sites. However, it should give valuable informa- 
tion about the way in which the components of a cell mem- 
brane are affected by alterations of the electric field, and 
such knowledge is essential for the formulation of hypo- 
theses concerned with the molecular basis of the mechanism 
of excitation. 
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64 The Ultrastructure of Synapses 

J. DAVID R O B E R T S O N  

THE SUBJECT OF synaptic ultrastructure has been reviewed 
several times in recent years (Gray, 1966; Gray and Guillery, 
1966; Couteaux, 1963; De Robertis, 1959; Palay, 1956). 
This review, because of space limitation, is highly selective 
and does not attempt to cover the field. It aims at a descrip- 
tion of the ultrastructure of selected synapses in both verte- 
brate and invertebrate nervous systems, with emphasis on 
structural features that can be directly related to function. 

Structures related to chemical transmission 

The first electron micrographs of motor end plates were 
reported in abstract form in 1954 (Palade and palay, 1954; 
Reger, 1954; Robertson, 1954). The complete reports of 
two of these papers soon followed (Reger, 1955; ~obertson, 
1956b). The major features of the electron micrographs are 
indicated diagrammatically in Figure 1. The terminal axon 
is filled by about 300- to 5004,  membrane-limited, syn- 
aptic vesicles. A gap of about 500 A separates the pre- 
synaptic and postsynaptic membranes, and the gap is filled 
by dense material continuous with the basement lamina of 
the muscle fiber and that surrounding the terminal Schwann 
cell of the nerve. The basement lamina also extends into the 
junctional folds. Here the enfolded unit membranes 
(Robertson 1956b, 1960, 1964) are brought into apposition 
with a gap approximately 500 W wide that is expanded 
slightly in the bottom of the fold. The junctional folds in 
rat and lizard endings are very complicated and extend in 
branching arrays all over the nerve terminals. 

In a study of the vertebrate central nervous system in 
1956, Palay clearly identified synaptic boutons and estab- 
lished that they contained accumulations of mitochondria 
and also the characteristic synaptic vesicles reported in 
motor end plates (Palade and Palay, 1954; Robertson, 
1956b) and other synapses (De Robertis and Bennett, 1954, 
1955; Fernindez-~orhn, 1955). Palay recognized the 
vesicles as likely bearers of packets of neurotransmitters, the 
presence of which in motor end plates had been suggested 
by Fatt (1954). Castillo and Katz (1954, 1956) had shown 
that characteristic, sudden changes in membrane potential 
occurred randomly at motor end plates at a frequency of a 
few milliseconds. The term miniature end-plate potential 

(MEPP) was applied to these spikes because they resembled 
the postsynaptic end-plate potential produced by discharge 
of the nerve to the ending, although they are much smaller. 
Their amplitude was approximately 0.1 to 0.5 millivolt, 
and their duration was only a few tenths of a millisecond. 
It was found, by the use of external microelectrodes, that 
the application of acetylcholine (ACh) to the surface of the 
presynaptic muscle fiber near the ending produced a 
potential change exactly equivalent to that of the MEPP, 
and a much larger amount produced a propagated action- 
potential spike. ACh was assumed to be released by the 
terminal nerve fiber as a transmitter, and it was also as- 
sumed that it was being continuously released in small 
packets, each one MEPP. The action potential 
was supposed to be the result of a massive synchronous 
release of these quanta. 

The concept of quantal release of a neurotransmitter 
originated with this work. It seemed to be a reasonable 
analysis, but I did not find it an entirely satisfactory one for 
several reasons. For instance, it was apparent that, as its 
ACh was released, the membrane of the synaptic vesicles 
would, of necessity, have to become incorporated into the 
axonal membrane, which, as its surface area increased, 
would rapidly be converted into a membrane identical 
with that surrounding the vesicles. This seemed improb- 
able, and it was subsequently proved incorrect as a general 
notion by Whlttaker (1966), who showed that the mem- 
brane of the synaptosome is chemically distinct from the 
membrane of the synaptic vesicle. 

In reviewing the above events, I have touched on the 
groundwork for much of current synaptology at the ultra- 
structural level. Thus, the synaptic vesicle, concentrated 
presynaptically, has become an almost necessary feature of 
a synapse; the notion of quanta1 release of transmitter by 
fusion of vesicles with the synaptic membrane is widely 
accepted, and the association of chemical transmission and a 
fairly wide synaptic gap is now known to be a character- 
istic feature of many kinds of putative chemical synapses. 
I turn now to a different kind of structural differentiation 
that is not associated with chemical transmission. 

Morphological changes in membranes 
resultingfrom electrical stimulation 

J. D A V  I D R o B E R T s o N Department of Anatomy, Duke Uni- In recent work, Dr. Camillo ~eracchia (1969), in my labora- 
versity Medical Center, Durham. North Carolina tory, has observed a hexagonal pattern in etiface views of 
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FIGURE 1 Interpretative diagram of a motor end plate in indicated. The region marked by the circle is enlarged to 
Anolis carolitiensis. The suKace membrane complexes show more detail. The continuities between the membrane 
(SMCs) of the Schwann cells (S.C.), muscle fiber (m.f.), and structures at the region marked "?" was somewhat inter- 
endoneural sheath cells (endo.) are shown. The muscle sur- pretative, as was also the identification of Schwann cyto- 
face is thrown into junctional folds to make the subneural plasm at the time this diagram was constructed, but sub- 
apparatus of Couteaux. The five layers of the SMC that sequent work has established the correctness of the inter- 
separate terminal axoplasm from sarcoplasm are shown. pretation. Magnification, x 60,000. 
The main features of terminal axoplasm and sarcoplasm are 

the synaptic membrane complexes (SMCs) of the lateral 
giant septa1 synapses of the crayfish, as indicated in Figure 2. 
The center-to-center spacing of the hexagonal facets is 
about 250 A. In the median-giant-to-motor synapse 
(MGM), he has found another feature that may be related to 
this hexagonal pattern. Occasionally a peculiar scalloping of 
the synaptic membranes is seen in these synapses after certain 
special procedures. Here the membranes are alternately 
slightly separated and in very close contact. The repeat 
period of this scallop is, again, about 250 A. It should also 
be noted that Peracchia has isolated certain membrane 
fragments from the crayfish ganglia by a special freeze- 
shatter method devised by Dr. Juan Vergara. He  has found 

in these fragments a very regular hexagonal pattern in 
which the facets show a center-to-center spacing of about 
150 A. One of these micrographs is shown in Figure 3. It is 
too early to say where these fragments may have originated 
and what relationship, if any, they may have to the hexa- 
gonal pattern seen in the SMCs. 

Peracchia has recently conducted some experiments 
designed to see whether structural alterations, demonstrable 
by the electron microscope, take place in the MGM 
synapses with activity. ~ e - h a s  succeeded in eliciting and 
identifying a specific morphological response in electrically 
stimulated fibers. It appears frequently with stimulation and 
never in control animals. The abdominal nerve cord is per- 



FIGURE 2 ( A b o v e )  Section of lateral giant septa1 synapse in crayfish 
nerve cord, including synaptic membrane complex in an erz .face 
view. Note the hexagonallyoarranged spots spaced at a center-to- 
center distance of about 250 A. Magnification, x 170,000. 

FIGURE 3 (Left) Hexagonal pattern in a membrane fragment iso- 
lated from crayfish nerve cord by C.oPeracchia. Center-to-center 
spacing of the hexagons is about 90 A. PTA-negative stain prep- 
aration. Magnification, X 170,000. 

fused wiih glutara!dehyde during stimulation of one of the with Os04, according to the usual routine procedures. A 
circumesophageal commissures at a frequency of 30 to 40 distinct morphological change appears selectively in the 
per second and a strength of approximately 10 volts. After stimulated cords. 
some hours in glutaraldehyde, the nerve cord is post-fixed Figure 4C shows both a stimulated fiber (the giant fiber, 



FIGURE 4 Stimulated crayfish giant nerve fiber (above), The insets (A and B) of a mitochondrion show the dense 
with two unstimulated small fibers (below). Fixed with material that increases the thickness of inner and outer leaf- 
glutaraldehyde-0s04 and stained with lead citrate. Note lets of the outer membrane only. Magnifications, x 10,000; 
the increased density of the membranes of the giant fiber. inset A, x 90,000; inset B, x 180,000. 

above) and two smaller unstimulated fibers (below). An 
obvious, clearcut difference between the two is apparent. 
All the membranes of the stimulated fibers appear to be 
very dense. This phenomenon occurs if the perfusion of the 
stimulated nerve cord is begun after as few as 30 to 40 
propagated impulses have bien set up. The densification 
occurs in all the unit membranes bounded by axoplasm, in- 
cluding the surface membrane, endoplasmic reticulum and 
vesicle membranes, and the outer mitochondria1 mem- 
branes. It is caused by the appearance of a dense amorphous 
material that effectively increases the thickness of the inner 
and outer dense leaflet (inset, Figure 4A, B). The inner one is 
increased by approximately 300 to 500 per cent; the outer, 
about 50 to 100 per cent. The material added to the 
membrane leaflets is not seen after glutaraldehyde fixation 
alone. If sections of the ganglion are treated with peroxide 
after osmium fixation, the dense material disappears. Ap- 
parently it represents a deposition of reduced osmic reaction 
products. 

The reaction can be regarded as indicative of an increased 
osmiophilia of the membranes. At first it was thought that 
the dense material might be calcium (Peracchia and 
Robertson, 1968; Peracchia, 1969), but it did not show up 
after glutaraldehyde fixation alone, which seemed to rule 
out calcium. It is known from the work of Huneeus-Cox 
et al. (1966) that there is a, protein in giant invertebrate 
nerve fibers that contains sulfhydryl groups, and that these 
groups can be reversibly bound by certain organomer- 
curials, with consequent reversible blocking of impulse 
conduction. S*difhydryl groups are known to react vigor- 
ously with 0 ~ 0 4 ,  but in oxidized form these groups are 
nonreactive. 

The possibility then arose that a protein high in disulfide 
groups was present mainly in or on the membrane leaflets 
and was affected by impulse propagation in such a way that 
the disulfide groups were reduced. To test whether the 
osmiophilia might be due to such a protein, ~eracchia 
treated unstimulated glutaraldehyde-fixed nerve fibers with 



thioglycollate in an effort to reduce disulfide groups before 
osmication. It was expected that an increased osmiophilia 
would appear as a result of the thioglycollate. Such proved 
to be the case, as indicated in Figure 5. 

To carry the analysis a step further, Peracchia followed 
the glutaraldehyde-thioglycollate treatment with N-ethyl 
maleimide (NEM) before 0 ~ 0 4 .  NEM binds sulfhydryl 
groups and makes them inaccessible to reaction with 0 ~ 0 1 .  
After this procedure, the osmiophilia presumably conferred 
by the thi~gl~collate is lost, as indicated in Figure 6. It thus 
appears reasonable to conclude that, during action-potential 
propagation, disulfide groups in a protein lying either on or 
within the cytoplasmic leaflet of the axon-unit membranes, 
as well as, to a lesser extent, on or within the outer leaflet, 
undergo a change whereby they are converted to sulfhydryl 
groups. It should be emphasized that this reaction never - - 
occurs in Schwann-cell membranes and can be elicited in 

axon membranes only by active stimulation during per- 
fusion with glutaraldehyde or by treatment with thiogly- 
collate. It thus appears that a meaningful morphological 
change is frequently demonstrable in electrically stimulated 
nerve membranes and that this change could conceivably be 
used as a morphological tag of active neurons in a neuropil, 
if it can be shown to be related to activity irrespective of 
electrical stimulation. 

That the effect observed by Peracchia involves all the 
membranes bounded by axoplasm is interesting. One 
explanation may be simply that all these membranes are 
neuronal, and, although doubtless chemically specific, they 
may have at least one property in common, i.e., the 
presence of the sulphur-rich protein in question. Another 
way to explain the phenomenon is to assume that this com- 
pound is in solution in axoplasm and that all membranes in 
contact with axoplasm tend to adsorb some of it. 

FIGURE 5 Crayfish nerve fiber treated with thioglycollate outer mitochondria1 membrane. Compare this with the 
after fixation with glutaraldehyde but before postfixation stimulated nerve fiber in Figure 4 and note the similarity in 
with OsOl and lead staining. Note the dense amorphous appearance, even though the thickness of the dense pre- 
material causing thickening of the axon membrane and the cipitate here is exaggerated. Magnification, x 140,000. 
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FIGURE 6 Crayfish nerve fiber treated with thioglycollate shown in Figure 4. It is believed that the thioglycollate first 
after fixation with glutaraldehyde and then with NEM reduced disulfide groups to produce sulfhydril groups that 
before fixation with OsOl and lead staining. Note that this were then bound up by NEM, making them inaccessible to 
fiber resembles the control unstimulated nerve fibers reaction with 0 ~ 0 1 .  Magnification, x 21,000. 

Electrical synaptic transmission i f z  invertebrates both presynaptic and postsynaptic membranes. These 
aligned vesicles were spaced at intervals of 0.1 to 0.2,~. In 
the case of the lateral giant septa1 synapses that were 
physiologically unpolarized, the synaptic cleft is not com- 
pletely occluded; there is a gap approximately 20 A wide. 

The presence in an electrical synapse of vesicles super- 
ficially indistinguishable from the synaptic vesicle seen in 
neurohumoral synapses poses an interesting enigma. This is, 
in fact, another reason I have always had some reservations 
about the idea of quanta1 release of transmitter from 
vesicles. Certainly it suggests that the mere presence of 
vesicles does not necessarily mean the presence of chemical 
transmitters packaged within them. Indeed, their exact 
function cannot be specified on present evidence. One may 
speculate, perhaps, by saying that unit membrane vesicles 
are universal components of axoplasm and that they tend to 
concentrate at synaptic membrane complexes (SMCs) be- 
cause there is something special about the electric field 

The giant fiber synapses in the ventral nerve cord of the 
crayfish (Johnson, 1924) were the object of one of the 
earliest studies of synapses by electron microscopy (Robert- 
son, 1953). This work has been reviewed fairly recently 
(Robertson 1961, 1964), and hence is treated here only 
briefly. The main point is simply that in these synapses the 
gap between presynaptic and postsynaptic membranes was 
occluded. Furshpan and Potter (1959) showed that trans- 
mission at these synapses is by an electrical mechanism, and 
the occlusion of the synaptic cleft was believed to offer a 
structural counterpart to this physiological feature. It was 
also noted that synaptic vesicles were not a prominent 
feature of these electrical synapses, although some clear 
vesicles about 300 to 500 A in diameter were present. 
Aggregates of mitochondria were noted in postsynaptic 
axoplasm and rows of vesicles were sometimes seen close to 



changes in such loci caused by the close apposition of two is slightly tilted. Here we see lines that repeat at a period of 
nerve membranes conducting action potentials. It is only in about 90 A. As the disk is tilted still farther, as in D, one - 
this region that two nerve membranes are in close ap- 
position. Elul (1966, 1967) has recently shown that nerve 
membranes move toward a microelectrode tip if positive 
current is flowing from it. The currents involved are com- 
parable to those that flow during action-potential propaga- 
tion. The observed membrane movement was explained as 
being caused by their possessing a negative fixed charge. If 
one assumes that both the inside of the nerve membrane and 
the cytoplasmic side of the vesicle membrane have a fixed 
negative charge, vesicles ordinarily would not approach the 
membrane closely except during the current flows as- 
sociated with action-potential propagation. Because this is 
ordinarily diphasic, one might expect little net effect on 
vesicles except, perhaps, at synapses, where one might 
imagine that special features of current flow may exert a net 
attractive electrophoretic effect leading to the vesicles be- 
coming concentrated passively in this region. If this is so, 
the vesicles might-at least in some cases-have little or 
nothing to do with synaptic transmission. Another obvious, 
nonspecific way to cxplain the presence of vesicles in 
boutons is to note that these are nerve terruitlnls. Axo- 
plasmic flow might thus ~ r o p e l  and trap them there. How- 
ever, this would not explain their presence near the SMC of 
the crayfish MGM synapses. 

In MGM synapses, another type of synaptic bouton is 
present on the synaptic processes themselves. They are 
packed with typical synaptic vesicles and in some cases con- 
tain glycogen particles, but there is never an occlusion of 
the presynaptic and postsynaptic membrane cleft, which is 
100 to 150 A wide, regardless of fixation method. The 
origin of these boutons is unknown. At one time they were 
thought to come from the adjacent motor fiber (Robertson, 
1961), but serial sections failed to confirm this. The synapse 
shows neither dense material in the presynaptic or post- 
synaptic axoplasm near the synaptic membranes nor a con- 
densation in the synaptic cleft. These might be inhibitory 
neurohumoral synapses, but this is complete speculation. 

Electrical syrinytic transiuission iiz vertebrates 

I now review briefly a few relevant points in some work 
that has been reported elsewhere (Furshpan and Furukawa, 
1962; Robertson, 1963; Robertson et al., 1963) on the club 
endings on the Mauthner cell lateral dendrite. Furshpan and 
Furukawa ( 1  962) showed that the club endings transmit by 
an electrical mechanism, and we have produced morpho- 
logical evidence that is consistent with this finding. These 
endings are characterized by SMCs that show disklike 
regions of complete closure of the synaptic cleft. Such a 
synaptic disk is seen diagrammatically in Figure 7A-E. In A 
and B, the disk is shown sectioned perpendicularly. In C it 

begins to see rows of dots between these lines. In the 
synaptic disk tilted completely on its side and thus viewed 
etlface, as in E, one sees a regular honeycomb arrangement 
of subunits made up of small facets in hexagonal array, with 
a lattice spacing of -90 h. The main point for this paper is 
that this synapse, which transmits electrically, is character- 
ized by numerous close contacts between presynaptic and 
postsynaptic membranes in which the gap between the 
membranes is obliterated. It should be noted that other 
synapses specialized for electrical transmissioll show similar 
synaptic-cleft occlusions. Martin and Pilar (1963) showed 
that the calyciform endings on certain nerve cells in the 
chick ciliary transmit by an electrical mechanism, 
and Takahashi and Hama (1  965) found the expected regions 
of synaptic-cleft occlusion. Pappas and Bennett (1966) again 
found a clearcut association of tight junctions with elec- 
trotonic coupling between giant pacemaker neurons in cer- 
tain fish brains. 

In the early days of application of permanganate fixation 
to cells and tissues, I noted tight junctions between adjacent 
mouse intestinal epithelial cells, similar to those seen in the 
electrical synapses, as well as close contacts between smooth 

FIGURE 7 Diagrams of synaptic disks from the club endings 
of the lateral dendrite of the Mauthner cell of the goldfish brain. 
A .  The synaptic disk with the adjacent SMC segments at medium 
power in vertical section. 13. A higher-power view with more 
details. C. The dlsk tilted slightly. D. A greater degree of tilt. 5. 
The disk in frontal view. The main repeat period of about 95 A 
is designated by the aligned arrows. 



muscle cells (Robertson, 1959). Furthermore, Sjostrand and 
Andersson (1954) noted extremely close contacts between 
adjacent membranes in cardiac muscle. Farquhar and Palade 
1964) conducted an extensive survey of epithelial cell 
unctions and found that close contacts, usually called 
6 .  tight junctions," occurred extensively in epithelial tissues. 

Subsequently, Revel and Karnovsky (1967) studied such 
tight junctions by using a variant of the lanthanum staining 
method originated by Doggenweiler and Frenk (1965), and 
found the same kind of hexagonal array of subunits that had 
been demonstrated insthe synaptic disk of the club endings. 
Even the repeat period of the subunits in their material was 
the same. Loewenstein (1966) demonstrated that many 
kinds of epithelia are characterized by electrotonic coupling 
between adjacent cells associated either with tight junctions 
or septate desmosomes. 

As a result of all these lines of evidence, it is accepted that 
the tight junction is a region in which electrical coupling 
might be mediated. However, it also seemed likely that 
electrotonic coupling could also be mediated by septate 
desmosomes. The general concept has arisen that an es- 
sential result of electrotonic coupling is the prevention of 
lateral leakage of current. This could be accomplished by 
making the membranes come very close together or by in- 
terposing some element, such as the dense material of the 
septate desmosomes, to impede lateral current leakage. It is 
interesting to note here that nodes of Ranvier apparently 
use both of these methods in achieving saltatory conduc- 
tion, because in some nodes there is a complete occlusion of 
the cleft between the Schwann cell membrane and the 
axonal membrane in the juxtaterminal m~elinated region 
(Robertson, 1954), but in other nodes (Doggenweiler and 
Heuser, 1967; Hirano and Dembitzer, 1967) septate 
desmosomes that repetitively encircle the axons apparently 
serve the same purpose of limiting longitudinal leakage of 
current along the cleft between the axon and the Schwann 
cell from the internodal regions to the nodes. This kind of 
mechanism appears to be important in insuring current flow 
through the nodal membrane to satisfy the conditions for 
saltatory conduction. 

Before leaving the subject of electrotonic coupling via 
tight junctions, I should mention that electrophysiological 
evidence of electrotonic coupling between cardiac muscle 
cells via tight junctions was soon forthcoming (Dewey and 
Barr, 1962, 1964). Recently McNutt and Weinstein (1969), 
Kreutziger (1968a, 1968b), Somer and Steere (1969), and 
Somer and ~ohnson (1970) have studied tight junctions in 
cardiac muscle tissue by means of the freeze-fracture 
technique. They have produced evidence that there is, 
in the central plane of the nexus, a regular hexagonal array 
of subunits with a center-to-center spacing of about 90 to 
100 A. McNutt and Weinstein regarded each subunit as a 
"contact cylinderu about 60 A high by 60 W in diameter. 

The cylindrical particles are separated from one another by 
20 to 30 A of open space and have a center-to-center 
spacing of 90 A. There is a 40-&deep central depression in 
each subunit. Opposite the contact cylinders on the cyto- 
plasmic surface of the membrane are seen globular sub- 
units in hexagonal array, with each subunit -40 A high and 
spaced with a center-to-center distance of 90 A. These 
authors also believe that each of the subunits has a central 
pore about 20 to 25 A in diameter and that these juxta- 
cytoplasmic subunits each lie opposite a central cylinder. 
There is also evidence (Kreutziger, 1968b) of a similar sub- 
unit array in tight junctions or nexuses in mouse liver. Out- 
side the region of tight junctions in cardiac muscle, Somer 
and ~ohnson (1970) have evidence that there is a smaller 
hexagonal array with a spacing of -60 A within the 
membranes, but it is not yet clear whether it is in the inner 
leaflet or the interior. However, their findings are com- 
patible with the notion that some sort of special apparatus 
is added to the underlying unit membrane in regions of 
tight junctions that are designed for electrotonic coupling. 

GENERAL SYNAPTOLOGY In 1959, Gray applied a vigor- 
ous staining method ( 0 ~ 0 4  followed by ethanolic PTA) to 
vertebrate cerebral-cortical synapses, with resultant new 
findings. The method produced very heavy staining of 
certain elements, which permitted him to define two types 
of synapses. Both show presynaptic clusters of vesicles and 
membrane specializations manifested by dense material 
built up on both the presynaptic and postsynaptic mem- 
branes. In Type 1 there is a widening of the synaptic cleft 
to about 300 A and there is a dense band about 100 A 
thick in the cleft, but placed asymmetrically, being closer 
to the postsynaptic than to the presynaptic membrane. 
Gray observed, immediately beneath the postsynaptic 
membrane, a dense band of amorphous material, several 
hundred angstrom units wide, which appeared presynapti- 
cally as clumps spaced at intervals of a few hundred ang- 
strom units. The synapse was found to occupy most of the 
area of synaptic contact. Gray regarded this particular 
morphological configuration as being the actual site of 
synaptic transmission. Type 1 appears characteristically in 
dendritic spines, whereas Type 2 is found more often on 
cell bodies. Here the regions of membrane specialization are 
less extensive, occupying only about 0.25 p. The presynaptic 
and postsynaptic specializations, as well as the clusters of 
synaptic vesicles, are, however, somewhat similar. 

Whittaker and Gray (1962) conducted a combined 
electron microscope and biochemical study of certain frac- 
tions obtained from brain homogenates and showed that 
they contained predominantly synaptic boutons. Whittaker 
(1959) and, independently, De Robertis et al. (1961) 
showed that the boutons contain synaptic vesicles, which in 
turn contain ACh, thus lending support to the notion of 



quanta1 release by a mechanism of vesicle fusion with the 
presynaptic membrane, as mentioned above. Evidence in 
recent work reported by Whittaker (this volume) suggests 
that the acetylcholine in the nerve endings exists in two 
pools. One of these is in the vesicles, and the other is in the 
axoplasm of the ending. Present evidence seems to suggest 
that the ACh released during activity is from the free pool 
rather than from the vesicles. This finding could be inter- 
preted to indicate that the synaptic vesicles are a repository 
for reserve ACh, but the ACh secreted as a neurotransmit- 
ter u that which is newly synthesized and found in the 
axoplasm of the ending. This topic is extremely contro- 
versial at present, and the above conclusion is in direct 
contradiction to the currently accepted quantal-release 
hypothesis, whereby the ACh is released from the vesicles 
by a mechanism of exocytosis. 

The synapse of the retinal-rod receptor cell and the bi- 
polar cell in vertebrate retina was one of the earliest 
synapses studied by electron microscopy (Sjostrand, 1961), 
but it is not dealt with here beyond mention of certain 
special features of retinal synapses noted by Kidd (1962), 
who found many of the kinds of synaptic specialization 
described by Gray. In addition, Kidd frequently found in 
the pigeon retina what appeared to be three terminal axons 
in synaptic relationship with one another, as indicated in 
the diagram of Figure 8. A synaptic membrane specializa- 
tion resembling the Gray Type 1 is seen between Pl  and Pq; 
Pz, in turn, contains a similar specialization in relationship 
to P3. Kidd postulated that this relationship provided a 
morphological basis for presynaptic inhibition. An impulse 
arriving in P1 would activate Pz so as to diminish its re- 
sponse to an incoming impulse and hence decrease its effect 
on P3. Normally, Pz would fire Pa, but, because of the 
influence of PI, it might not. Eccles (1964) predicted that 

Dendrite \ 

FIGURE 8 Diagram adapted from Kidd (1962) showing three 
(PI-P3) boutons, each containing clusters of synaptic vesicles 
related by two membrane specializations like the one seen in Gray 
Type 1 synapses. P3 is related to a dendrite with a similar speciali- 
zation. 

there should be such structures, particularly in spinal cord, 
and Gray (1962), as well as Kidd (1962), studied the matter 
further and indeed found them. Gray made the point that 
they have been found in every place where physiological 
evidence indicates presynaptic inhibition should occur. 
However, it is interesting that, although Kidd found large 
numbers of these structures in the retina, he found 
them infrequently-only four times, in fact-in analogous 
parts of the retina of the cat. In any case, this particular 
relationship of synaptic specializations has been taken by 
many as indicative of presynaptic inhibition. 

Excitatory and inhibitory synapses 

The recognition of excitatory and inhibitory synaptic end- 
ings by specific morphological features is obviously of great 
importance. The first clearcut claim for the morphological 
differentiation of excitatory and inhibitory endings was 
made by Uchizono (1965). He claimed that endings on 
Purkinje cells, which Eccles had designated physiologically 
as inhibitory, characteristically contained flattened and 
relatively small vesicles, and he noted that other typcs of 
endings thought to be excitatory had relatively large 
spherical vesicles. He associated the latter with the Gray 
Type 1 ending and the former with the Gray Type 2 
ending. 

In 1966, Bodian published micrographs of spinal motor 
neurons of the monkey that showed two distinct types of 
nerve endings; one of these contained spherical vesicles 
-200 to 400 A in diameter ("S" type) ; another contained 
vesicles of -100 to 200 by 300 to 600 A ("F" type). He 
interpreted the latter as representing flattened vesicles. He 
did not claim to be able to distinguish if one or the other of 
these types of endings might be excitatory or inhibitory, 
but concluded that he might be seeing a morphological 
feature that would serve to differentiate excitatory and 
inhibitory endings. 

In 1967, Uchizono reported a study of the crayfish stretch 
receptor in which excitatory and inhibitory endings could 
be clearly differentiated. He obtained micrographs of the 
inhibitory endings on the dendrites of the receptor cell and 
found that they contained vesicles of the small, flattened 
type. He found that the excitatory endings on the muscle 
fibers contained vesicles of the rather large spherical type. 
Uchizono also studied certain crab muscles which have a 
double innervation, one excitatory and one inhibitory, and 
found that some of these endings contained flattened 
vesicles and some spherical vesicles, again consistent with 
his hypothesis. 

In 1967, Larramendi et al. conducted an extensive 
statistical study of gl~taraldeh~de-Os04-fixed mouse cere- 
bellum in which they attempted to relate vesicle size and 
shape to age. Their findings supported Uchizono's con- 



clusions and added the interesting point that synaptic 
vesicles tend to decrease in size with age. 

It is too early, at this time, to state with certainty that a 
definite morphological basis for the differentiation of 
excitatory and inhibitory endings has been established. It 
appears reasonably certain, however, that different types of 
endings may be distinguished by the appearance of the 
synaptic vesicles after glutaraldehyde-OsO4 fixation. This 
is purely an empirical matter, and already some contra- 
dictory elements are beginning to appear. For instance, it is 
now recognized that some of the synaptic vesicles are 
extremely labile. Thus it has been found that some vesicles 
may become flattened after glutaraldehyde fixation if they 
are placed in a buffer for as short a time as 30 minutes. If 
the buffer wash is omitted, they may appear largely spheri- 
cal. It is thus necessary to define very accurately the con- 
ditions of preparation,'and to the extent that these have not 
yet been clearly worked out, the differentiation of excita- 
tory and inhibitory endings on the basis of vesicular size 
and shape remains somewhat uncertain. It is to be hoped 
that, within the near future, it will be possible to make 
clearcut distinctions of excitatory and inhibitory endings 
based on such distinctive morphological features as the 
shape and size of synaptic vesicles. Mitochondria1 char- 
acteristics may also play a part. Until more work has been 
done, it seems fair to say that the differentiation of excita- 
tory and inhibitory endings remains uncertain. 

Juxtatnembranal specializations 

In the above discussion, several kinds of juxtamembranal 
specializations that take place in synaptic regions have been 
mentioned. I shall now turn to some more extreme 
specializations that have been found in synaptic endings. 
These are closely related either to the presynaptic mem- 
brane or to the postsynaptic membrane. For the most part, 
these specializations are simply amorphous dense bodies of 
various shapes, sizes, positions, and aggregations. 

One of the first such specializations described was pre- 
sented by Taxi in 1965 in his studies of superior cervical 
sympathetic-ganglion synapses. He described several ir- 
regular rows of dense bodies 200 to 300 A in diameter, 
beginning about 250 to 600 A away from the postsynaptic 
membrane, and of decreasing length proceeding succes- 
sively away from the postsynaptic membrane. In 1966, 
Milhaud and Pappas, in a study of the habenula of the cat, 
noted, in about one third of the synapses they studied, 
peculiar arrays of subjunctional dense bodies rather like those 
seen by Taxi but in a regular hexagonal array. 

In 1967, Akert et al. described the fine structure of a 
peculiar kind of synapse found in the subfornical organ of 
the cat. This has subjunctional dense bodies about 200 to 300 
A in diameter, about 500 A apart in a hexagonal array, 

placed in a row about 500 A from the postsynaptic mem- 
brane. These synapses are characterized by presynaptic 
densities and clusters of vesicles much like those described 
by Gray. 

Recently Akert and Sandri (1968) applied a zinc-iodide 
osmic method to a study of the crest synapses, with some 
interesting new results. This procedure impregnates certain 
synaptic vesicles with dense material. At first it was thought 
that this might be specific for cholinergic endings, because 
the reaction was prominent in motor end plates, but it was 
soon found that the impregnation was not specific. Never- 
theless, it is certainly striking that some synaptic vesicles are 
impregnated and some in the same block are not. However, 
Akert and Sandri (1968) and Pfenniqer et al. (1969) used 
this technique profitably with a considerable clarification 
of the nature of presynaptic and postsynaptic dense bodies. 
Figure 9 is a diagram taken from Pfenniqer et al. (1969) 
summarizing their findings on the presynaptic densities. 

/ AXOW TERMINAL \ 

A C T I V E  5 l T E  

FIGURE 9 Diagram of axon terminal taken from Pfenninger et al. 
(1969). Abbrevintiotrs: cv, clear vesicle; dv, dense core vesicle; dp, 
dense projection. See text for further details. 

They now visualize the presynaptic dense projections as 
being each about 550 A in diameter, 600 A high, and 800 A 
apart in a regular hexagonal array. They believe the dense 
projections are interconnected by strands of dense material, 
as indicated in the diagram. They note that there is approxi- 
mately enough space to fit one synaptic vesicle into the open 
region between the dense bodies. These workers have also 
described a considerable enhancement of the postsynaptic 
dense material after the zinc-iodide procedure, and also an 
enhancement of the dense material it] the cleft betwee11 :he 



prc,;ynaptic and postsynaptic membranes. They have ob- 
ser\.ed that this material is split into two thin, dense layers in 
sonle preparations. They favor the concept that the pre- 
synaptic dense bodies in some way guide the presynaptic 
veslcles to the appropriate place on the presynaptic mem- 
brane, where their contents are released. Gray (1966) made a 
similar proposal, but regarded the dense bodies as sites of 
attachment. 

Moor et al. (1969) have recently begun studies on freeze- 
etched preparations of brain tissue, and are elucidating the 
stn~cture of synapses by the use of this method. In boutons 
thev saw irregularly spaced dimples that might very well 
represent caveolae. Interestingly, these appear to be dis- 
tributed more-or-less randomly over the whole surface of 
the boutons rather than concentrated in the region of mem- 
brane specialization, as might be expected if the caveolae do, - 
indeed, represent regions in which synaptic vesicles are 
caught and where they empty their contents after having 
fused with the presynaptic membrane, as would be called 
for by the quantal-release exocytosis hypothesis. Of par- 
ticular interest in these micrographs is the demonstration 
that the synaptic vesicles are discrete isolated bodies, as 
commonly believed. This provides a ~owerful new piece of 
evidence attesting to the nature of the vesicles. 

In conclusion, I wish to discuss speculatively whether the 
vesicle really is related to quantal release and "exocytosis," 
because I believe this to be a fundamental problem. As 
mentioned above, I regarded this concept as suspect from 
the very beginning. The fact that the vesicle membrane and 
the synaptosome membrane are chemically distinct makes 
the simple exocytosis concept difficult to accept. Further, 
the evidence that ACh exists free in the cytoplasm of the 
synaptosome and that this is the material that is first re- 
leased casts further doubt on the concept. On present evi- 
dence, it would appear at least possible that the vesicles 
may, in fact, represent a storage site for ACh and that the 
release occurs by some other mechanism. It is not at all 
difficult to imagine some sort of molecular gate, dis- 
tributed in numbers over the presynaptic membrane, that, 
in response to an electrical depolarization, would open just 
enough to let a reasonably constant number of acetylcholine 
molecules pass through to the synaptic cleft before closing. 
Such a mechanism would account for quantal release and 
for the miniature end-plate potentials if the gates were as- 
sumed to open randomly with a certain low frequency 
without arrival of an impulse. The ACh in the vesicles 
would then be called upon if the immediate store in the 
axoplasm were exhausted. This viewpoint represents a 
radical departure from the apparently well-established cen- 
tral dogma of synaptology, but it has the virtue of getting 
around some of the difficulties of release by exocytosis. 

1f it is necessary to retain the concept of quantal release 
from the vesicles by some variant of the original idea, I 

wish to propose a tentative mechanism that could work 
without excessive destruction of membrane or intermixing 
of vesicular and axonal membrane substance. It may 
possibly be true that the synaptic vesicles are indeed derived 
from an interconnected tubular system that is branched 
many times with only a limited number of connecting 
points with the presynaptic membrane. Arrival of a mem- 
brane depolarization might cause this system to contract 
suddenly, perhaps by means of a spread of a protein con- 
formation change over the membrane surface, causing it to 
expel the globular aggregates of acetylcholine in packets, as 
required by the quantal-release theory. (For a contractile 
model of transmitter release, see Poisner, 1970.) The necks 
between vesicles and the neck connecting to the synaptic 
membrane would remain patent, according to this view, 
between discharges and, as the tubules became recharged, 
one might expect ACh to become aggregated into pools by 
a microperistaltic action produced by membrane contrac- 
tion. This would be further expected to lead to occasional 
random expulsion of the aggregated packets at the regions 
where the system connects with the presynaptic membrane. 
There are two ways that one could rationalize such a S ~ S -  

tem with the observed facts. The simplest is to assume that 
the system is highly unstable, requires energy to be main- 
tained, and breaks down into isolated vesicles at the slightest 
insult. 

This is not an unreasonable assumption, because many 
such membrane systems now are known to break up during 
fixation into vesicles. The myelin sheath of the prawn is a 
good case in point; the slightest variation in fixation 
techniques from the optimal ones results in sheaths made of 
aggregates of vesicles (Heuser and Doggenweiler, 1966). 
The "T-systemu of the skeletal muscle fiber is another 
example (Franzini-Armstrong and Porter, 1964). In 1956 
I postulated that tubular membranous elements reported 
in lizard muscle (Robertson, 1956a) constituted a transverse 
membranous system connecting with the surface of the 
muscle fiber and explaining Hill's (1949) paradox. These 
connections were, however, not observed for many years, 
simply because fixation methods good enough to preserve 
them had not been developed. Other cases could be 
cited in which the introduction of new methods has re- 
sulted in the demonstration of tubular membranous con- 
tinuity, whereas only vesicular systems were seen with 
older methods. The failure to demonstrate such connections 
initially in freeze-fracture preparations does cause some 
pause in this argument. However, the technique is plagued 
by its own artifacts and interpretative problems, and its re- 
sults should not be taken too literally. Nevertheless, there 
does seem to be some hope that the freeze-fracture tech- 
nique may settle this long-standing problem. 

There is one additional way in which a mechanism may 
be proposed that would account for all the observed facts. 



To be sure, it has the drawback of being complex. I base it 
on some studies by Schneider (1960) on contractile vacuoles 
in certain Protozoa. It has been found that the expulsion of 
water from contractile vacuoles occurs from the general 
kind of interconnected tubular system that is postulated 
above. If fixed at the proper stage in formation and filling 
before discharge, the interconnected tubular system can be 
seen clearly. However, if the system is fixed immediately 
after discharge, only a single channel surrounded by numer- 
ous isolated short tubules can be seen. We might draw an 
analogy with this system, and say that, in preparation for 
discharge, synaptic vesicles line up in rows and fuse with 
one another to make an effectively interconnected tubular 
system, which, in turn, is fused with the surface membrane; 
in this state, the system would then be, so to speak, "cocked" 
and ready to fire. The arrival of the nerve impulse would 
cause an immediate discharge of the contents of the system, 
which would be followed by an immediate breakup of the 
system into isolated vesicles. Figure 10 is designed to 
illustrate this idea, the advantage of which is that no 
vesicular membrane would become a permanent part of the 
presynaptic membrane. It would also account both for the 

FIGURE 10 Diagram of a synaptic bouton, showing how synaptic 
vesicles might originate by breakdown of an interconnected 
tubular system. The dotted lines represent the two states of the 
system. 

presence of isolated vesicles in the presynaptic terminals 
most of the time and for the findings in freeze-etch prepara- 
tions. It would only be during the cocking of the system 
that the vesicles would be interconnected, although the 
external connections might be somewhat more persistent. 
It may be assumed that the cocking is a very fast event, 
taking place with the arrival of the nerve impulse by some 
kind of electrophoretic effect and lasting only as long as the 

membrane depolarization persisted. Thus, successful display 
of the cocked system would be difficult. This mechanism 
is admittedly complex, but really no more so than the 
exocytosis mechanism. All it really adds is a plausible way 
to reverse the membrane flow quickly. On balance, even 
though it does not explain the presence of caveolae in the 
presynaptic membrane, I would say that the membrane 
gating mechanism in which the vesicle is only a storage 
vehicle is more likely. 
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65 Correlating Structure and Function of 

Synaptic Ultrastructure 

F. E. BLOOM 

THE BASIC DETAILS of synaptic fine structure have been 
known for more than 15 years (Palay, 1956, 1958).Although 
scores of major and minor variations on the basic theme 
ha\ e been described, the functional importance of the rela- 
tivc,ly few cellular organelles apparent at the synapse has 
scarcely been elucidated. Many recent chemical studies 
(Appel et al., 1969; Mahler, 1969; and Barondes, 1968, an 
earlier paper in this volume) have indicated that isolated 
synaptic endings may be able to restructure some of their 
macromolecular protein constituents. Consequently, those 
persons interested in testing the "code of life" dogma (DNA 
to RNA to protein to function) as a mechanism for the 
learning or memory trace have again turned to fine struc- 
ture, where the seductively high resolution of the electron 
microscope offers the promise of equating structure with 
function. In this essay, I attempt to explore the factual con- 
straints of synaptic fine structure, re-emphasizing some of 
the topics described by Dr. Robertson in the previous chap- 
ter. From these basic constraints, I have tried to indicate the 
most obvious types of microstructural changes compatible 
with induced subcellular neuropla~ticit~, emphasizing pro- 
posals that can best be subjected to experimental testing. 
From these constraints and proposals, we can each judge 
the width of the "synapse gap" as one of the weak links in 
molecular neurobiology. Even the freshest novitiate to the 
neurosciences will realize, however, that the resolution of 
the mechanics and molecular potentialities of the synapse is 
unlikely to come from fine-structural experiments alone. 

THE BASIC STRUCTURAL CONSTRAINTS The synapse is 
truly a "mixed bag." To  the physiologists, the synapse is the 
functional transducer that converts the electrical activity of 
the all-or-none action potential of the axon into chemical 
secretion of a transmitter, thereby producing electrical ac- 
tivity in the postsynaptic cell. Most electron microscopists 
would apply the term synapse when two morphological 
components are present: (I) a specialized interneuronal 
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contact zone between nerve terminals and dendrites, cell 
bodies, or other postsynaptic elements, that appears mor- 
phologically different from all other intermembranous 
conjunctions; and (2) the presynaptic accumulation of 
synaptic vesicles with partial or complete exclusion of axo- 
nal microtubules (Figure 1). The visualization of both these 
essential structural synaptic features depends on the type of 
fixation used for tissue preparation. 

Synaptic vesicles 

In general, when such fixatives as osmium or permanganate 
are used to heighten the opacity of the membranous com- 
ponents, the most striking feature of the synapse is the large 
number of synaptic vesicles. The first question to be asked, 
then, is whether the size, shape, electron opacity, and intra- 
axonal distribution of vesicles can be related to synaptic 
functioning. Let us note, in passing, that, although the shape 
and configuration of synaptic vesicles seen in electron mi- 
crographs may not represent their native conformation in 
the brain prior to examination, no methods for examining 
native vesicles in situ have yet been devised. 

Furthermore, some basic clarification is needed as to the 
origin of synaptic vesicles within the nerve terminal. Akert 
and his group have recently published freeze-etch electron 
micrographs (Akert et al., 1969) in which they have ob- 
served what appear to be pinocytotic invaginations of the 
axonal membrane. These invaginations do not occur at the 
area of the synaptic specialization. If synaptic vesicles were 
to form by budding from the axonal membrane (Westrum, 
1965), their lipid composition must also change in the proc- 
ess, because Whittaker (1966) has shown that the lipid 
composition of synaptic vesicles is different from that of 
synaptosomal membrane. Where else, then, might the 
synaptic vesicles arise? The only other known source of 
"unit plasma membrane" in the terminal is axonal mito- 
chondria. There is no evidence that vesicles bud from mito- 
chondria, so might they be assembled at the mitochondrion 
from mobile proteolipid subunits? Or, despite the rarity of 
their sighting within axons, did all these vesicles pass to the 
terminals only by axoplasmic flow from the soma? We 
simply do not know ! 
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FIGURE 1 Neuropil in the molecular layer of the rat cere- contact, is seen at the lower right. Note that, for the contact 
bellar cortex, illustrating two axodendritic contacts that ex- at upper left, the entire contacting surfaces between the axon 
hibit presynaptic spherical, electron-lucent synaptic vesicles, and dendrite are specialized; for the larger contact at upper 
and distinctly specialized zones of contact. An axodendritic right center, only a portion of the apposing surfaces are 
contact with presynaptic vesicles, but no specialized zone of morphologically specialized. Magnification, ~65,000.  

Perhaps the best connection between synaptic vesicles and 
synaptic function is derived from brain homogenate studies, 
which have shown that the nerve endings (or the vesicle 
fractions subsequently derived from nerve endings) are the 
richest sources of suspected transmitter substances (see both 
Whittaker and Iversen, this volume). Because the ~eripheral  
autonomic transmitters, acetylcholine (ACh) and norepin- 
ephrine (NE), can be related to particular nerve endings 
within the autonomic nervous system (see review by 
Eranko, 1967), analogous cytochemical methods have been 
applied to the central nervous system for purposes of identi- 
fying nerve endings on the basis of their neurotransmitters. 
These studies can best be reviewed by classifying vesicles 
on the basis of their electron opacity in routinely prepared 
electron micrographs (Figure 2). 

ELECTRON-LUCENT SYNAPTIC VESICLES The majority of 
synaptic vesicles seen in central nerve endings are electron- 
lucent (that is, of low electron density) and measure be- 
tween 200 and 600 in diameter. This type of synaptic 
vesicle abounds in the classically cholinergic neuromuscular 
-junction; it also occurs in isolated nerve-ending particle 
fractions of brain homogenates rich in ACh (see Whittaker, 
this volume). It is not clear, however, whether this basic 
vesicle morphology is indicative of nerve endings contain- 
ing ACh or is simply the basic model of synaptic vesicles. 
Electron-lucent synaptic vesicles have also been described in 
nerve endings found in homogenate fractions not contain- 
ing large amounts of ACh, and presumably, then, they 
must also serve to contain such transmitters as amino acids 
and the large population of as-yct-unspecified synaptic 
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FIGURE 2 Illustration of the variations among sizes, shapes, and tions among the electron-opaque synaptic vesicles related to con- 
electron-opacity of contents for the various central and peripheral tent of monoamines, such as norepinephrin: (NE) and serotonin 
syn.~ptic vesicles and two of the transmitters to which they may be (5-HT). The reference mark indicates 1000 A. At right are noted 
related. The upper two rows indicate the electron-lucent vesicles, some of the factors that may relate to the variations in vesicle mor- 
most commonly related to acetylcholine content (ACh), as at the phology. 
neu:-omuscular junction. The lower two rows illustrate the varia- 

transmitter agents. W e  may presume that only a portion of 
the electron-lucent synaptic vesicles will be shown to con- 
tain ACh, for which no cytochemical test has yet been con- 
clusively demonstrated. The zinc-iodide-osmium method 
of Akert (Akert and Sandri, 1968) and the metallic impreg- 
nation studies of Howard (personal communication) sug- 
gest the emergence of such a method. In its stead, enzyme 
histochemical localizations for cholinesterase, acetylcholin- 
esterase, and cholineacetyltransferase have been used to 
specify cholinergic content at the vesicle level (see Koelle, 
1969; Karczmar, 1969). 

Electron-lucent synaptic vesicles have also been sub- 
classified on the basis of their shape. ~ l t h o u g h  the majority 
are spherical, certain nerve terminals, particularly when 
fixed by formalin perfusion techniques (Uchizono, 1965; 
Bodian, 1966a, 1966b), contain smaller, pleomorphic vesi- 
cles. The latter, typically flat synaptic vesicles, were func- 
tionally related to "inhibition" on the basis of their appear- 
ance in certain cerebellar-cortex nerve terminals, the func- 
tional characteristics of which are specifiable (Eccles et al., 
1967), and on the basis of a comparison of the development 
of inhibition with the appearance of flat vesicles in their 
nerve terminals (Bodian, 1966b). 

This area is one of the few in electron microscopy of 
brain in which quantitative measurements have been made 
on a series of material large enough to provide certain sta- 
tistically significant correlations. Lenn and Reese (1966) 
analyzed the ventral cochlear nucleus of several rodents and 
interpreted their vesicle measurements to indicate that the 
nerve endings containing smaller synaptic vesicles were 
associated with the inhibitory afferent terminals of higher 
auditory centers. Larramendi et al. (1967) have made large 
numbers of measurements on synaptic vesicles in rodent 

cerebellar cortex to evaluate the conclusion of Uchizono 
(1965) that inhibitory nerve terminals, particularly thosc 
basket-cell terminals ending upon Purkinje cell bodies, ex- 
hibited small, oval, synaptic vesicles, whereas excitatory 
endings, such as those of parallel fiber and mossy fiber, have 
vesicles that are larger and more spherical in shape (Figure 
I). The interesting conclusion reached by Larramendi and 
his group was that the size of the vesicle tended to decrease 
with development, and that those nerve terminals whose 
general functional classification is inhibitory were more 
likely to have smaller synaptic vesicles than were those 
found in cerebellar cortical nerve terminals thought to be 
excitatory (Eccles et al., 1967). The difference in vesicle size 
could be related to the rate at which the vesicles are utilized 
(metabolically consumed or emptied for refilling): large 
synaptic vesicles in less mature nerve terminals might in- 
dicate a faster utilization than do the smaller vesicles, which 
have survived longer (Larramendi et al., 1967). 

The functional classification of electron-lucent vesicles 
based on criteria of shape or size has not yet been chemically 
related to specific transmitter agents. In my own experi- 
ence with autonomic nerve endings of the rat vas deferens, 
which is generally considered to be exclusively adrenergic, 
I have observed that vesicles that are typically spherical 
when they contain demonstrable electron-granular cores 
can become flat when the catecholamine content has been 
pharmacologically depleted. Central nerve endings thought 
to contain NE have also been observed to contain either 
round or pleomorphic vesicles (Descarries, personal com- 
munication). Thus, the size and shape of the vesicle could be 
related to: (I) function; (2) types of transmitter content; 
(3) amount or state of transmitter content; or (4) age of the 
vesicle within the nerve terminal. These underlying factors 



could predispose certain vesicles to alter their shape during 
fixation (Walberg, 1966), although the pleomorphic vesi- 
cles can be observed with several different methods of 
fixation (see Fukami, 1969). 

ELECTRON-OPAQUE SYNAPTIC VESICLES There are two 
populations of electron-opaque synaptic vesicles, one 400- 
600 '4 in diameter, the other 800-1200 A (Figure 2; Grillo 
and Palay, 1962). T o  the eyes of some, these vesicles repre- 
sent diminutive declensions of the adrenal chromafin gran- 
ule, which, in turn, belongs to the general line of secretory 
particles such as those containing zymogens (Palade et al., 
1961) or antidiuretic hormones (ADH) (Bargmann, 1966). 
Fine-structural analyses of the peripheral sympathetic nerv- 
ous system have provided many data on the identification 
of the smaller synaptic vesicles that exhibit electron-granu- 

lar content (Figure 3A) as the storage organelles of cate- 
cholamines. This identification is based on four types of 
data. First, the small granular vesicles have been observed 
in virtually every sympathetically innervated structure ex- 
amined, provided the fixation has been adjusted to the 
tissue (see reviews by Grillo, 1966; Bloom and Giarman, 
1968a; Tranzer et al., 1969; Jaim-Etcheverry and Zieher, 
1969). The vesicles become even more opaque after the 
nerves have taken up substituted catecholamines such as 
5-OH dopamine (Tranzer and Thoenen, 1967) and alpha- 
methyl NE (Bondareff, 1966; Hokfelt, 1968). Second, the 
granular contents of these granular vesicles 400-600 A in 
diameter can be correlated with the intensity of the fluo- 
rescence-histochemical or biochemical estimation of cate- 
cholamines after pharmacological depletion or enhance- 
ment (Van Orden et al., 1966, 1967a). Third, by the use of 

FIGURE 3 A. TWO perivascular nerve terminals from the paraventricular hypothalamus of the rat after glutaraldehyde 
pineal of the rat, after fixation with glutaraldehyde and perfusion and exposure to osmium tetroxide at 60°C for 30 
standard exposure to osmium tetroxide. These nerves are minutes. The spherical synaptic vesicles in the lower ending 
filled with vesicles of the small granular type (SGV), which are filled with electron-opaque osmiophilic precipitates, 
in this normal animal constitute about 60-80 per cent of the while the smaller, pleomorphic vesicles in the upper termi- 
vesicles seen. Modified from Bloom and Giarman, 1969. nal are electronlucent. (Modified from Bloom and Agha- 
Magnification, ~50,000. B. Two nerve terminals from the janian, 1968c.) Magnification, ~50,000. 



electron-microscope autoradi~graph~,  radioactivity can be 
shown to concentrate in nerve endings that exhibit these 
small granular vesicles (Wolfe et al., 1962). Fourth, the 
nerves that exhibit the small granular vesicles degenerate 
on destruction of the postganglionic sympathetic nerve 
trunks (Pellegrino de Iraldi et al., 1965; Van Orden et al., 
1967b). A more recent approach to the localization and 
understanding of granular vesicles has been the use of 
6-hydroxydopamine (6-HDM) as a specific toxin causing 
local nerve-ending degeneration among various types of 
catccholamine-containing nerve endings in the periphery 
(Tranzer and Thoenen, 1968). However, the specificity and 
precise pathogenesis of the drug effects on fine structure 
still require additional data. 

With this rather compatible story at hand for the periph- 

eral nervous system, it was natural to apply the methods 
to the central nervous system (CNS) in an attempt to 
identify the catecholamine-containing nerve endings there. 
Until recently, however, small granular vesicles were not 
visible within the CNS, and attention was focused on the 
large granular vesicles (LGV) (Figure 4) (see Bloom and 
Aghajanian, 1968a; Bloom and Giarman, 1968a). The LGV 
could be seen to exhibit variable amounts of electron-gran- 
ular content which was similar, although not identical, to 
the granularity seen in the small granular vesicles (see 
Grillo and Palay, 1962). The granularity of the small vesi- 
cles is typically solid and homogeneous, although the rela- 
tive filling of the vesicle interior varies widely. Possibly 
this variation is related to species, tissues, and relative amine 
content, but it appears most closely related to fixation. The 

FIGURE 4 Autoradiograph of nerve terminals in the pontine nerve terminal with two large silver grains is making an 
raphk nucleus of the rat brainstem. Tissue was prepared two axodendritic contact with a small dendritic spine; this ter- 
hours after intracisternal labeling with 0.8 micrograms of minal has many large granular vesicles and even more 
3H-serotonin, and otherwise routinely prepared by the numerous electronlucent vesicles. (From Bloom and Couch, 
methods of Aghajanian and Bloom (1967a, 1967b). The unpublished.) Magnification, X65,OOO. 
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granularity of the large vesicles varies mainly in electron- 
opacity, the interior appearing either fibrillar or wispy, but 
usually filling most of the vesicle interior. The LGV were 
found in brain-homogenate fractions rich in NE nerve 
endings (de Robertis et al., 1965), and early evaluation of 
the effects of catecholamine-depleting drugs suggested that 
the granular content could be depleted (Pellegrino de 
Iraldi et al., 1963; Bak, 1965, 1967; Hashimoto et al., 1965; 
Ishii et al., 1965; Matsuoka et al., 1965; Shimizu and Ishii, 
1964). The LGV have been observed in the majority of 
nerve processes over which autoradiographic grains are 
found after labeling endogeneous brain stores by intra- 
ventricularly injected 3H norepinephrine (Aghajanian and 
Bloom, 1966, 1967b; Lenn, 1967; Descarries and Droz, 
1968) or 3H serotonin (5-HT) (Figure 4;  Aghajanian and 
Bloom, 1967a). In studies utilizing lesions to cause degenera- 
tion of specific catecholamine- or 5-HT-containing nerve 
pathways, those nerve endings that degenerate can also be 
shown to exhibit LGV (Aghajanian et al., 1969; Raisman, 
1969a). Furthermore, the LGV which have been seen in 
electron micrographs specifically correlate with selective 
fluorescence-histochemical examination of the hypothala- 
mus (Enestrom and Svalander, 1967). 

However, other combined light and electron-micro- 
scope surveys (Lenn, 2965; Fuxe et al., 1965, 1966) indi- 
cated that the LGV could not be the only storage organelles 
of brain NE. W h e ~  the large granular vesicles were quanti- 
fied for several regions of rat brain and the values were com- 
pared with the reported regional brain content of cate- 
cholamine and 5-HT by either biochemical or fluorescence- 
histochemical measurement, a correlation was found be- 
tween the total percentage of nerve endings containing 
large granular vesicles and the combined content of NE and 
5-HT (Bloom and Aghajanian, 1968a). The electron-opacity 
of the content of the LGV, however, did not vary in 
magnitude with the expected change in the monoamine 
level when brain monoamine content was depleted or en- 
hanced pharmacologically. 

All the above data on LGV in the brain could be inter- 
preted to mean that such vesicles are but one subcellular 
signature that indicate nerve endings able to store mono- 
amines. They do not indicate that the LGV are the storage 
site of the monoamine; in fact, in virtually all the nerve 
terminals that exhibit LGV, large numbers of spherical elec- 
tron-lucent synaptic vesicles can also be seen. Furthermore, 
LGV are also seen in autonomic terminals regarded as class- 
ically "cholinergic" (Taxi, 1961; Grillo, 1966; Bloom and 
Barrnett, 1966), although they differ with respect to loadi~lg 
by 5-OH dopamine (Tranzer et al., 1969). 

Although many aspects of both central and peripheral 
LGV remain to be solved, their significance to transmitter 
storage has become more remote since the successful ap- 
~lication of permanganate fixation. When potassium per- 

manganate is used as the fixative on  either fresh tissue blocks 
(Richardson, 1966) or thin slices of brain tissue incubated in 
NE, 5-HT, or alphamethyl NE (Hokfelt, 1967, 1968), 
synaptic vesicles in those regions of the brain rich in mono- 
amines can be shown to contain small granular synaptic 
vesicles (SGV). Hokfelt (1967, 1968; Hokfelt and Jonsson, 
1968) has shown, in an extensive series of experiments, that 
brain slices of caudate nucleus incubated in vitro in solutions 
of NE (1-10 micrograms per milliliter) exhibit the highest 
frequency of SGV in the nerve terminals. The same SGV 
can be seen in unincubated sections of hypothalamus and 
locus coeruleus, although the frequency is less. If the sl~ces 
are taken from the brain of animals pretreated with reserpine 
t o  block storage of amines, no SGV are seen after subsequent 
incubation and fixation. 

Depletion experiments have been shown to decrease the 
frequency with which small granular vesicles can be seen in 
brain structures after permanganate fixation (Hokfelt, 
1968), but the experiment is difficult to perform because the 
fixation is variable and large sampling is not always possible; 
furthermore, the reproducibility of the fixation appears to 
vary from poor to adequate preservation. N o  autoradio- 
graphic studies have yet been performed to confirm that the 
permanganate granular vesicles are equivalent to catechol- 
amine; those instances in which the experiments have been 
attempted (Hokfelt and Jonsson, 1968; Devine and Laverty, 
1968; Bloom and Giarman, 1970) suggest that perman- 
ganate is not a superior preservative of radioactive cate- 
cholamine content. Furthermore, permanganate-fixed tis- 
sues, despite their equivocal retention of radioactive nor- 
epinephrine, fail to exhibit autoradiographic activity 
(Bloom and Giarman, 1970; Taxi, personal communica- 
tion; Descarries and Droz, personal communication). 
Whether the failure is due to some oxidative breakdown of 
the NE isotope (Harrison et al., 1968) or to some chemo- 
graphic reaction between the tissue and the emulsion, the 
results of this critical experiment are needed for complete 
interpretation of the small granular vesicle revealed in the 
brain with permanganate fixation. 

Similar SGV can also be made to appear in electron 
micrographs by exposing glutaraldehyde-fixed brain to 
osmium tetroxide at elevated temperatures (Figure 3B). 
The question then arises as to whether the electron opaclty 
of these granular vesicles represents catecholamine content 
either qualitatively or quantitatively. Attempts to correlate 
the "hot osmium" SGV with catecholamine content have 
so far been unsuccessful (Bloom and Aghajanian, 196Xc), 
because both drug-depletion studies and autoradiographic 
studies fail to confirm that the granularities are associated 
with norepinephrine content. If the granular content of the 
small vesicles seen in the brain after permanganate or hot 
osmium could be associated with norepinephrine storage by 
autoradiographic or othcr indcpcl~dcnt cytochemical tcc h- 
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niques, it would then be possible to utilize the granular 
material as a quantitative marker for functional experiments 
on monoamine-containing terminals. Methods will still be 
required to distinguish serotonin from NE-containing cen- 
tral nerve endings (see Jaim-Etcheverry and Zieher, 1968, 
1970) and to establish a basic biological explanation for what 
distinguishes the reactivity of central small granular vesicles 
from the SGV of peripheral nerve endings. 

On the other hand, the granular content of the large and 
small synaptic vesicles could be related to catecholamines 
indirectly, as a reflection of the chemical reactivity or 
avidity of the "matrix" within synaptic vesicles. What 
little evidence exists on the nature of adrenergic synaptic- 
vesicle matrixes suggests that they may contain a metallic 
cation, adenine nucleotides, and presumably some sort of 
phospholipoprotein (Colburn and Maas, 1965). 

Synaptic specializations 

The fine-structural specializations repeatedly observed at 
sites of interneuronal contacts represent the second major 
morphological feature of the synapse. These points of 
specialized contact have either been described in terms of 
their morphology (e.g., membranous thickening, inter- 
membranous bridges, desmosomoid differentiation, syn- 
aptic membrane complex, open junction, and so forth) or 
simply named for their functional connotation as synapses. 
In osmium-fixed tissues (see Palay, 1956, 1967), this special- 
ization is characterized by sites at which the plasma mem- 
branes of the apposing processes are parallel to each other 
and accentuated to variable degrees by electron-dense 
material that occurs in the adjacent presynaptic and post- 
synaptic cytoplasm and within the intersynaptic space 
(Figures 1,2,4,5). 

When properly sectioned, the intersynaptic cleft appears 
to be somewhat wider than other intercellular spaces (Kelly, 
1967; Lenn and Reese, 1966). It must be remembered, how- 
ever, that the intercellular spaces seen in commonly pre- 
pared electron micrographs of brain do not take into ac- 
count the swelling and shrinkages that have occurred 
through the steps of fixation and dehydration (Van Har- 
revald et al., 1965). 

When tissue is fixed with dilute permanganate (Figure 
5A), the cytoplasmic electron densities at the specialized 
contact zone are poorly seen, and the zone is, therefore, 
characterized only by parallel membranes of the presynaptic 
and postsynaptic elements (see Gray and Guillery, 1966). 
When osmium-fixed material is stained with phosphotung- 
stic acid (PTA), the electron-dense material is particularly 
prominent (Figures 5B-D, 6A-C). Aghajanian and I (1966, 
1967a, 1968b) have modified the PTA-staining procedure 
used by Gray (1959) on osmium-fixed blocks to study the 
nature of the paramembranous material found at specialized 

interneuronal contacts. Our version of the staining pro- 
cedure utilized glutaraldehyde-fixed nervous tissue stained 
in the block with ethanolic phosphotungstic acid (E-PTA). 
This procedure does not make membranes electron-opaque, 
but has the advantage that material stained with the elec- 
tron-dense E-PTA is now selectively revealed (Figure 6A, 
B) in the same configuration as that described by Gray 
(Figure 5). This staining result clearly demonstrates that the 
electron-dense material is independent of the plasma mem- 
brane of the contacting neural processes. We  have referred 
to the material that stains with E-PTA as "synaptic mater- 
ial," implying without proof that the sites at which it 
occurs are functional synapses. No other interneuronal sur- 
faces, however, appear to be so specialized. 

The organization of the synaptic material stained with 
E-PTA in different mammalian and vertebrate species and 
in different regions of the central and peripheral nervous 
system is, in general, similar. Four separate accumulations 
of material reactive with E-PTA can be consistently ob- 
served in thin sections that give a normal view of the con- 
tact site (Figure 6C). At the preterminal edge of the axo- 
plasm of the terminal bouton, two to eight aggregates of 
moderately dense electron-opaque material project into thz 
nerve terminal; these dense projections measure 300-500 A 
in widest diameter and are separated from one another 
by 160-500 A. Similar structures seen by Gray, who used 
PTA on osmium-fixed material (Gray, 1959), and by Akert 
and coworkers, who used bismuth iodide (BI) impregnation 
of glutaraldehyde-fixed material (Figure 5E) (Akert et al., 
1969; Pfenninger et al., 1969), suggest that the dense pro- 
jections occur in hexagonal arrays when viewed in frontal 
sections. These dense projections are not readily apparent in 
the neuropil of brains exposed to osmium tetroxide, where 
the material adjacent to the presynaptic membrane is seen 
only as dense granular patches varying in both size and 
shape (Figure 6B, C). Furthermore, their outline in osmium- 
fixed material is vague, irregular, and frequently amor- 
phous, in part owing to the superimposition of the osmium- 
stained membrane of the synaptic vesicles. 

A second element of the organized, dense, synaptic 
material is the highly dense electron-opaque band, 150-200 
A in thickness, situated just within the cytoplasm of the 
postsynaptic process. This element appears either as a con- 
tinuous or as a discontinuous element equal in length to the 
opposing row of presynaptic dense projections. 

The third element of synaptic material is an electron- 
opaque line, 50-150 A in width extending through what 
appears to be the center of the intercleft space. In our 
material fixed with glutaraldehyde and stained with E-PTA, 
the intercleft opaque line occasionally appeared to be per- 
forated by small electron-lucent gaps. Material stained w-ith 
BI (Akert et al., 1969; Pfenninger et al., 1969) exhibits an 
electron-lucent line down the center of the intercleft line, 
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FIGURE 5 Illustration of the variation in the electron-microscopic appearance of 
specialized interneuronal contacts after various types of fixative procedures (see text). 

but this is not seen with the E-PTA preparation. This intra- 
synaptic element of the organized synaptic material can be 
compared with the thin fibrous residua occasionally seen as 
narrow lines or filaments within the synaptic cleft of 
osmium-fixed tissue. 

Occasionally, a fourth element of synaptic specialization 
can be seen as fine wisps of electron-opaque material extend- 
ing from the postsynaptic band into the cytoplasm of the 
postsynaptic neuron. The various synaptic staining pro- 
cedures are summarized by the drawings in Figure 5. 

Material reactive with E-PTA, and seemingly identical 
with the synaptic material, can also be visualized at myo- 
neural junctions in several species. In this junction, pre- 
synaptic dense projections and continuous postjunctional 
bands lining the primary and secondary clefts of the junction 
are heavily stained. The "dendrodendritic junctions" (see 
both Rall and Shepherd in this volume) of the olfactory 
bulb of the rat also exhibit the polarized appearance of 
typical synaptic material. When the CNS of more primitive 

invertebrate nervous systems is examined, we have dif- 
ficulty in finding distinct and clear accumulations of synap- 
tic material that is equally specialized. The presumed 
osmium equivalent, however, can be seen in the CNS of 
squid (Castej6n and Villegas, 1964) and octopus (Jones, 
1969), insects (Smith, 1965; Boadle and Bloom, unpub- 
lished results), and, possibly, planaria (Best and Noel, 1%9). 

W e  have found that certain tissue elements, other than 
the synaptic material, exhibit affinity for the E-PTA stain 
(Bloom and Aghajanian, 1968b). In tissues of both nervous 
and non-nervous origin, the nucleoli and nuclei were 
stained, as were collagen, erythrocytes z bands in striated 
muscle, and the large granular synaptic vesicles (Bloom 
and Aghajanian, 1968a, 1968b; Jaim-Etchevemy and 
Zieher, in press). Sheridan and Barrnett (1969) have re- 
cently investigated the staining of nuclei, and their cyto- 
chemical investigations support our suggestion that the 
staining with E-PTA is the result of epsilon amino groups 
of basic amino acids present in macromolecular proteins or 
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FIGURE 6 A. Low-power electron micrograph of molecu- 
lar layer of rat cerebellar cortex after glutaraldehyde fixation 
and staining with ethanolic phosphotungstic acid (E-PTA). 
Most prominently stained are the numerous specialized 
interneuronal junctions, characterized by the continuous 
postsynaptic density and the two to eight presynaptic dense 
projections. Vague paramembranous outlines, microtu- 
bules, and mitochondria1 matrixes can be seen faintly in the 
background. (Modified from Bloom and Aghajanian, 
1968b.) Magnification, X30,OOO. B, C. High-magnification 
comparison between specialized synaptic contact zones as 
seen after standard preparative techniques and heavy metal 

staining of the thin section (B) and after E-PTA staining 
(C). Although little, if any, distinct material can be seen pre- 
synaptically in B, except for synaptic vesicles, the inter- 
synaptic cleft and the immediate postsynaptic cytoplasm are 
filled with a fibrillar electron-opaque material. In C, the 
presynaptic dense projections, a somewhat faint intersynap- 
tic line, and a prominent postsynaptic band are seen; the 
electron-opaque lines occupied by the unstained presynaptic 
and postsynaptic plasma membranes can be directly related 
to their osmium-opaque structures in B. Both B and C are 
from adjacent blocks of rat cerebellar cortex, perfused 14 
days postnatally. Magnification, ~210,000. 

glycoproteins. Essentially, these data are based o n  the fact and Glick (1969) have recently provided data that confirm 
that proteolytic enzymes removed the material that stains this explanation for P T A  staining. 
with E-PTA (Bloom and Aghajanian, 1968b), whereas w e  Similarly, proteolytic enzymes prevent the BI impregna- 
could find n o  other cytochemical digestion methods that tion o f  specialized contacts, and in vitro tests indicate high 
could eliminate the E-PTA staining property. E-PTA affinity o f  BI for polylysine and polyarginine (Akert and 
staining could also be prevented by acetylation o f  amino Pfenninger, 1969). 
groups. In quantitative cytochemical reactions, Silverman T h e  protein interpretation o f  the E-PTA staining differs 
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from that of Pease (1966), who has proposed that aqueous 
PTA, when used to stain sections of unfixed tissues de- 
hydrated with various glycols, stains "p~l~saccharides." 
This polysaccharide staining is alsd reproduced by a modi- 
fication of the periodic acid-Schiff stain, with silver as an 
electron-opaque marker for electron microscopy. With the 
use of this technique, polysaccharides can be stained in cell 
coats of the CNS, and this material appears to be somewhat 
thickened in areas identified as synaptic clefts (Rambourg 
and Leblond, 1967). In none of the studies by Rambourg 
and Leblond, howeGer, do the presynaptic or postsynaptic 
components of the synaptic material stain, although they 
are regularly stained with E-PTA. 

We may therefore assume, on the basis of these data, that 
a protein comprises the synaptic specialization and accounts 
for the electron-dense material in the cytoplasm of pre- 
synaptic and postsynaptic elements, but differs from the 
composition of the more general types of cell coat. This 
synaptic protein is less apparent in osmium-fixed material, 
possibly because osmium has a tendency to deaminate and 
break up proteins (Hake, 1965) as it fixes the tissue. The 
macromolecular protein matrix may be superimposed with 
carbohydrates, particularly within the synaptic cleft (Pappas 
and Purpura, 1966; Kelly, 1967; Bondareff, 1967) (Figure 
7). Material that reacts with PTA can also be seen at other 
types of intercellular junctions, particularly those defined by 
Palade (Farquhar and Palade, 1963) as the junctional com- 

plexes, such as desmosomes or maculae adhaerens. This 
general type of junctional complex, seen also between 
certain elements of the nervous system (especially between 
dendrites or cell bodies, and between glia and vessels 
[Brightman and Reese, 1969]), differs from the specialized 
synaptic material in that the sides of the complexes are 
identical; that is, there are neither dense projections nor 
structural polarization of the general junctional material. 

Does synaptic material assist in the process of synaptic 
transmission or only maintain adhesion between contacting 
elements? This material is difficult to find in the immature 
cortex, although the rate and time of its development can 
be correlated with the onsets of organized electrical activity 
and neuronal maturation (Figure 8; Aghajanian and Bloom, 
1967~). The onset of neuronal reactivity within tissue 
cultures can also be temporally related to the formation of 
specialized interneuronal contacts (Bunge et al., 1965), a 
process that takes place without requiring electrical activity 
(Crain et al., 1968). These data suggest that the synaptic 
material may in some way be associated with the synaptic 
process, but do not specify what the participation is likely to 
involve. 

It is the unique presynaptic configuration of the dense 
projections which distinguishes morphologically defined 
synapses from all other forms ofjunctional complexes. As to 
the functions of these projections, there appear to be two 
schools of thought: in one (Gray, 1966) the projections are 

FIGURE 7 Drawing of idealized "synapse" showing the teins, and the cell-coat materials, which may be interspersed 
morphological features brought out by a variety of cyto- with proteins of the synaptic cleft. (Drawn by Paul Andriesse 
chemical techniques, including the specialized elements of for NRP.) 
the synaptic connection believed to be composed of pro- 



sites for vesicle attachment (? quanta1 release) ; in the other 
(Akert et al., 1969), they serve to guide vesicles to the un- 
cluttered "synaptic" membrane between the dense pro- 
jections. 

Class$cation ofmammalian synaptic types 

Let us attempt to summarize the above data into a classifica- 
tion of the types of synapses seen and reported in a wide 
variety of fixations, regions, and species. This classification 
seems most easily broken into three major sets of criteria, 
based on the presynaptic, the postsynaptic, or the inter- 
synaptic microstructure. 

PRESYNAPTIC CLASSIFICATIONS The first major presyn- 
aptic classification would not require electron microscopy 
at all, but can be confirmed with Golgi or Glees staining of 

A g e  (days)  

FIGURE 8 The number of synaptic junctions per cubic millimeter 
in the molecular layer of rat parietal cortex at various ages during 
development. Each point is mathematically derived from crude 
counts of profiles of synaptic junctions within thin sections. The 
number of synaptic profiles in a sample of 10 electron micrographs 
was counted for a single animal at each age. An area of 90 square 
microns was covered in each micrograph. The density of synaptic- 
junction "centers" was then estimated by first applying the Aber- 
crombie correction, using the measured mean lengths of synaptic 
profiles. The mean lengt+ of synaptic profiles at each age were as 
follows: 12 days, 2466 A; 13 days, 2359 A;  14 days, 2242 A; 16 
days, 2152 A; 18 days, 2242 A; 20 days, 2271 A ;  35 days, 2310 A; 
63 days, 2516 A;  84 days, 2289 A. The thin sections (silver inter- 
ference color) were assumed to be 700 A thick. The corrected 
values for density were then doubled, because profiles were esti- 
mated to represent only about half of the total synaptic-junction 
centers within the sections. (From Aghajanian and Bloom, 1967c.) 

neuroterminals, which distinguish them on the basis of 
their shape; that is, bouton versus club versus calyx-shaped 
endings of various sizes (see Bodian, 1967). A second crite- 
rion for presynaptic classification is whether the terminal is 
the actual termination of the axon or is one of a series of 
axonal enlargements that bear synaptic vesicle accumula- 
tions and make specialized contacts with dendrites or cell 
bodies: so-called en passant terminals. In this case, the word 
terminal really implies a functional point of secretion rather 
than a termination (Richardson, 1962, 1964); however, 
no experimental data exist on the assumed functional 
equivalence of seriatim "secretory" enlargements. The 
presynaptic element can also be classified structurally by 
vesicle shape, size, and electron opacity, or other cytochemi- 
cal data on the transmitter. The appearance of the vesicle in 
the electron microscope may reflect, in part, the type of 
transmitter, the type of macromolecule binding the trans- 
mitter within the vesicle, and the protein synthetic prop- 
erties of the membranes and axoplasm surrounding vari- 
ous types of vesicles (see above). 

INTERSYNAPTIC COMPLEX Synapses may also be classified 
by the morphology of the specialized contact zone. Gray, 
on the basis of his material, classified synapses into two 
types, depending on the relative predominance of the 
specialized postsynaptic element stained with PTA (Gray, 
1959, 1969; Palay, 1967). Those junctions that exhibited 
little or no postsynaptic specialization appeared to be more 
symmetrical than did others in which the postsynaptic 
specialization was its full 250 A in thickness. The recent 
work of Colonnier (1968) has confirmed these gradations of 
synaptic specialization in osmium-stained material. O n  the 
basis of our E-PTA staining of glutaraldehyde-fixed 
material, examined without intervening osmium exposure, 
Aghajanian and I (Aghajanian and Bloom, 1967c) classified 
the morphology of synaptic junctions into three groups, 
which were distinguished primarily on the basis of the size 
and shape of the presynaptic dense projection. It was our 
belief that the variations were related to the relative 
maturation of the synaptic complex, although it may well 
be that the variations are actually caused by two distinct 
types of synaptic contacts, one with relatively little post- 
synaptic material and one with the full complement of such 
material. 

POSTSYNAPTIC ELEMENTS Other specialized structures 
found within the postsynaptic elements also serve as a basis 
for discriminating types of synapses. These are not detailed 
here (see Milhaud and Pappas, 1966; and Robertson, this 
volume), but it may be well to point out that specialized 
forms of smooth endoplasmic reticulum and various con- 
figurations of postsynaptic electron-opaque material have 
been described without explanation. 
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Are  synaptic variations sign$cant? 

These factual constraints, listed with, I hope, a minimum of 
interpretation, indicate the basic components of synaptic 
ultrastructure. Clearly, there is a high degree of variability, 
particularly in relation to the synaptic vesicles, to the 
synaptic specialization, and to the size, site, and shape of the 
contact. Let us then inquire whether these variations in 
synaptic form and composition are indications of differences 
in function. That is, do they point to: (1) inhibition or 
excitation; (2) the chemical transmitter secreted (such as 
ACh, NE, serotonin, dopamine, amino acid, or, possibly, 
some combination of these) ; (3) the location of the synapse, 
for example, axo-somatic, axo-dendritic (on either primary, 
secondary, or tertiary dendrites or on dendritic spines), axo- 
axonic on the hillock, or on a distal nerve terminal, or 
"dendrodendritic" contacts; or (4) a property of the two 
cells forming the contact. That is, do certain types of pre- 
synaptic cell tend to form particular types ofjunctions with 
special classes of postsynaptic cells? Clearly, that they do so 
would seem to be demonstrated for cerebellar cortex 
(Larramendi et al., 1967) ; cerebral cortex (Colonnier, 1968) 
and septum (Raisman, 1969a, 1969b). This concept indicates 
not only the possibility that growing nerve terminals have 
sought out certain cellular recognition phenomena in order 
to establish the proper kinds of contact, but, further, that 
the type of presynaptic innervation can modify the func- 
tional response of the postsynaptic cell (see Guth, 1969). 

In terms of our original quest for information permitting 
us to do experiments at the structural level on possible 
changes involved in plasticity and learning, it would seem 
essential to eliminate variability and morphology caused by 
intrinsic geometry, transmitter type, location of synapse on 
cell (positioning), and the particular elements in the circuit. 
If these variables could be quantitated for particular defined 
junctions, it should be easier to design experiments in which 
changes in synaptic morphology could be related to the 
activity state of the joined neuronal elements. Without 
knowing such variables, certain investigators have at- 
tempted experiments of this nature in the retina (de 
Robertis and Franchi, 1956; Mountford, 1963), the superior 
cervical ganglion (Green, 1966), the neuromuscular junc- 
tion (see Hubbard and Kwanbunbumpen, 1968), and the 
adrenal medulla (de Robertis and Vaz Ferreira, 1957). At 
best, the results indicate that there is some correlation be- 
tween the distribution and number of synaptic vesicles and 
activity, but much further experimental confirmation is 
needed. 

Proposalsfor synaptic plasticity 

Kandel and Spencer (1968), in their review on cellular 
neurophysiological mechanisms of learning, pointed out 

that there are two major schools of thought on the way in 
which interneuronal connections could be modulated by 
experience. One suggested basic mechanism is the forma- 
tion of new connections between nerve cells; a second is 
modulation (that is, changes in efficiency of communica- 
tion) across existing synaptic connections. 

NEW CONNECTIONS If learning or memory requires the 
formation of new connections between neurons, the E-PTA 
staining method would seem to be ideal for experimental 
testing, because it simplifies the quantitation of synaptic 
contacts. With this in mind, we have performed several 
types of experiments attempting to quantitate the numbers 
of synaptic contacts in the molecular layer of the cerebral 
cortex of rats after a variety of behavioral and functional 
experiments (Aghajanian and Bloom, unpublished). We 
have compared the rate of formation of synaptic contacts in 
normal rats with those made hypothyroid by surgery. We 
have also tried to quantify synaptic contacts in the cortical 
molecular layer of animals subjected to "enrichment" 
(Krech et al., 1960). We  have further compared the 
quantity of synaptic contacts in the visual cortex and motor 
cortex of rats raised in the dark with animals raised under 
normal lighting conditions, and have performed similar 
experiments on rabbits with one or both eyes sewn shut at 
birth, prior to the known perception of visual information 
(Foote, Aghajanian, and Bloom, unpublished). Such experi- 
ments are much easier to conceive and execute than to inter- 
pret. Thus far, the data have shown that little, if any, 
reproducible change takes place with these rather gross 
variations in functional loads. At best, hypothyroidism 
seems to delay, rather than to diminish, the total formation 
of synaptic contacts. The brain-enrichment procedures have 
had one intriguing result: although the enriched animals are 
different from the normal animals in numbers of contacts 
per unit volume of molecular-layer cortex, they are as 
likely to have more synapses as fewer. 

The most reproducible changes we have observed have 
been in relation to visual deprivation, in which both the 
visual and the motor cortex of rats reared in the dark appear 
to have more synaptic contacts per unit area of molecular- 
layer cortex than do animals reared under normal lighting. 
One explanation could be that, because the rat is a nocturnal 
animal, being in the dark for extended periods of time 
caused its brain to be more active, hence forming more 
contacts. On  the other hand, the increased number per unit 
area could simply be an artifact of variation in the size of 
nerve dendrites or terminals. Light-microscope analysis of 
Golgi-stained material (Globus and Scheibel, 1967; Val- 
verde, 1967) shows that visual deprivation prevents the 
formation of dendritic spines in layer four of the visual 
cortex. Although this layer is different from that analyzed 
in our synapse-quantitating studies, it is possible that the 



apical dendrites of these cells could also have been less well 
developed than under normal conditions. A concomitant 
decrease in the size of the dendrites would make the nerve 
endings appear to be closer together and, hence, result in a 
slightly higher content of synaptic contacts per unit area. 
This experiment has also been performed for electron 
microscopy with osmium-stained material rather than 
PTA-stained material (Cragg, 1967, 1969). Cragg inter- 
preted his results on both visual cortex and lateral geniculate 
to indicate that there were fewer nerve contacts in animals 
deprived of visual information. His data are based on the as- 
sumption that every process that contains synaptic vesicles is 
a synapse. Unless these nerve endings are followed to 
specialized contacts, and unless one can verify the relative 
diameters of the nerve endings, the assumption may not be 
valid. Nevertheless, Cragg (1969) reported that, under the 
conditions of his experiments, geniculate terminals of light- 
deprived rats are about 10 per cent wider, but 30 per cent 
less frequent. No corresponding dendrite measurements 
were made. 

The most appropriate experiments for structural analysis 
of neural plasticity would include measurements of contact 
numbers and size, nerve terminals and their volume, and 
dendrites and their volume. These measurements would 
help significantly to eliminate apparent changes in number 
caused by changes in size of contacts or of contacting ele- 
ments, which is the essence of the "new-versus-better- 
synapses" choice. Still, the primary visual relay may not be 
the appropriate place to seek functional plasticity, for the 
physiological effects of disuse are small (Burke and Hay- 
how, 1968). Despite these possibly significant variations 
resulting from visual deprivation, we have been most im- 
pressed with the relative constancy of the E-PTA contacts 
from animal to animal of the same species. Without proving 
it, this constancy suggests that the genetic composition of 
the neuron may well have programed the number and 
types of connections it is to make. If so, it might be more 
profitable to propose experiments in which changes of 
plasticity would be analyzed in terms of the modulation of 
existing connections. 

SYNAPTIC SPROUTING OR TRANSPOSITION We might 
also consider a compromise between forming new con- 
nections and modulating old ones. For instance, the 
genetic components of a neuron might program the basic 
number of axonal contacts with specific postsynaptic cells. 
With increases in activity, the original axon might sprout 
additional axon collaterals to the same postsynaptic cell. 
These secondary axon collaterals might even be permitted 
to be in contact with the cell closer to the axon hillock, 
where the influence of the presynaptic secretion on post- 
synaptic potentials would be relatively more important in 
terms of the discharge frequency or firing patterns of the 

postsynaptic cell. One might suppose that the same situa- 
tion could arise if it were possible for nerve endings that 
originally come in contact with neurons on distal portions 
of the dendrite to migrate in their position of contact to 
regions closer to the cell body or axon hillock. Tlie cx- 

istence of sprouting can hardly be doubted; many light- 
microscope studies have attested to it (Liu and Chambers, 
1958; Goodman and Horel, 1966). The methods for 
demonstrating it most effectively, however, have required 
that the area investigated first be partially de-afferented 
surgically, allowing weeks or months for the "sprouting" to 
take place from the residual nerves, which are then sectioned 
and again stained with silver techniques. This type of experi- 
ment has recently been analyzed fine-structurally (Raisman, 
1969b) in the medial and lateral septa1 nuclei of the rat. 
The results here strongly support the existence of nerve- 
terminal plasticity, in that certain systems of axons appear 
able to reinnervate synaptic sites vacated by degenerated 
lesioned axons of a separate system. As Raisman pointed 
out, if this potentiality of certain systems for terminal 
plasticity in any way reflects the changes associated with 
learning, it suggests that our concepts of the relative im- 
portance of specific connections may require re-evaluation. 

BETTER SYNAPSES With such a possible exception, then, I 
propose that changes in synaptic plasticity be examined in 
terms of changes that could account for increased or de- 
creased efficiency of transmission across existing terminals. 
We might think, offhand, of several cellular mechanisms by 
which synaptic efficiency could be affected. We have al- 
ready alluded to the possibility that synaptic activity could 
modulate the size of the presynaptic nerve terminal 
(Bazanova et al., 1966) or the postsynaptic dendrite and, as a 
consequence, modify the size or amount of specialized 
synaptic material. One could then examine nerve endings 
for the ratio between the size of the apposed nerve mem- 
branes and the amount of E-PTA or BI staining material. 
Changes in the glial configurations could, depending on 
what cellular functions are eventually attributed to the glia, 
change the diffusion rate of the transmitter or its cataboksm 
at the site, and contribute to transmission efficiency. 

There are at least three other possible modulating cir- 
cumstances we could consider, although their proof de- 
pends not only on fine-structure but, perhaps more im- 
portantly, on combined pharmacological and electro- 
physiological experimentation. One circumstance would be 
that activity within a given nerve circuit could alter the 
quanta1 efficiency by which transmitter is released for a 
given depolarization of the nerve terminal. It is not known, 
for example, whether "quanta" (see Katz, 1966; also 
Iversen, this volume) are equal among nerve terminals of 
different presynaptic cells or in their effects on different 
postsynaptic cells. 



Although the physical explanation of the quantal effect is 
almost universally linked conceptually to the presence of 
synaptic vesicles (see Katz, 1966), this relationship is un- 
~roved,  and the quantal nature of spontaneous transmitter 
release could depend on any quantalized aspect of excita- 
tion-secretion coupling (see Douglas, 1968). Furthermore, 
when the nerve terminal is depolarized, the amount of 
transmitter released to act on the postsynaptic cell is 
roughly proportional to the resting transmembrane po- 
tential at that time (Bloedel et al., 1966). The biological 
properties that account for the transfer constant relating 
change in nerve-terminal membrane potential to amount of 
transmitter released could be a testable opportunity for 
plasticity in synaptic efficiency. The modulation of this 
constant of all-or-none spike activity might be approach- 
able from a structural point of view, if the relationship of 
the dense projections to the excitation-secretion coupling 
process could be clarified. In an earlier proposal, Gray 
(1966) suggested that synaptic vesicles tend to cluster around 
the dense projections, and that the dense projections might 
be a form of attachment of the synaptic vesicles. If such 
were the case, one might expect that the proteinaceous 
matrix of the dense projection could have some enzymatic 
function that causes the release of transmitter or facilitates 
access to the covert receptor site. In neuromuscular junc- 
tions incubated in vitro to induce increases in quantal re- 
lease, increased numbers of presumed dense projections 
(actually seen as presynaptic membrane thickenings) were 
reported (Hubbard and Kwanbunbumpen, 1968). 

Synaptic efficiency could also be modulated if the re- 
ceptiveness of the postsynaptic element could be altered by 
changes in activity of the presynaptic element. In experi- 
ments on the postsynaptic receptivity of regenerating and 
reinnervating neuromuscular junctions (see Guth, 1969), 
the presence of the presynaptic terminal appears to decrease 
the receptive area of the postsynaptic element. Recently, we 
found that, in the immature cerebellar cortex of the rat 
(Woodward, Hoffer, Siggins, and Bloom, in preparation), 
the ~urkinje cells are responsive to several of the potential 
transmitters before any synaptic contacts have appeared. 
Such data could indicate that the postsynaptic cells begin by 
being overly receptive and subsequently localize their re- 
sponsiveness with nerve activity, as occurs with neuro- 
muscular junctions. The factors responsible for such changes 
in size and quality of receptivity would also be suitable for 
plasticity. 

A third, and equally unsubstantiated, proposal for syn- 
aptic modulation is that the transmitter substance may be 
able to do more than simply generate typical rapid post- 
synaptic ionic potentials. In addition to the more commonly 
accepted type of postsynaptic potentials that last 10 to 100 
milliseconds (see Eccles, 1964), long-lasting postsynaptic 
potentials of seconds have been described recently from 

many portions of the autonomic nervous system of frogs 
and certain mammals (Tosaka et al., 1968; Koketsu et al., 
1968), as well as in the molluscan nervous system (Phsker 
and Kandel, 1969; Kerkut et al., 1969). These long-lasting 
postsynaptic potentials appear in some ways to be meta- 
bolic, in that they can be influenced by metabolic poisons 
and by temperature, but not by ions. Most importantly, 
they do not exhibit concurrent conductance changes to ions 
(Koba~ashi and Libet, 1968). One such prolonged post- 
synaptic potential may be the result of the influence of the 
transmitter substance (in this case, dopamine) in stimulating 
an electrogenic pump, which results in a prolonged hyper- 
polarizing postsynaptic potential (Kerkut et al., 1969). 
From our studies on the cerebellar cortex (Siggins et al., 
1969), we have proposed that one explanation for norepin- 
ephrine-induced depression of cerebellar Purkinje-cell 
activity could be by way of intermediation with cyclic 
adenosine monophosphate (C-AMP). The C-AMP re- 
produces the changes in spontaneous firing patterns seen 
with NE, although the onset and offset of the response are 
much faster with C-AMP. Furthermore, the response to 
NE can be blocked by prostaglandins, which are known to 
block the ability of NE to stimulate adenyl c~clase, the 
enzyme that synthesizes C-AMP. Additionally, the re- 
sponse to NE is potentiated by such inhibitors of phos- 
phodiesterase as theoph~lline and aminophylline. By put- 
ting these bits of information together, we could postulate 
that the transmitter substance could somehow generate a 
prolonged postsynaptic potential in addition to the im- 
mediate postsynaptic ionic potential; the ~rolonged 
potential shift could arise by stimulating a metabolic 
electrogenic pump to hyperpolarize or depolarize the mem- 
brane over long periods of time. Such prolonged shifts in 
membrane potential could "modulate" the postsynaptic 
element and make it more-or-less receptive to its incoming 
signals. This proposal could account for the concept of 
neuromodulation, often postulated without precise, test- 
able cellular mechanisms. 

The synapsegap: its causes and cures 

The prolonged descriptive history of electron microscopy 
sometimes frustrates the reader anxious to get on with 
experimental, fine-structural neurosciences. The preceding 
proposals require us to clarify certain of the descriptive 
variables among nerve terminals before we can hope to 
analyze for those changes that might take place with 
synaptic activity. If we were to propose the most ideal 
circumstances, we would require a system in which we 
could identify, with the electron microscope, the distinct 
type of nerve ending on a special type of postsynaptic cell 
(see Hendrickson, 1969, for a new method) the output of 
which is behaviorally important. We would hope to 



identify the transmitter or transmitters by which cell A can 
influence the activity of cell B, and to show that the con- 
nectivity of cell A to cell B could be modified by use. W e  
would need to verify the existence of the transmitter by 
some cytochemical technique within these nerve terminals, 
as well as to satisfy the neurophysiological and neurophar- 
macological criteria of transmitter identification that are 
described in detail elsewhere (for reviews, see Bloom and 
Giarman, 1968a, 1968b). 

But would such data establish the feasibility of ultra- 
structural analysis of neural plasticity? From our combina- 
tions of electrophysiology and fine structure, we believe 
that the responsiveness to NE and C-AMP that has been 
observed in Purkinje cells in the cerebellar cortex of the rat 
suggests a noradrenergic synapse. By using electron-micro- 
scopic techniques we can identify these nerve terminals 
studied by the electrophysiological approach. Yet, would 
these data on the potential noradrenergic innervation to the 
cerebellar cortex satisfv the criteria we have vrovosed here 

L 1 

for a model pathway in which to examine the effects of 
synaptic plasticity? The answer to this question must be no, 
because, even though we can identify the site of the nerve 
ending on the postsynaptic cell and the cell bodies most 
likely to give rise to the synapse, the fact still remains that 
we d o  not know that Purkinje cells can "learn" anything in 
response to activity through the norepinephrine synapse. 
According to some (Young, 1966), the large cells, which are 
the ones most commonly recorded by electrophysiological 
methods, are the least likely to indicate modulating changes 
with experience or memory. 

W e  may find, therefore, at the end of an infinitely dif- 
ficult period of describing, organizing, and classifying 
nerve-ending patterns and particular synaptic connections, 
that those cells on which experiential modulation of 
synaptic activity takes place are the cells that are most 
difficult, if not impossible, to record with conventional 
electrophysiological methods. Thus, the main cause of the 
"synapse gap" in a molecular explanation of neural 
plasticity is that we d o  not yet know where to look nor 
what to look for. I hope that the factors pointed out here 
will at least serve to stimulate clarification. I believe the 
synaptic E-PTA material is protein; its implications are 
protean. Whether it will fill the "synapse gap" remains to 
be shown. 

Conclusions 

At the cellular level of inquiry, the synaptic connections of 
neurons present a specifiable restrictive site at which to 
analyze possible plastic changes induced by activity in a 
particular nerve circuit. Fine-structural descriptions provide 
a number of morphological indexes against which the 
activity-linked changes might be measured, such as the size 

and shape of the terminals, their relative position on the 
postsynaptic cell, the number, shape, and size of the pre- 
terminal vesicles, and the relative size and morphology of 
the synaptic specialization. T o  this purely morphologic base 
we can add both the histochemical dimensions, by attempt- 
ing to identify the transmitter stored in the vesicles, and the 
physiologic dimensions, by observing the response of the 
postsynaptic cell to this transmitter administered by 
microelectrophoresis. Furthermore, we can approach the 
molecular level of inquiry by isolating the macromolecular 
proteins constituting the synaptic specialization; in the 
dynamic concept of the synapse, these macromolecules may 
influence the efficiency of transjunctional events. T o  close 
the synapse gap in our understanding of the link between 
behavioral and cellular events, however, the primary re- 
quirement is a bona fide synaptic connection in the brain at 
which physiologically induced activity can reveal verified 
plasticity in function. 
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66 Brain Gly comacromolecules and 

Interneuronal Recognition 

S A M U E L  H. B A R O N D E S  

THIS PAPER is concerned with one major hypothesis: that 
polysaccharides on neuronal surfaces play a crucial role in 
defining and regulating interneuronal synaptic relation- 
ships. This hypothesis has not wanted for supporters. For 
several decades, students of embryogenesis (e.g., ~oltfreter,  
1939; Weiss, 1941; Moscona, 1963, 1968; Steinberg, 1963; 
Grobstein, 1967; Heinmets, 1968) have suggested that inter- 
cellular recognition is determined by substances on the 
surface of cells. Because glycoproteins and glycolipids (re- 
ferred to here collectively as either glycomacromolecules or 
heterosaccharides) are characteristic constituents of cell sur- 
faces, they have frequently been proposed as candidates for 
this function (Gesner and Ginsburg, 1964; Dische, 1966; 
Kalckar, 1965; Brunngraber, 1969). Bogoch (1965, 1968) 
has emphasized their possible importance in the brain. 

At present, the evidence in support of this hypothesis is, at 
best, indirect. It is being considered largely to stimulate 
investigation of the mechanism of interneuronal recogni- 
tion. This problem, although generally identified as one of 
the most critical in neurobiology, has not received the 
experimental attention it deserves because of the anticipated 
technical difficulties. The purpose of this paper is to empha- 
size that glycomacromolecules may provide the key to the 
solution of this problem and that relevant biochemical ex- 
periments are possible. 

s A M u E L H . B A R  o N D E s Departments of Psychiatry and 
Molecular Biology, Albert Einstein College of Medicine, Bronx. 
New York. Present Address: Department of Psychiatry, University 
of California at San Diego, La Jolla, California 

The fact that polysaccharides, like those that determine 
blood-group specification, may be linked covalently either 
to lipid or protein (Watkins, 1967), underscores the impor- 
tance of considering both these classes of glycomacromole- 
cules in a discussion of cell surfaces. Because glycolipids of 
the nervous system are already being studied extensively for 
other reasons, I emphasize the glycoproteins, but to do so in 
no way disregards the possible role of glycolipids. Indeed, 
gangliosides, which are concentrated in neurons (Lowden 
and Wolfe, 1964)-particularly at nerve endings (Wiegandt, 
1967)-merit special consideration in a discussion of the 
neuronal surface. Yet glycoproteins may prove to be of 
even greater significance in determining the properties of 
synaptic surfaces, because they appear to possess greater 
structural variability and because of the enormous volume 
occupied by their long, extensively hydrated polysaccharide 
chains (Schubert, 1964). When the properties of a mem- 
brane surface (e.g., Figure 1) are considered, the polysac- 
charide side chains of glycoproteins deserve particular 
notice not only because they may stick out fairly far but also 
because they may occupy enormous volumes caused by 
hydration. Adjacent cells would be expected to interact at 
this most superficial level. 

Before I discuss what is known about glycoproteins in 
the nervous system, it is necessary to review general studies 
of their structure, metabolism, cellular localization and 
function. For more detailed summaries, the reader is direc- 
ted to recent volumes edited by Rossi and Stoll (1968), 
Davis and Warren (1967), and Manson (1968); to recent 
reviews by Ginsburg and Neufeld (1969) and Cook (1968); 
and to a Neurosciences Research Program Bulletin on 
Brain Cell  Microenvironment (Schmitt and Samson, 1969). 
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FIGURE 1 Hypothetical neuronal surface. Protruding carbohy- 
drate residues from glycolipids and glycoproteins are shown, as 
envisioned by Lehninger (1968). Because of their greater length, 
the polysaccharide chains of glycoproteins may protrude farthest 
and may constitute the outermost portion of the cell surface. 

General studies ofglycoproteins 

STRUCTURE OF GLYCOPKOTEINS Confusing terminol- 
ogies of the past have been superseded by the definition of 
glycoproteins as all molecules that contain carbohydrate 
residues covalently linked to protein (Jeanloz, 1968). A 
special class of these substances, the acidic mucopolysac- 
charides, consists of a long chain of two repeating sugars 
covalently linked to protein. The other glycoproteins have 
less regular structures. Because the component sugars exist 
in anomeric forms and have multiple potential sites for 
linear and branched linkages, the potentialities for struc- 
turally unique glycoproteins are enormous (Table I), al- 
though the polysaccharides of mammalian glycoproteins 
are generally constructed from only six sugars, some of 
which are found in characteristic positions (Table I). 

The characterized glycoproteins differ markedly in struc- 
ture (Table 11). Some contain a large number of separate 
disaccharides per molecule of protein (ovine submaxillary 
glycoprotein), a single longer chain of carbohydrates per 
molecule of protein (hen ovalbumin), several identical, 
fairly long chains of carbohydrates per molecule of protein 
(fetuin), or a number of chains of two types per molecule of 
protein (thyroglobulin). The similar carbohydrate units 
may not be precisely identical either within the same mole- 
cule or within different molecules from the same tissue. This 
slight heterogeneity may be due to variability during syn- 
thesis or to variable degrees of degradation either in vivo or 
as an artifact of the isolation procedure. The function of this 
heterogeneity is not known. 

METABOLISM Knowledge about the site of synthesis, 
mechanism of synthesis, and site of degradation of glyco- 

proteins is only now being accumulated. It is believed that 
carbohydrates are not added to glycoproteins until after the 
completion of the entire polypeptide chain. Although some 
polypeptides released from polysomes by puromycin have 
been found to contain glucosamine residues (Lawford and 
Schacter, 1966; Molnar and Sy, 1967), there is general agree- 
ment that carbohydrate incorporation is not dictated by ribo- 
nucleic acid templates. Rather, the addition of sugars is de- 
termined by the structure of the protein and the presence of 
appropriate glycosyl transferases in the cell. These enzymes 
are believed to be concentrated in the smooth endoplasmic 
reticulum (Hagopian et al., 1968). 

The generally accepted position is that, on release of poly- 
peptides from polysomes, appropriate sugars are sequential- 
ly incorporated from nucleotide sugars by specific glycosyl 
transferases. The sugars are presumably added one at a time, 
so that incomplete glycoproteins become substrates for the 
next enzyme in the sequence. Uridine diphosphate (UDP)- 
trisaccharides have, however, been found (Jourdian and 
Roseman, 1963) that could be intermediates in transfer of 
the trisaccharides to appropriate acceptors. 

Polypeptide chains that will become glycoproteins are 
probably recognized by glycosyl transferases in a highly 
specific manner. The enzyme that transfers N-acetylgdac- 
tosamine to the hydroxyamino acid residues of ovine sub- 
maxillary glycoprotein will not transfer this sugar to a large 
number of other potential acceptors (McGuire and Rose- 
man, 1967). Specificity is also shown in genetic studies cor- 
relating specific blood group substances with the presence or 
absence of specific glycosyl transferases. These studies in- 
dicate that addition of the same sugar to different incomplete 
polysaccharide chains may be dictated by different trans- 
ferases. Thus, there are specific fucosyl transferases (Shen 
et al., 1968) responsible for the addition of each of the two 
fucose residues that determine the Lewis blood group: 

Regulation of glycoprotein synthesis may involve other 
factors, in addition to the availability of appropriate accep- 
tors, transferases, and nucleotide sugars. In bacterial systems, 
there is evidence for the transfer of sugars from nucleotides 
to lipid intermediates prior to their incorporation in poly- 
saccharide chains (Weiner et al., 1965). An "acceptor com- 
plex" that contains lipids in addition to the sugar acceptors 
has been described by Rothfield and Horecker (1964). The 
entire complex interacts in some manner with the trans- 
ferase. The existence of such complexes may be of consider- 
able importance in preventing incorporation of erroneous 
sugars. In systems treated in vitro with detergents, "arti- 
ficial glycoproteins" may be produced by the incorporation 
of sugars they do not contain normally (Bosmann et al., 
1968). 
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Potentialitiesfor and Constraints on Structural Complexity ofGlycoproteins 

I .  Potentialitiesfor Structural Complexity 
1. Sequence of sugars 
2. Anomeric form of sugar (a or 0) 
3. Position of attachment to neighboring sugar (e.g., 1 -+ 3; 1 -+ 4) 
4. Branching 
5. Length of p~l~saccharide units 
6. Position on polypeptide to which p~l~saccharide attached 
7. Number of polysaccharides per polypeptide 
8. Substitution of other groups (e.g., sulfate) 

11. Some Constraints on Structural Complexity 
1. Limited number of sugars: 

N-acetylglucosamine, N-acetylgalactosamine, galactose, mannose, fucose, 
sialic acids (also: glucose, xylose, glucuronic acid) 

2. All in D-configuration, except L-fucose 
3. All in pyranose ring form 
4. Innermost linkages: 

N-acetylglucosamine-amide N of asparagine (commonest) 
N-acetylgalactosamine-OH of serine or threonine 
also: galactose-OH of hydroxylysine (collagen) 

xylose-OH of serine (mucopolysaccharides) 
5. Fucose and sialic acids always terminal 

(Based on reviews by Roseman, 1968, and Ginsburg and Neufeld, 1969.) 

Carbohydrate Units  of Glycoproteins 

Mol. Wt. of No. of Units 
Residues per Carbohydrate Unit Carboh~d. per Molecule 

Glycoprotein galactose mannose hexosamine sialic acid fucose Unit Protein 

Ovalbumin (hen) 5 3 1420 1 
Submaxillary glycoprot 

(ovine) 1 1 494 800 
Fetuin 4 3 6 4 3520 3 
Thyroglobulin (calf) 

Unit A 10 2 2030 4-5 
Unit B 4 3 5 2 1 2880 14 

(Adapted from Spiro, 1968.) 

A general principle of glycoprotein metabolism, which 
has been emphasized by Eylar (1966), is that addition of car- 
bohydrates to proteins is a prelude to secretion. The com- 
pleted glycoprotein is secreted either onto the cell surface or 
into the extracellular space (including the blood stream). 
Recent studies (Swenson and Kern, 1968) have shown that 
the addition of sialic acid to gamma globulin immediately 
precedes its secretion from plasma cells. The addition of 
glycomacromolecules to the cell surface apparently occurs 
in an orderly manner by spread from one region of the 

membrane rather than by random appearance at multiple 
sites over the cell surface, as was shown in studies of the pat- 
tern of reappearance of sialic acid residues removed from 
cultured cells by neuraminidase (Marcus and Schwartz, 
1968). 

Little is known about the mechanism of degradation of 
the glycoproteins. Although they are typically extracellular, 
the enzymes which apparently degrade them are present in 
lysosomes within the cell (Aronson and de Duve, 1968). 
That these enzymes normally function in their degradation 
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has been shown by the lysosomal accumulation of glyco- 
peptides and glycolipids in patients with a genetically de- 
termined deficiency in one of these degradative enzymes. 
Degradation is believed to occur in lysosomes, so there may 
be a mechanism for entry into cells of surface glycoproteins 
and circulating glycoproteins. 

LOCALIZATION ON CELL SURFACES Evidence for the 
localization of glycomacromolecules on cell surfaces has 
been derived from histological studies and from enzymatic 
degradation of the surface of living cell suspensions. The 
histochemical techniques are based on reactions believed to 
be specific for polysaccharides or on reactions based on the 
presence of negatively charged groups often inferred to be 
sialic acid residues. Because both glycoproteins and !glyco- 
lipids are probably retained on the cell despite fixation and 
histological processing, these techniques do not distinguish 
between them. Many studies show the presence of thick or 
thin polysaccharide coats on a variety of cells. Much of this 
work has been reviewed by Revel and Ito (1967). Particular- 
ly noteworthy are electron-microscope studies by Ram- 
bourg and Leblond (1967) showing glycomacromolecules 
on cell surfaces that have been treated first with periodic 
acid and then with silver methenamine, and the studies of 
Pease (1966), who has used phosphotungstic acid as a stain 
for what he believes are polysaccharide chains. 

In the enzymatic studies, suspension cultures of cells are 
washed, incubated with a proteolytic enzyme or with neur- 
aminidase, and the released sugars and residual sugars in the 
living cells are analyzed. Wallach and Eylar (1961) found 
that similar amounts of sialic acid were released by neur- 
aminidase treatment of intact or ruptured ascites carcinoma 
cells, suggesting that sialic acid-containing molecules are 
abundant on the cell surface. Shen and Ginsburg (1968) 
found extensive release of both sialic acid and a variety of 
other sugars, characteristically present in glycoproteins, 
when HeLa cells in suspension culture were treated with 
trypsin. The combination of the histochemical and enzy- 
matic studies leaves little doubt that the surface of the cell 
is rich in bound carbohydrates and that a substantial portion 
of the total cellular content of these substances is localized 
on the surface. 

ROLE IN INTERCELLULAR RECOGNITION That carbohydrate 
substances on cell surfaces have unique and recognizable 
structures has been well known since the demonstration that 
capsular p~l~saccharides of pneumococcus and blood-group 
substances on human erythrocytes may be recognized by 
specific antibodies. Whether there is such high specificity in 
recognition of one cell surface by another is unknown. Two 
types of experiments suggest that these substances play some 
role in intercellular recognition-isolation of substances 
that promote cellular interactions and studies of the effects 

of enzymatic removal of sugars from cell surfaces. The first 
method has been pursued most extensively in sponge (re- 
viewed by Humphreys, 1967; Moscona, 1968). A g l y ~ ~ -  
protein-rich material, which is released from the surface of 
sponge cells in calcium-free media, has been shown to play 
a role in aggregating specific species of sponge cells. The 
material from one species aggregates only dissociated cells 
from the same species and not from a different species, 
which is taken as evidence of considerable specificity. Like- 
wise, glycoproteins from yeast have been implicated as 
being responsible for sexual recognition (Crandall and 
Brock, 1968). 

Other studies have been less direct and concern them- 
selves primarily with the role of surface neuraminic acid on 
various recognition functions of cells. The binding of virus- 
es to cells has been inhibited by pretreatment of the cells 
with neuraminidase (Gottschalk, 1960), and the action of 
serotonin on smooth-muscle cells has been interfered with 
by treatment of the cells with that enzyme (Woolley and 
Gommi, 1965). Treating lymphocytes with neuraminidase 
(Woodruff and Gesner, 1967) or with a mixture of glyco- 
sidases (Gesner and Ginsburg, 1964) has interfered with 
their accumulation in the spleen. Treating rabbit ova with 
the same enzyme has been shown to inhibit sperm penetra- 
tion (Soupart and Clewe, 1965). These studies suggest, in 
general, that neuraminic acid on cell surfaces, which might 
be either in glycoproteins or glycolipids, confers some rec- 
ognition function on these surfaces. On the basis of available 
evidence the recognition shown could be very crude. It 
remains to be shown that more highly specialized recogni- 
tion functions are mediated by sugar-rich substances. Pres- 
ently this is supported only by the teleological notions that 
the sugar-rich structures present on cell surfaces are suitable 
for coding functions (Bogoch, 1968), and that such func- 
tions apparently exist. 

Glycoproteins in brain 

AMOUNT, DISTRIBUTION, AND COMPOSITION Brunn- 
gaber (1969) has estimated that between 3 per cent and 10 
per cent of all brain proteins are glycoproteins. This calcu- 
lation is based on the finding that there is approximately 1 
milligram of carbohydrate incorporated in 100 milligrams 
of brain protein, and that the percentage of carbohydrate in 
glycoproteins is !generally between 10 per cent and 33 per 
cent. More than 50 per cent of total brain hexosamine and 
approximately 20 per cent of brain sialic acid are present in 
nondialyzable glycoprotein fragments obtained by papain 
digestion of brain protein after removal of glycolipids 
(Brunngraber, 1969). 

The distribution of brain glycoproteins has-been studied 
by histochemical techniques, with the use of light and elec- 
tron microscopy. Periodic acid-Schiff staining material is 



concentrated in the neuropil (Hess, 1955, 1958), and several 
studies with the electron microscope (Pease, 1966; Bondar- 
eff, 1967; Rambourg and Leblond, 1967) show that it is 
localized on cell surfaces and particularly at synaptic junc- 
tions (Figure 2). Regenerating axon tips are rich in poly- 
saccharides (Young and Abood, 1960). Nerve-ending frac- 
tions isolated by sucrose gradient centrifugation are richer 
than other brain fractions in both glycoproteins and gangli- 
osides (Brunngraber et al., 1967). All these studies point to a 
special role for sugar-containing proteins and lipids at 
synapses. 

Relatively little is known about the composition of brain 
glycoproteins. Mucopolysaccharides of the types found in 
many other tissues have been identified in brain (Margolis, 
1967). A sialic acid containing glycoprotein was found in 
the arglobulin fraction of soluble extracts of brain (War- 
ecka and Bauer, 1967). Immunoelectrophoretic studies sug- 
gest that this glycoprotein is present only in brain. A glyco- 
protein with a molecular weight estimated at 30,000 has 
been identified in 90 per cent acetone extracts of brain and 
is also believed to be found uniquely in this tissue (Kuhn 
and Miildner, 1964; Gielen, 1966). The major glycoprotein 
detectable by periodic acid-Schiff staining in soluble ex- 
tracts of five-day-old mouse brain studied by electrophore- 
sis has an apparent molecular weight in the range of 250,000 
(Dutton and Barondes, 1970), whereas particulate fractions 
from brain contain a wide range of glycoproteins. 

"Sialomucopolysaccharides," obtained by papain diges- 
tion of defatted brain, have been studied extensively(Brunn- 
graber, 1969). Although these substances can be fraction- 
ated in a variety of ways, Brunngraber believes that they 
all possess the same repeating unit, which consists of hexose 
and hexosamine, but differ in the relative number of at- 
tached sialic acid and fucose residues. 

METABOLIC STUDIES Direct studies of glycosyl trans- 
ferases in brain have been made primarily with sialyl trans- 
ferases involved in ganglioside synthesis (Roseman, 1968). 
It is not clear whether similar or different sialyl transferases 
are involved in glycoprotein and glycolipid synthesis in 
brain. Den and Kaufman (1968) have reported that glycosyl 
transferases are abundant in nerve-ending particles prepared 
from embryonic chick brain. A fucosyl transferase has been 
found in brain microsomal fractions that transfers fucose 
tiom guanosine diphosphate (GDP)-fucose to a large num- 
ber of incomplete endogenous glycoproteins in the prepa- 
ration (Zatz and Barondes, unpublished). A mannosyl 
transferase, which transfers mannose from GDP-mannose 
to an unidentified glycolipid, has also been identified in 
brain (Zatz and Barondes, 1969). Caccam et al. (1969) have 
speculated that a similar enzyme might create a glycolipid 
intermediate, which is involved in glycoprotein synthesis. 

In vivo glycoprotein metabolism in mouse brain has been 

examined somewhat more extensively. A unique aspect of 
brain glycoprotein metabolism appears to be the marked 
delay between synthesis of some polypeptide acceptors in 
the nerve-cell body and the addition of carbohydrates to 
these polypeptides only after they have been transported to 
nerve endings. This has been studied by observing the time 
course of incorporation of radioactive leucine (Barondes, 
1964, 1968a) and glucosamine (Barondes, 1968b; Barondes 
and Dutton, 1969) into subcellular fractions of mouse brain 
at various times after intracerebral injection of these 
precursors. Radioactive leucine was incorporated rapidly 
into the protein of all subcellular fractions of brain, with the 
exception of the soluble component of the nerve-ending 
fraction (Table 111). The soluble component of the nerve- 
ending fraction is obtained by lysing the fraction with 
water. This component has been a primary object of study 
because it is less contaminated by other brain constituents 
than is the particulate component of the nerve-ending 
fraction. The specific activity of the protein of the soluble 
component of nerve endings rose progressively for days 
after administration of the radioactive amino acid (Bar- 
ondes, 1964, 1968a), presumably owing to transport of 
protein from the perikaryon to the nerve ending. In 
contrast, radioactive glucosamine was incorporated without 
delay into all subcellular fractions of brain, including the 
soluble protein of nerve endings (Table 111), suggesting that 
some polypeptide chains formed in the nerve-cell body 
were modified by the addition of carbohydrates on arrival 
at the nerve ending. 

This conclusion was confirmed by studies of the effect of 
acetoxycycloheximide, a potent inhibitor of cerebral pro- 

Incorporation of 3H-leucine and 14C-glucosamine into macro- 
molecules ofsubcellularjactions ofbrain 3 hours and 6 days ajer 
injection. Mice were injected intracerebrally with a solution con- 
taining L-leucine-4 5-3H and D-gl~cosamine-l-~~C. Groups of 
mice were sacrijiced either 3 hours or 6 days after injection; sub- 
cellularjactions were obtained, precipitated, washed and counted. 
(For details see Barondes, 1968b.) 

Counts/min/mg protein 
3H-leucine 14C-glucosamine 

3 hrs. 6 days 3 hrs. 6 days 

Soluble 1560 431 330 150 
Soluble of nerve- 

ending fraction 142 412 295 127 
Microsomes 1441 546 987 530 
Mitochondria 549 339 242 130 
Myelin 540 392 220 189 
Particulate of nerve- 

ending fraction 376 397 547 386 



FIGURE 2 Glyc~macr~m~lecule~ at cell surfaces and synap- arated from each other by stained material (vertical arrows), 
ses. Rat cerebral cortex was prepared (A) by the periodic but staining of the intercellular space is markedly increased 
acid-silver methionine technique (Rambourg and Leblond, in the region of the synaptic cleft (horizontal arrows). Mito- 
1967) and (B) by the chromic acid-phosphotungstic acid chondria (M) and multivesicular bodies (mv) are also 
technique (Rambourg et al., 1969), both of which stain stained. Magnification x 20,000. The electron micrographs 
glycomacromolecules. Neuronal and glial processes are sep- were kindly provided by Dr. A. Rambourg 



tein synthesis, on incorporation of glucosarnine into glyco- 
proteins (Barondes and Dutton, 1969). Acetoxycyclo- 
heximide interferes with such incorporation by inhibiting 
the synthesis of protein acceptors for sugars. Within two 
hours after injection of acetoxycycloheximide, marked in- 
hibition of glucosamine incorporation into brain glyco- 
proteins was observed. There was, however, relatively little 
inhibition of incorporation into the soluble glycoproteins of 
the nerve-ending fraction (Table IV), suggesting that the 
polypeptide chains synthesized before the administration of 
acetoxycycloheximide continued to flow to the nerve end- 
ing, where carbohydrates may be added. Rahmann (1968) 
has recently shown, by autoradiographic studies with the 
light microscope, that tritiated glucose is incorporated into 
what appear to be macromolecules in the neuropil. Al- 
though the resolution that can be achieved is limited and the 
products Rahmann is studying have not been clearly 
identified, these results are consistent with those arrived at 
by subcellular fractionation. 

Studies with the subcellular fractionation technique have 
also indicated that turnover of soluble glucosamine-labeled 
glycoproteins is relatively rapid at nerve endings. This has 
been demonstrated in studies in which acetoxycyclohexi- 
mide was used to diminish the amount of labeled perikaryal 
glycoprotein arriving at the nerve ending (Figure 3) and 
in the absence of this inhibitor. Although fucose is incor- 
porated relatively poorly into all soluble brain glycopro- 
teins, there was a relatively rapid turnover of fucose-labeled 

Efect of' acet~xyc~cloheximide  on incorporation o f  radioactive 
glucosamine into brain glycoproteins. Mice were injected sub- 
cutaneously with 240 inicrograrns o f  acetoxycycloheximide or 
with saline 2 hours before itztracerebral injection o f  14C-glu~o- 
samine. T h e y  were killed 2 hours after glucosarnine administra- 
tion, and their cerebral hemispheres werefractionated and assayed. 
(For details see Barondes and Dutton, 1969.) 

Counts/min/mg protein 
Fraction Control Acetoxycycloheximide % Inhibition 

Whole brain 1923 524 73 
Soluble of whole 

brain 1299 376 71 
Soluble of 

nerve ending 
fraction 841 782 7 

Particulate of 
nerve ending 
fraction 1020 560 48 

Microsomes 3220 641 80 
Myelin 548 142 74 
Mitochondria 1070 334 69 

0 I f DAYS AFTER INJECTION 

FIGURE 3 Relatively rapid turnover of some soluble glycopro- 
teins of nerve endings (N.E.). Mice were injected with '4C-glucos- 
amine two hours after subcutaneous administration of acetoxycy- 
cloheximide. They were sacrificed at the indicated times after in- 
jection of glucosarnine. (For details, see Barondes and Dutton, 
1969). 

soluble glycoproteins which were associated with the nerve- 
ending fraction (Zatz and Barondes, 1970). 

Some aspects of neuronal glycoprotein metabolism sug- 
gested by these studies are shown in Figure 4. Some, 
possibly all, polypeptide chains that will become nerve- 
ending glycoproteins are made in the perikaryon. At this 
site, some may receive only a fraction of the sugars they will 
ultimately contain, or none at all. Incomplete glycoproteins 
are transported down the axon to the nerve ending. At the 
nerve ending, glycosyl transferases add further carbohy- 
drates. The completed glycoproteins then "turn over" 
relatively rapidly, either because of degradation or, more 
likely, because of secretion from the nerve terminal. The 
secreted material may coat the nerve-terminal membrane or 
may migrate into the intersynaptic gap substance or some 
other site. 

DEVELOPMENTAL STUDIES Studies of the accumulation of 
periodic acid-Schiff reacting material in the neuropil as 
mouse brains matured were reported by Hess (1955). He 
found that this material progressively accumulates between 
the fifth and fourteenth postnatal days. Warecka and Miiller 
(1969) and Bogoch (1968) have reported maturational 
changes in human brain glycoproteins. Accumulation of 
gangliosides in rat brain occurs between five and 20 days 
after birth, and there is maximal synthesis at about days 10 
to 12 (Kishimoto et al., 1965; Suzuki, 1967). 
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F~GURE 4 Transport of glycoprotein precursors and glyco- creted onto the cell surface or into the intercellular space. In 
proteins in usual mammalian cells and in neurons. In usual neurons, polypeptides that were transported in axons may 
cells, sugars are believed to be added to glycoproteins in the receive sugars at nerve terminals prior to secretion. 
smooth endoplasmic reticulum (E.R.) before they are se- 

Because of the possible role of glycoprotein synthesis in 
synapse formation, we have begun studies on synthesis of 
glycoproteins in developing mouse brain (Dutton and 
Barondes, 1970). Studies of incorporation into both soluble 
and particulate glycoproteins have been made with the 
polyacrylamide gel techniques developed by Maize1 (1966). 
Incorporation of either radioactive glucosamine or radio- 
active fucose into glycoproteins of developing brain was 
studied. Although the results with both sugars are very 
similar, we have preferred to use the latter, because fucose, 
in contrast with glucosamine, is not a known constituent of 
the mucopolysaccharide group of glycoproteins, and is 
neither converted to other sugars nor incorporated into 
glycolipids in brain (Zatz and Barondes, 1970). 

The major finding of these studies is that, during brain 
development, there is extensive synthesis of glycoproteins, 
which migrate slowly in an electrophoretic system in which 
migration is correlated with molecular weight (Shapiro et 
al., 1967). Synthesis of these substances diminishes markedly 
between 10 and 15 days after birth, and is at a very low level 
thereafter. When one-day-old mice were injected intra- 
cerebrally with radioactive fucose, and the soluble brain 
glycoproteins, obtained 24 hours later, were electro- 
phoresed, one major, slowly migrating peak (peak I) of 
radioactive glycoprotein was found (Figure 5). The soluble 
proteins obtained when fucose iniections were made in five- 
day-old mice showed two prominent slowly migrating 

peaks (I and 11, Figure 5) and a smaller third peak, which 
migrated slightly farther. Synthesis of the glycoproteins 
in peak I is prominent in oneday-old mice, whereas peak 
I1 becomes prominent about three days after birth. The 
glycoproteins in peaks I and I1 are extensively synthesized 
until about 11 days after birth, but their synthesis has 
diminished markedly at 15 days after birth, and is not 
prominent in the adult (Figure 5). 

Particulate brain Rlycoproteins synthesized by mice in- 
jected with labeled fGoseat five days of age are distributed 
over a wide range (Figure 6). In contrast with adult brains 
particulate glycoproteins that, relatively, migrate more 
slowly, are synthesized in five-day-old brains (Figure 6). 
Upon calculation of the ratio of five-day-old to adult 
radioactive glycoprotein at each point on the gel, in order 
to factor out the adult particulate glycoproteins that are 
being synthesized in the five-day-old brain, the presence of 
peaks I and 11 becomes apparent in the particulate prepara- 
tions of the five-day-old group (Figure 7). This was true 
when the mice were sacrified either three or 24 hours after 
the injection of radioactive fucose (Figure 7). In contrast 
with brain, the patterns of glycoproteins synthesized in five- 
day-old and adult kidney do not show this difference 
(Figure 7). 

The major glycoprotein detected by staining gels with 
the periodic acid-Schiff procedure, after electrophore~in~ 
the soluble fraction from five-day-old mice, corresponds 
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FIGURE 6 P~l~acrylamide gel electrophoresis of particulate brain 
proteins. The particulate proteins were obtained, treated as in Fig- 
ure 5, and electrophoresed. The sample from the 5-day-old mice 
contained a wide range of high-molecular-weight, fucose-labeled 
proteins. (From Dutton and Barondes, 1970.) 
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FIGURE 5 P~l~acrylarnide gel electrophoresis of soluble brain pro- 
teins. Adult, 5-day-old and 1-day-old mice were injected inter- 
cerebrally with 3H-leucine and 14C-fucose. They were sacrificed 
one day later, and soluble proteins were obtained by centrifugation 
of homogenates for one hour at 100,000 X gravity. The labeled 
proteins were treated with sodium dodecyl sulfate (SDS) and urea, 
reduced, alkylated, applied to polyacrylamide gel columns at 0, 
and electrophoresed in 0.1 per cent SDS by the method of Maize1 
(1966). The migration of proteins in this system is a function of 
molecular weight (Shapiro et al., 1967), but glycoproteins might 
behave anomalously. The migration of two standards, gamma 
globulin and albumin, is shown. The large peak of leucine-labeled 
protein has been shown to be microtubular protein (Dutton and 
Barondes, 1969). For details, see Dutton and Barondes, 1970. 

with peak I. Studies of turnover after injection of radio- 
active fucose in five-day-old mice indicate that the fucose- 
labeled glycoproteins of peak 11 have a half-life in the range 
of one week, which is similar to  that of total fucose-labeled 
soluble brain glycoproteins. In contrast, the turnover of the 
fucose-labeled glycoproteins in peak I is very much slower 
(Dutton and Barondes, 1970). 

W e  are presently attempting to  analyze chemically the 
glycoproteins in peaks I and 11 and to localize them by 
radioautography. Preliminary studies demonstrate marked 
incorporation of radioactivity in the neuropil of five-day- 
old mice. In view of the developmental studies of Hess 
(1955), it is possible that these substances are related to  the 
PAS-stained material in neuropil. The striking differences 
in the metabolism of the glycoproteins of peaks I and II 
suggest that they may play different roles in brain develop- 
ment. 

A model for interneuronal recognition 

In this section, I attempt to demonstrate the plausibility of 
the notion that interneuronal recognition could be mediated 
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FIGURE 7 Ratios of particulate fractions from brain and kidney of 
5-day-old-mice to those of adults. Adult and 5-day-old mice were 
injected with 14C-fucose and sacrificed 3 or 24 hours later, as indi- 
cated. Particulate proteins from brain and kidney were electro- 
phoresed as described in Figure 5. By plotting the indicated ratio, 
the presence of peak I and peakII in particulate fractions of 5-day- 
old brain is apparent. This is not seen in the samples from kidney. 

by surface glycomacromolecules by proposing, for the sake 
of argument, means whereby this could be brought about. 

The best description of the specificity of interneuronal 
connections and the laws it apparently follows is in the 
retinotectal system, the development of which is con- 
sidered in this volume by Marcus Jacobson. In essence, the 
work of Sperry (1963), Jacobson and Gaze (1965), De Long 
and Coulombre (1965), and Jacobson (1968) has dem- 
onstrated that the connections between regions of the retina 
and the tectum are rigidly specified at a precise time in 
development, long before the axons of retinal neurons have 
grown out to meet and make synapses with tectal neurons. 
Beyond this point in development, specification is so fixed 
that, when the eye is rotated, retinal cells still synapse with 
those tectal cells they would have sought out had the eye re- 
mained in its normal position. Jacobson (1968) has presented 

evidence that specification occurs first in one direction and 
then perpendicularly. 

From these studies it seems likely that both the retina and 
the tectum are independently specified. Models based only 
on retinal cells' maintaining positions relative to one an- 
other, without specification of tectal cells, could also ex- 
plain the findings in the normal animal. The evidence for 
the re-establishment of normal connections, however, after 
optic-nerve section and ablation of a portion of the retinal 
or tectal cells (Attardi and Sperry, 1963; Jacobson and 
Gaze, 1965), is more suggestive of mutual recognition by 
the cells that connect. 

If specific groups of retinal cells do indeed recognize 
specific groups of tectal cells, this could be based on 
"identity" reactions (like recognizes like), as suggested by 
Roberts and Flexner (1966), or on "complementary" re- 
actions (opposites attract). The experiments show what 
may be considered a "complementarity" of connections, in 
that dorsal cells in the left retina make contact with ventral 
cells in the right tectum and anterior cells in the left retina 
make synapses with posterior cells in the right tectum 
(Figure 8). As will be shown, this is consistent with recogni- 
tion based on complementary cell surfaces. 

For the purpose of this discussion, let us consider that 
both retinal cells and tectal cells are specified by "gradients 
of inducers." In this view, one inducer, localized in the 
midline, spreads laterally and progressively induces changes 
in responsive tissues. The anterior (nasal) retinal and teaai 
cells, which are closer to the midline, would be exposed to a 
higher concentration of this inducer than would the 
posterior (temporal cells). A second inducer might spread 
dorsoventrally, thereby inducing changes primarily in the 
dorsal tectal or retinal cells. Were this view correct, retinal 
cells could be considered as making synapses with tectal 
cells which had received complementary quantities of in- 
ducer-that is, the most dorsal and anterior retinal cells 
would have been strongly influenced by both the midline 
and the dorsoventral gradients and would make contact 
with those most posterior and ventral tectal cells that had 
been least exposed to these inducers. 

The nature of the cellular changes produced by the 
putative inducers is not clear. Presumably a permanent 
alteration in gene expression is produced by some mechan- 
ism common to all differentiative processes. For the purpose 
of this discussion, it is assumed that this change leads ulti- 
mately to a systematic alteration in the surface heterosac- 
charides of retinal and tectal cells. If such an assumption be 
accepted, a scheme will be proposed to illustrate how sur- 
face heterosaccharides could mediate the observed phe- 
nomena. Let us assume the following: (1) there is a large 
number of protein and lipid molecules on the membranes 
of all neurons to which polysaccharide chains may be linked 
covalently; (2) the addition of sugars to these surface 
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FIGURE 8 Schematic plan of retinal-tectal connections. Axons 
from retinal ganglion cells grow out and synapse with tectal cells 
in the regions indicated by the same number. Symbols used are: 
A, anterior or nasal; D, dorsal; P, posterior or temporal; V, ven- 
tral. The positions shown are those during the period of specifica- 
tion and were confirmed in discussions with C. Coulombre and 
M. Jacobson. 

proteins and lipids is linearly related to the level of the 
various glycosyl transferases in the cell over a wide range; 
(3) the polysaccharide chains that are formed have a far 
greater binding affinity for membrane proteins than for 
other polysaccharide chains. 

Given these assumptions, let us now postulate that the 
putative inducer in one direction induces the synthesis of 
several glycosyl transferases, perhaps a hexosyl transferase 
and a hexosaminyl transferase, the presence of which in the 
cells will lead to the synthesis of long-repeating polysac- 
charide chains. Let us also postulate that an inducer in a 
perpendicular direction leads to the synthesis of graded 
amounts of a sialyl transferase. This enzyme may transfer 
charged sialic-acid residues to polysaccharide chains, which 
are present in relatively large quantities on the surface of all 
the cells in question, so that the quantity of the sialyl 
transferase is strictly limiting over a wide range. Because 
graded quantities of these enzymes are present in the cells 

FIGURE 9 Hypothetical specification of retinal ganglion cells and 
tectal cells by the same gradients of inducers. The putative inducer, 
which spreads from the midline in a nasotemporal direction, in- 
fluences primarily the nasal retinal and tectal cells, which, in most 
terminologies, are referred to as "anterior." The putative inducer 
that spreads in a dorsal-ventral direction influences primarily the 
dorsal retinal and tectal cells. Connections are ultimately made 
between cells that have complementary surfaces. Symbols used are 
the same as in Figure 8. 

in question, the pattern of carbohydrates on the entire sur- 
face of neurons in both the retina and the tectum could be 
schematized as shown in Figure 9. Cells close to the inducer 
of hexosyl and hexosaminyl transferases have surfaces with 
many long polysaccharide chains composed of repeating 
units and are designated as completely black in the Figure. 
Those most distant from the focus have chains that are 
relatively fewer and shorter; these are shown as mostly 
white. The negatively charged sialic acid residues added to 
these polysaccharide chains would be distributed as in- 
dicated in the Figure. 

Retinal cells abundant in polysaccharides would tend to 
make contact with tectal cells, which are poor in polysac- 
charides, because the latter would have many free surface 
proteins, which are not already binding polysaccharides. 
Interneuronal interaction would also be regulated by sur- 
face charge, with strongly negative surfaces repelling one 
another. The net result would be that the black negative 
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cells would tend to come in contact with the primarily 
white and uncharged tectal cells as shown in the Figure. 
Through this comparatively simple scheme the observed 
retinotectal relationships could be established. 

I must emphasize that there is no evidence at present for 
such a scheme. It is based on a large number of assumptions, 
any of which could be incorrect. It deliberately avoids as- 
sumptions about specific interactions between polysaccha- 
rides (other than mutual repulsion of negative charges), be- 
cause interactions between these compounds is poorly 
understood at present. Rather, it emphasizes an attraction 
between polysaccharides on the one hand and proteins on 
the other. Although these could be highly specific, as 
shown by the existence of highly specific antibodies (pro- 
teins) for given polysaccharide chains, much less specific 
interaction could be operative (Steinberg, 1963). 

The assumptions about gradients of inducers and about 
complementarity of the retina and tectum are consistent 
with present information but are not necessary to explain 
what is already known. Therefore, the primary value of 
this model is that it illustrates how, without very detailed 
information, protuberant glycomacromolecules on neu- 
ronal surfaces might dictate interneuronal recognition in 
the absence of rigid templates for highly deterministic 
structural specificity. Although the model is consistent with 
known facts, it does not deal with everything that is 
known. In particular, no attempt is made to explain how 
the effect of the "gradients of inducers," presumed to be 
present only in embryogenesis, is maintained through the 
life of the organism. 

Summary 

This paper considers the hypothesis that glycomacromole- 
cules (glycolipids and glycoproteins) on neuronal surfaces 
mediate specific interneuronal recognition. The structure, 
metabolism, and localization of glycoproteins in cells are 
briefly reviewed. The capacity of nerve terminals to add 
carbohydrate residues to polypeptides synthesized in the 
neuronal perikaryon is shown, and the synthesis of several 
high-molecular-weight glycoproteins during a specific 
period in the development of the nervous system is de- 
scribed. A model for interneuronal recognition based on 
complementarity of cell surfaces in the retinotectal system 
is proposed, primarily to provoke biochemical investiga- 
tion of this crucial problem. 
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The Investigation of Synaptic Function by 

Means of Subcellular Fractionation Techniques 

V. P. W H I T T A K E R  

TRADITIONAL BIOCHEMICAL techniques have given much 
information about the chemical composition of the brain; 
indeed, many of the ubiquitous constituents of animal cells 
(e.g., the phospholipids) were first isolated from brain tissue. 

However, such information is not sufficient for an under- 
standing of how the nlolecular constituents ofnervous tissue 
are organized at the cellular level. Histochemical and auto- 
radiographic techniques can make valuable contributions in 
particular instances, but a more general approach is pro- 
vided by the technique of subcellular fractionation, in which 
cell stricture is broken down by the controlled application 
of liquid shear forces. The cell fragments and ~r~ane l les  so 
produced are identified and characterized by a combination 
of morphological and chemical analysis. 

Brain tissue, with its multiplicity of cell types, would be 
an unpromising subject for this kind of examination, if it 
were not for an unexpected property of presynaptic nerve 
terminals: their resistance to breakdown by liquid shear 
forces is much greater than is that of glial cells and other 
portions of neurons (Figure 1). This resistance permits the 
isolation of presynaptic nerve terminals (Gray and Whit- 
taker, 1962) as sealed structures, to which we have given the 
name synaptosomes (Whittaker et al., 1964). Other struc- 
tures that can be isolated by subcellular fractionation include 
fragments of myelinated axons, glial fragments, nuclei, 
mitochondria, and lengths of preterminal axon. 

Synaptosomes may be used for a variety of purposes, of 
which the most important are as follows. Most obviously, 
they can be used for studying the mechanisms of synthesis, 
storage, release, and ultimate destruction of transmitter sub- 
stances, and the effects of drugs and toxins on these proc- 
esses. 

By subfractionating synaptosomes, one can study the 
molecular organization of the presynaptic terminal-the 
composition of the external membranes, synaptic vesicles, 
soluble cytoplasm, and intraterminal mitochondria (Eich- 
berg et al., 1961; Whittaker, 1966b). 

v. P. w H I T  TA K E R Department of Biochemistry, University of 
Cambridge, Cambridge, England, and Department of Neurochem- 
istry, Institute for Basic Research in Mental Retardation, Staten 
Island, New York 

A certain proportion of synaptosomes have postsynaptic 
adhesions (Figure 1); as a result, they can, in principle, be 
used as a source of cleft material, of postsynaptic mem- 
branes, and of postsynaptic receptors, although caution is 
needed (Marchbanks and Whittaker, 1969; Whittaker, 
1969a) in evaluating work done so far (Azcurra and De 
Robertis, 1967) on these lines. 

Synaptosomes are formed, as far as we know, from any 
type of ending; the mossy-fiber endings in the glomerular 
layer of the cerebellar cortex pinch off to form synapto- 
somes that are sedimented at an unusually low speed, on ac- 
count of their large size (Israel and Whittaker, 1965). Syn- 
aptosome preparations are, accordingly, source material for 
the identification of new transmitter substances, and extracts 
can be tested on neurons from regions of the brain from 
which the synaptosomes have been isolated (Krnjevii: and 
Whittaker, 1965). 

Synaptosomes can be used to provide samples of terminal 
axoplasm in studies of axoplasmic flow (Barondes, 1966). 

The degree of metabolic autonomy of the terminal region 
of the neuron may be gauged by comparing the incorpora- 
tion of radioactive precursors into synaptosomes in vitro 
with that of nerve terminals isolated from more organized - 
preparations (e.g., slices) after exposure of the latter to the 
precursors. 

Synaptosomes are sealed, organized cell fragments with 
an intact external membrane, cytoplasm containing the full 
complement of glycolytic enzymes, and, usually, one or 
more small mitochondria. They can thus be regarded as 
miniature non-nucleated neurons or even as models of cells 
in general (Whittaker, 1968b). When warmed in a saline 
medium suitably fortified with metabolites and co-factors, 
they synthesize high-energy phosphate (Marchbanks and 
Whittaker, 1967; Bradford, 1969), extrude potassium 
(Bradford, 1969), take up sodium (Ling and Abdel-Latif, 
1968), synthesize protein (Morgan and Austin, 1968), glyco- 
protein (Barondes, 1968), and glycolipids (S. Roseman, 
personal communication), and display sodium-dependent, 
carrier-mediated uptake of various substances: transmitters, 
including norepinephrine (Colburn et al., 1968; Bogdanski 
et al., 1968), and, under special conditions, acetylcholine 
(Marchbanks, 1969), amino acids (D. G. Grahame-Smith, 
L. Austin, personal communications), and choline (March- 
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FIGURE 1 Left. Portion of cortical tissue showing dendrite showing similarity of structure to terminal in sitlr and 
spine and three presynaptic nerve terminals (outlined). postsynapticadhesion. 
Right. Detached presynaptic nerve terminal (synaptosome) 

banks, 1968a; Potter, 1968; Diamond and Kennedy, 1969); 
as a result, they should be useful source material for the iso- 
lation of carriers. For studies of membrane function, they 
are a useful "halfway house" between whole cells and phos- 
pholipid spherulites. 

Synaptosomes may be used in various ways to enlarge 
our knowledge of the morphology of the terminal region. 
High-resolution techniques, such as negative staining,which 
cannot be used with intact tissue, can be applied to the syn- 
aptic region by utilizing synaptosomes and their constituent 
organelles (Horne and Whittaker, 1962). Portions of post- 
synaptic membranes often remain adherent to the periphery 
of synaptosomes, which shows that the cleft contains an 
effective adhesive binding the presynaptic and postsynaptic 
membranes together. Other forms of controlled damage to 
the terminal region give additional information. Thus on 
hypo-osmotic lysis, synaptosomes do not all disintegrate 
into their component parts; some hang together, appearing 
as clumps of synaptic vesicles and intraterminal mitochon- 

dria surrounded by broken external membranes but devoid 
of soluble cytoplasmic constituents (Johnson and Whittaker, 
1963; Whittaker et al., 1964), suggesting that the cytoplasm 
contains a gel-like material. In negative staining, this ma- 
terial resembles a polysaccharide such as Ficoll (observations 
of V. P. Whittaker reported in part by Hosie, 1965). Quan- 
titative morphological studies can be carried out with syn- 
aptosomes (Clementi et al., 1966; Whittaker and Sheridan, 
1965) more easily than with whole tissue; synaptosome . 
fractions provide randomized samples of nerve terminals 
that could overcome sampling problems in evaluating the 
degree of synaptic connection in normal and pathological 
development. 

Limitations ofthe synaptosome technique 

The main limitation of the synaptosome technique is that a 
synaptosome preparation is a mixed population of nerve 
endings utilizing different transmitters. In special cases, 



however, specific types of terminal can be separated, e.g., 
the mossy-fiber and parallel-fiber terminals from the cere- 
bellar cortex (Israel and Whittaker, 1965; Johnston and 
Larramendi, 1968; Del Cerro et al., 1969). There is also the 
posibility of using peripheral tissue with a single type of 
innervation, such as electric organ, with its purely cholin- 
ergic innervation (Sheridan et al., 1966; Israel et al., 1968). 
Unfortunately, in peripheral tissues, the mechanical factors 
favoring the "pinching-off of nerve terminals are not 
present, and the best that can be done so far is to isolate vesi- 
cles. This limits the possibility of studying the organization 
of the whole terminal region. In mammalian peripheral 
tissues, an additional problem is the small proportion of the 
whole tissue represented by nerve endings and the con- 
sequent low concentration oftransmitter. 

Another problem is the amount of material that can be 
processed. Terminals represent only 2 to 3 per cent of brain 
tissue; synaptic vesicles, only about 0.1 per cent (Whittaker, 
1968a). Thus, when one is working with normal centrifuge 
equipment and the 1 to 10 grams of brain tissue that can be 
processed in a single run, the yield of material is too small 
for many purposes, especially if quite homogeneous prep- 
arations are required. There is, however, no difficulty in the 
scaling up of preparations with the zonal rotors now com- 
mercially available (Figure 2). At the other end of the scale, 
fractionation with 1 to 10 milligrams of tissue is feasible 
(V. P. Whittaker, unpublished observations; Giacobini, 
1969), provided sufficiently sensitive analytical methods are 
available. Such scaled-down operations will be useful in 
studies of axonal flow and for work on small, relatively 
homogeneous samples of nervous tissue, such as sympathetic 
ganglia. 

Yet another problem is the sensitivity of synaptosornes to 
autolysis and mechanical damage. They are much less stable 
than mitochondria, a fact that may partially explain why 
they remained undiscovered for so long. If one works at all 
times under conditions of good refrigeration (preferably in 
a cold laboratory), however, synaptosomes survive well, 
and short-term metabolic experiments at 25 to 37' C can be 
performed on them. There is some evidence that synapto- 
somes separated in Ficoll density gradients are more stable 
than those prepared in hyperosmotic sucrose, although they 
are more contaminated by other structures because of the 
absence of differential osmotic dehydration. Certain poly- 
mers (Ficoll, dextran, polyvinylpyrollidine) are thought to 
exert a stabilizing effect on cell membranes. However, 
critical comparisons between synaptosomes prepared in 
sucrose and Ficoll have not been made, and the latter are 
metabolically competent. Synaptosomes are considerably 
more sensitive to damage during fixation, staining, and 
embedding for electron microscopy than are other sub- 
cellular structures. Certain histochemical techniques (e.g., 
cholinesterase staining) do not give good results with synap- 
tosomes, presumably because of the greater opportunities 
for the diffusion of products in a pellet compared with that 
in a whole-tissue block (L. L. Ross, personal communica- 
tion), but others (e.g., fluorescence histochemistry of mono- 
amines) work well (Masuoka, 1965). 

The sensitivity of synaptosomes to autolysis may be the 
consequence of a local concentration of proteolytic enzymes 
in the terminal region concerned with the disassembly of 
proteins arriving there as a result of axoplasmic flow. 

A comprehensive account of work on synaptosomes 
would be out of place here; for further information, the 
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FIGURE 2 Separation of mitochondria (black peak at right) putative glial marker; MHL, malate hydrolyase, a mito- 
and synaptosomes (central black peak) from myelin and chondrial marker. Note coincidence of potassium peak (K) 
glial fragments (peak at left) from guinea-pig cortex in a and shoulder of mitochondria1 marker with synaptosomes. 
660 ml zonal rotor. Abbreviations: ACh, acetylcholine, a Amount of brain processed was about 20 g. 
synaptosomal marker; BuChE, butyrylcholinesterase, a 



reader is referred to recent reviews and printed lectures 
(Whittaker, 1965; Whittaker, 1969a, 1969b, 1969c, 1969d; 
Marchbanks and Whittaker, 1969). Attention is confined 
here to current work in my laboratory on the organization 
of the cholinergic terminal. 

Organization ofthe cholilzergic terminal 

LOCALIZATION OF ACETYLCHOLINE It has long been 
known that only about 25 per cent of the acetylcholine of 
forebrain can be extracted when the tissue is homogenized 
or comminuted in iso-osmotic aqueous media (e.g, 0.32 M 

sucrose) containing a cholinesterase inhibitor (for references, 
see Hebb and Whittaker, 1958). This acetylcholine is phar- 
macologically detectable, without further treatment, in the 
homogenate or in a high-speed supernatant fraction derived 
from it and is readily hydrolyzed by cholinesterases; the 
presence of a cholinesterase inhibitor in the suspension 
medium is necessary to stabilize it. 

The remainder of the tissue acetylcholine is particle- 
bound, resistant to attack by cholinesterases, and undetect- 
able pharmacologically unless first liberated from the par- 
ticulate material by a variety of treatments that have in com- 
mon their ability to destroy the integrity of lipoprotein 
membrane structures. A series of papers (Hebb and Whit- 
taker, 1958; Whittaker, 1959, 1961; Gray and Whittaker, 
1960, 1962) established that the "particle" containing the 
bound acetylcholine is the synaptosome. Bound acetyl- 
choline represents the presynaptic store of acetylcholine in 
the tissue and owes its existence in homogenates and frac- 
tions derived therefrom to the ease with which presynap- 
tic nerve terminals are detached to form synaptosomes. The 
free acetylcholine must originate either from synaptosomes 
disrupted during the initial homogenization or from cho- 
linergic axons and cell bodies. The latter origin is more 
likely, because nerve terminals appear to be converted in 
high yield to synaptosomes (Clementi et al., 1966), and 
there are very few vesicles in forebrain homogenates. 

Other work (Hebb and Whittaker, 1958; Whittaker, 
1959; Whittaker et al., 1964; Whittaker and Sheridan, 
1965) established that bound (i.e., synaptosomal) acetyl- 
choline consists of more than one fraction. Disrupting of 
synaptosomes by suspension in hypo-osmotic solutions 
causes the release of 40 to 60 per cent of the bound acetyl- 
choline (the "labile-bound" fraction) ; a variety of evidence 
(Marchbanks, 1968b) suggests that this is acetylcholine 
sequestered within the soluble cytoplasm of the synapto- 
some and bound only in the sense that the external mem- 
brane of the synaptosome constitutes a barrier to its free 
diffusion into the surrounding medium. 

Fractionation of disrupted synaptosomes on a sucrose 
density gadient shows that the osmotically resistant ("stable- 
bound") fraction of synaptosomal acetylcholine is associat- 
ed with vesicles; the observed amount per cholinergic 

vesicle could be accounted for if the vesicle core is assumed 
to be filled with an approximately iso-osmotic solution of 
acetylcholine. This acetylcholine is released by osmotic 
stresses greater than the stress originally applied to the syn- 
aptosomes, suggesting that the acetylcholine is not simply 
adsorbed to the surface of the vesicle. The actual state of 
acetylcholine within the vesicle is, however, unknown. It 
may well be bound to a macromolecule analogous to 
chromogranin, the protein-binding norepinephrine in 
adrenergic nerve terminals and chromafin granules. If so, 
the greater stability of synaptic vesicles to osmotic shock, 
compared to that of synaptosomes, might be siniply a func- 
tion of the greater ratio of surface area to volume of the 
vesicles, also compared to synaptosomes. This greater ratio 
would permit more rapid equilibration with media of 
lowered osmotic pressure. 

The amount of acetylcholine per cholinergic vesicle 
(estimated to be about 2000; Whittaker and Sheridan, 1965; 
Whittaker, 1966a) is consistent with the requirements of the 
vesicle hypothesis. However, as we shall see, the vesicular 
pool of acetylcholine turns over more slowly than can ac- 
count for the specific radioactivity of acetylcholine released 
from cholinergic terminals labeled with radioactive choline, 
suggesting an involvement of nonvesicular acetylcholine in 
transmitter release. 

Attempts have been made recently (Chakrin and Whit- 
taker, 1969; Richter and Marchbanks, 1969) to find out by 
means of radioactive precursors, whether the three fractions 
of brain acetylcholine simply originate from the redistribu- 
tion of acetylcholine from a single pool during homogeniza- 
tion or pre-exist in the original tissue. Radioactive choline 
is incorporated into brain-cortex acetylcholine by intra- 
cortical injection in vivo or by the incubation of cortical 
tissue blocks in a physiological saline medium containing 
the precursor; the tissue is then homogenized, and synap- 
tosomes and synaptic vesicles are isolated and extracted in 
the usual way. The extracts contain other radioactive prod- 
ucts in addition to acetylcholine (mainly choline and phos- 
phorylcholine). These are removed by submitting the ex- 
tracts to column or thin-layer chromatography. A liquid 
ion-exchange extraction method developed by Fonnum 
(1969) has proved useful for separating choline derivatives 
from other constituents in the tissue extract. The identity of 
the radioactive acetylcholine that is isolated is checked by 
treating a sample of extract with acetylcholinesterase; any 
cholinesterase-resistant counts appearing in the acetyl- 
choline region are deducted. 

The results show (Table I) that vesicular acetylcholine is 
less labeled, at one hour, than synaptosomal cytoplasmic 
acetylcholine, and that free acetylcholine is even less 
labeled. This indicates that the various pools are turning 
over at different rates and do not result from the redistribu- 
tion of a single pool during homogenization. 



RELATION OF SUBCELLULAR ACETYLCHOLINE TO RE- 
LEASED ACETYLCHOLINE Both types of preparation release 
acetylcholine spontaneously and, at a greatly increased rate, 
on stimulation. In the cortical preparation, the released, 
radioactive acetylcholine is collected by sealing a small sleeve 
or cup onto the surface of the cortex(Mitchell,1966) ; acetyl- 
choline released from the subjacent tissue diffuses into 
eserinized Ringer solution that has been placed in the cup. 
Cholinergic afferents can be stimulated by suitably placed 
electrodes. In the experiments with incubated blocks of 
cortical tissue, stimulation is brought about by 33 millimolar 
potassium. 

Both types of preparation show a phenomenon that is 
difficult to explain on the basis of current ideas about trans- 
mitter release. The specific radioactivity of the acetyl- 
choline released during stimulation and, still more, that of 
the acetylcholine released under resting conditions, are con- 
siderably higher than that of vesicular acetylcholine. The 
specific radioactivity of the acetylcholine released under 
resting conditions is, in fact, higher than any subcellular 
fraction isolated by current techniques. The fall in specific 
activity that takes place on stimulation may result from the 
augmentation of the resting release by acetylcholine derived 
from less radioactive stores, e.g., vesicles. 

The identity of the rapidly labeled pool is obscure. It may 
represent a population of metabolically active but labile 
vesicles from which acetylcholine is preferentially released 
but which does not survive isolation. Or it may represent 
acetylcholine synthesized from choline and taken up from 
the medium before this has had time to mix completely 
with endogenous choline; Kety's concept (this volume) of a 
preferentially released pool of transmitter adsorbed onto 
the external membrane may be relevant here. 

LOCALIZATION OF CHOLINE ACETYLTRANSFERASE Ace- 
tylcholine is synthesized by an enzyme, choline acetyl- 
transferase, that catalyzes the transfer on an acetyl group 

TABLE I 
Specijic radioactivity of acetylcholine ofsubcellular 
jiactionsjiom guinea-pig brain after intracortical 

injection of [N-Me-3H] choline given one hour previously 

Specific Radioactivity of 
Acetylcholine in Fraction 

Fraction (Mean S.D.) 

Disintegration per As % of 
Minute per Picomole Synaptosomes 

Synaptosomes 7.1 1.8 100 
Vesicles 4.6 + 0.3 66 + 5 
High-speed 2.5 + 0.1 36 rt 1 

supernatant* 

* Eserine present in hornogenate. 

&om acetylcoenzyme A to choline. The subcellular distri- 
bution of this enzyme closely resembles acetylcholine itself, 
as far as the primary fractions are concerned. As is acetyl- 
choline, about 25 per cent of the homogenate enzyme is in a 
free, fully active, nonparticulate form; the remainder is 
synaptosomal. Within the synaptosome, there is probably 
only one form-cytoplasmic. Evidence to the contrary 
(McCaman et al., 1965) overlooked the fact (Fonnum, 
1967) that at the low ionic strengths of hypo-osmotic 
synaptosome suspensions, the enzyme tends to be adsorbed 
onto external membrane fragments, and that such frag- 
ments heavily contaminate the vesicle fraction used by these 
authors. The degree of binding of the enzyme to the ex- 
ternal membrane as a function of ionic strength varies from 
one species to another, increasing from pigeon to guinea pig 
to rat to rabbit. The cat and sheep enzymes are also rela- 
tively strongly adsorbed. At the presumed ionic concentra- 
tion of the synaptosome cytoplasm, the enzyme, in all 
species, is largely in the soluble form. However, a small 
amount of adsorption onto the external membrane in vivo 
cannot be excluded, and this, rather than extracellular 
enzyme, might be responsible for the pool of acetylcholine 
that turns over rapidly and is involved in resting transmitter 
release. 

The mechanism whereby acetylcholine synthesized in the 
cytoplasm is transferred to the vesicles remains obscure. 
Possibly the system resembles that of the Ca2+-accumulat- 
ing vesicles derived from the pinching-off of the sarco- 
tubular system of muscle (Makinose and Hasselbach, 1963), 
but all attempts to detect an acetylcholine-stimulated 
adenosine triphosphatase or ATP-stimulated radioactive 
acetylcholine exchange with vesicle preparations have so far 
failed. 

LOCALIZATION OF ACETYLCHOLINESTERASE The third 
characteristic component of cholinergic neurons, acetyl- 
cholinesterase, has a more complex subcellular distribution 
than either acetylcholine or choline acetyltransferase. In this 
case, fortunately, a specific histochemical method exists; 
applied at the electron-microscope level, it greatly assists in 
clarifying the otherwise somewhat confusing subcellular 
distribution data. 

The fraction with the highest specijic activity is the 
microsomal fraction. Electron-microscope studies (Lewis 
and Shute, 1966) show that the lumen of the endoplasmic 
reticulum of cholinergic neurons stained strongly for re- 
action products; fragments of this will be recovered in the 
microsome fraction. On  the other hand, there are appreci- 
able amounts of the enzyme in the myelin and synaptosome 
fractions; on subfractionating synaptosomes, the enzyme is 
localized in the external membrane fraction (Whittaker et 
al., 1964). Properly prepared vesicles (Figure 3) free from 
external membrane fragments (but not those prepared by 
the method of McCaman et al., 1965) have negligible 



 FIGURE^ Isolated synaptic vesicles prepared by den~it~-~radient  
centrifuging. Note absence of contaminating membranes. 

amounts of esterase activity. These observations agree with R E F E R E N C E S  " 
the morphological findings: the enzyme is localized in the 
plasma membrane underneath the myelin sheath and, in 
high concentration, on  the external membrane of the 
cholinergic nerve terminal. 

The coexistence of cytoplasmic acetylcholine and acetyl- 
cholinesterase in the synaptosome seems less paradoxical if 
it is assumed that the functional groups of the enzyme face 
outward and are therefore not accessible to endogenous 
acetylcholine. There is some evidence for this: on standing, 
endogenous acetylcholine declines at a rate determined by 
diffusion through the external membrane, and far more 
slowly than a similar concentration of acetylcholine applied 
externally. 

In conclusion, the discovery of synaptosomes has opened 
up a useful, new, and more direct approach to many 
problems of synaptic function. Much work must be done, 
however, before the mechanisms of storage and release of 
chemical transmitters are fully understood. 
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68 Neurotransmitters, Neurohormones, 

and Other Small Molecules in Neurons 

LESLIE L. I V E R S E N  

NEURONS CONTAIN a very large number of substances of low 
molecular weight, but most of these, such as the sugars, 
amino acids, fatty acids, nucleotides, and coenzymes in- 
volved in intermediary energy metabolism and other meta- 
bolic pathways, are universal components of living tissues 
and have no special relevance for neuronal function. I have 
chosen to discuss a few aspects of certain substances that are 
intimately involved in the functional properties of neurons. 
After a brief description of a group of organic anions that 
play an important role in maintaining the electrical polariza- 
tion of the neuronal membrane, the rest of this chapter is 
devoted to a description of neurotransmitters and other 
neurosecretory products. All neurons are secretory cells, in 
the sense that they release a neurotransmitter or a neuro- 
hormone. Different types of neuron often have obvious, 
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morphologically distinguishing features, but they may be 
differentiated equally characteristically according to the 
particular neurotransmitter or neurohormone they manu- 
facture and secrete. This chemical individuality of neurons 
can be exploited by appropriate histochemical techniques as 
a powerful tool for mapping the anatomical distribution of 
a h articular neuronal type in the heterogeneous population 
of the nervous system. 

This chapter necessarily suffers from major omissions ; for 
instance, space does not allow the inclusion of any descrip- 
tion of important groups of substances, such as the carbo- 
hydrates involved in neuronal glycoproteins and ganglia- 
sides (Barondes, this volume), or the neuronal lipids. 

Organic anions 

The presence of organic anions in the axoplasm of neu- 
rons is an important feature in the ionic balance leading to 
the establishment of the resting membrane potential across 



the neuronal membrane. From the studies of Schmitt and 
his coworkers on the ionic composition of the axoplasm of 
squid giant nerve fibers and lobster nerves, it was apparent 
that the concentration of inorganic anions, such as chloride, 
in the axoplasm was considerably lower than the total con- 
centration of inorganic cation, indicating that a considerable 
"anion deficit" existed in axoplasm (Bear and Schmitt, 
1939). This deficit has since been accounted for by various 
organic anions that are present in high concentrations in 
axoplasm. Koechlin (1955), for instance, showed that, in the 
axoplasm of squid giant fibers, the major organic anion is 
isethionic acid (Zhydroxyethane sulphonic acid), which is 
present in very high concentrations, accounting for some 
20 per cent ofthe dry weight of axoplasm (Table I). In other 
species, various other organic anions may serve a similar 
role-for example, aspartic acid, glutamic acid, and N- 
acetyl aspartic acid (Figure 1). N-acetyl aspartic acid is 
thought to be particularly important in this respect in mam- 
malian brain, in which it occurs in some abundance (Tallan, 
1957). 

Acid-base balance in squid nerve axoplasm microequivalents 
per gram of axoplasm 

ANIONS CATIONS 

Chloride 
Phosphates 
Aspartic acid 
Glutamic acid 
Carboxylic acids 
(succinate and fumarate) 
Unidentified sulphate 
Isethionate 
TOTAL 

(From Koechlin, 1955.) 

140 Potassium 
24 Sodium 
65 Calcium 
10 Magnesium 

Organic base 
15 
35 

220 
509 TOTAL 

Neurotransmitter substances 

IDENTITY AND OCCURRENCE IN VARIOUS TISSUES Table 
11 lists those compounds known to act as neurotransmitters 
and the other compounds that probably fill this role. The 
Table describes, for each compound, the particular synapses 
for which the most extensive evidence is available. A dis- 
cussion of the criteria used to establish the identity of neuro- 
transmitter substances, or the detailed evidence available for 
each of the compounds in the Table are not possible here; 
these points are covered in the references cited. Although it 
seems likely that at least 10 different neurotransmitters exist, 
only three substances have been conclusively established as 

l se th iona te  
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O O C - C H ~ C H ~ C H  -COO- 
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NH3 + 
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N H - C - C H ~  
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FIGURE 1 Structures of some organic anions found in axoplasm. 

transmitters to date: acetylcholine (ACh), norepinephrine 
(NE), and r-aminobutyric acid (GABA). Apart from these 
three compounds, glutamate is a g rob able candidate as the 
excitatory transmitter released at insect neuromuscular 
junctions (Usherwood et al., 1968), and 5-hydroxytrypta- 
mine (5-HT, or serotonin) as the cardiac excitatory trans- 
mitter in molluscan heart (Welsh, 1957). GABA, glycine, 
and dopamine are possible inhibitory transmitters in the 
mammalian CNS (see Table 11). The list of neurotrans- 
mitters and probable candidates for this role includes a di- 
versity of chemical structures (Figure 2), but all the sub- 
stances are small diffusible molecules (molecular weight 
<300), and there is a preponderance of amines. 

Many of the compounds listed in Table 11 are found 
throughout the animal kingdom. In particular, the amines 
(NE, dopamine, 5-HT, and ACh) occur in considerable 
abundance in many invertebrate nervous systems (Cottrell 
and Laverack, 1968), but are found only in relatively low 
concentrations in the mammalian CNS, perhaps reflecting 
the prominence of other, more recently evolved, trans- 
mitter systems in higher animals. Few generalizations can 
be made about the physiological functions of the various 
transmitters. ACh may serve both as an excitatory and as an 
inhibitory transmitter at different synapses in the same or- 
ganism, and the same applies to NE. Furthermore, the same 
physiological function may be served by different transmit- 
ters in different species, for instance, the excitatory innerva- 
tion of vertebrate skeletal muscle is exclusively cholinergic, 
but this function may be served by L-glutamate in crusta- 
ceans or by 5-HT in annelids. Some compounds appear to 
be almost exclusively inhibitory or excitatory in their trans- 
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-y-Aminobutyric acid Crustacean inhibitory - Picrotoxin Kravitz, 1967 

(GABA) neuromuscular 

Current list o f  transmitter substances and probable candidates 

Effects Excitatory 
Transmitter Synapse Concerned or Inhibitory Antagonist Drug Reference 

Acetylcholine (ACH) Vertebrate neuromuscular + d-Tubocurarine 

junctions 

junctions 
Acetylcholine Vertebrate autonomic + Hexamethonium 

a ganglia 
Acetylcholine Vertebrate parasymp. + or - Atropine 

5-hydr~xytr~ptamine Molluscan cardiac + LSD Welsh, 1957 

, Kravitz, 1967 

excitatory nerves 
Glutamate Insect excitatory neuro- + Not known Usherwood et al., 1968 

3: fibers/smooth muscle 
Ln Norepinephrine (NE) Vertebrate sympathetic + or - Pheno~~benzamine (a) ' 

W 
Glycine 

cl 

Dopamine 
C 
P. 
0 Acetylcholine 
d Dopamine 
Q, 5-HT 

GABA 
Glutamate 

cl 
P. 

fibers/smooth muscle, propranalol ( p )  

C etc. 
b Adrenalin Amphibian sympathetic + or - (As above) 
V] 

W fibers/smooth muscle, 
etc. 

muscular junctions 
Mammalian spinal cord - 

interneurons 
Mammalian nigrostriatal - 

neurons 

von Euler, 1951 

Molluscan ganglion + and - 

Strychnine 

Not known 

Numerous 

Werman and Aprison, 
1968 

Hornykiewicz, 1966 

Tauc, 1967 
Gerschenfeld, 

1965 
Kerkut and Walker, 

1962 
Stefani and Gerschenfeld, 

1969 

mitter role; thus, GABA and dopamine are usually found to 
produce inhibitory effects, and glutamate to produce ex- 
citatory effects. Excitatory effects for GABA and dopamine 
and inhibitory effects for glutamate have, however, been 
reported in some cells of molluscan ganglia (Tauc, 1967; 
Gerschenfeld and Lasansky, 1964; Kerkut and Walker, 
1962). 

It is clear that the nature of the effect produced by a par- 
ticular transmitter substance is determined largely by the 
type of postsynaptic receptor with which the transmitter 
interacts. Several different types of receptor probably exist 
for most transmitters; for instance, at least three receptor 
types are known for acetylcholine in mammalian systems 
(Table 11), and further types of ACh receptors have been 
described in invertebrates (Tauc, 1967). Two cell types, 
termed D and H, have been described in molluscan ganglia. 
Both are depolarized or hyperpolarized respectively by 

ACh. Although the receptors involved in these two cell 
types are distinguishable by pharmacological criteria (hexa- 
methonium blocks ACh effects on D cells but not on H 
cells), the effect of ACh on both types of cell appears to be 
an increased permeability to chloride ions (Tauc, 1967). The 
factor that determines the nature of the response appears to 
be the intracellular chloride-ion concentration of the two 
types of cell-this has been measured as 11.2 + 0.6 rnilli- 
molar for H cells and 24.7 f 0.8 millimolar for D cells. In 
the D cells, therefore, the chloride equilibrium potential is 
less negative than the resting potential, so that ACh pro- 
duces a depolarization, whereas the converse holds for the 
H cells (Kerkut and Meech, 1966). Even the same transmitter 
acting on the same receptor type may produce excitatory 
or inhibitory effects in different tissues. Thus, NE acting on 
"0-adrenergic" and "a-adrenergic" receptors produces excit- 
atory effects on cardiac and many smooth musclcs, but 
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FIGURE 2 Structures of some neurotransmitters and putative 
neurotransmitters. 

produces inhibitory effects on intestinal smooth muscle 
(Biilbring and Tomita, 1969). 

As the number of chemically transmitting synapses with 
identified transmitters is increased, it may be necessary to 
consider some formal system of nomenclature to describe 
the many types of synapse that exist. The currently accepted 
terms "cholinergic" and "adrenergic" (Dale, 1934) are now 
seen to be somewhat lacking in precision. The term "cho- 
linergic," for example, does not distinguish between the 
various types of synapse in which ACh is the transmitter. 
The term "adrenergic" does not allow a distinction to be 
made between the various types of synapse in which NE, 
dopamine, or adrenalin is a transmitter. For a complete 
description of a particular synapse, a formal system of 
nomenclature should perhaps describe (I) the transmitter 
released from the presynaptic nerve terminal; (2) the nature 
of the effect produced in the postsynaptic cell (i.e., excita- 

tory or inhibitory); and (3) the type of receptor involved 
(usually characterized by a specific antagonist drug). The 
vertebrate neuromuscular junction would thus be described 
as "acetylcholine, excitatory, d-tubocurarine," the synapses 
in autonomic ganglia as "acetylcholine, excitatory, hexa- 
methonium," and so on. These might be abbreviated, for 
example, as ACh-E-C and ACh-E-H, respectively, and so 
on. 

The points outlined above emphasize that the postsynap- 
tic receptor sites with which transmitters interact are of 
great importance in determining the biological activity of 
these substances. This is further emphasized when it is 
realized that the neurotransmitter substances are by no 
means unique components of nervous tissues. ACh, for 
example, is found in certain non-neuronal tissues, notably 
in large amounts in mammalian ~lacenta-which appears 
to lack any cholinergic innervation (Hebb, 1957). The cate- 
cholamines are found in glandular chromaan cells in the 
adrenal medulla and in other mammalian tissues (coupland, 
1965) ; dopamine is present in a specialized form of mast cell 
in ruminant mammals (Berth et al., 1959). Serotonin has a 
particularly ubiquitous distribution; large amounts of this 
substance are present in enterochromaffin cells of the verte- 
brate intestinal mucosa, blood platelets, mast cells, certain 
exocrine and endocrine glandular cells, pinealocytes, frog 
skin, fish spermatophores, and many insect and molluscan 
venoms (Erspamer, 1966). The catecholamines and 5-HT 
are even found in substantial amounts in certain micro- 
organisms and in some plant tissues (Erspamer, 1966). The 
reductio ad absurdurn for the notion that neurotransmitters are 
uniquely neuronal components is seen with the putative 
transmitters glycine and L-glutamate, which are found in 
the free amino-acid pool of every living cell as precursors 
for protein synthesis. The universal occurrence of glycine 
and glutamate might appear to argue against the view that 
these substances could act as neurotransmitters, but although 
such an argument has a certain emotional impact, it is clear 
that no transmitter substance has been shown to have a 
uniquely neuronal localization. The necessary specificity for 
chemical transmission is determined not by the occurrence 
of unique chemicals, but rather by the existence within a 
given neuron of specialized mechanisms for the manufac- 
ture, storage, and release of a particular substance, and by 
the occurrence of specific receptor sites on the postsynaptic 
cell. Those sites recognize and respond to the released chem- 
ical in a characteristic manner. On this basis, almost any 
small diffusible substance could act as a transmitter, which 
does not in any way preclude that substance from serving 
various other physiological or metabolic functions. 

THE BIOSYNTHESIS OF NEUROTRANSMITTERS The bio- 
synthetic pathways for ACh, the catecholamines, 5-HT, 
and GABA are outlined in Figure 3 and are not described in 
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FIGURE 3 Biosynthetic pathways for some neurotransmitters. 

detail here. Certain features of transmitter biosynthesis, 
however, appear to be common to all these systems. 

1. Transmitter biosynthesis takes place within the neuron 
that secretes that transmitter, and the precursor for this bio- 
synthesis is a substance found in some abundance in plasma 
or other extracellular fluids (choline, L-tyrosine, L-tryp- 
tophan, or L-glutamate). Each type of neuron probably 
possesses a specific transport mechanism to mediate the up- 
take of the appropriate precursor from the extracellular fluid 
into the neuron. 

2. The enzymes responsible for the biosynthesis of a par- 
ticular transmitter are found throughout all regions of the 
neurons that contain that transmitter, i.e., in cell body, 
preterminal axon, and nerve terminals. The major portion 
of the biosynthetic enzymes, however, is found in the region 
of the nerve terminals. Thus, in brain homogenates, most 
of the choline acetylase, tyrosine hydroxylase, tryptophan 
hydroxylase, and glutamic decarboxylase activities are re- 
covered in nerve-ending particles or "synaptosomes" 
(Whittaker, 1965, and this volume). The concentration of 
the transmitter substance itself in different regions of the 
neuron often shows a similar distribution, with small 
amounts occurring in all regions of the cell, but with the 
highest concentrations in the nerve terminals (Figure 4). 

3. In several cases, there is evidence that the rate of trans- 
mitter biosynthesis may be controlled by a negative-feed- 
back inhibition exerted by the end product on an early 
step in the biosynthetic pathway. Thus, in vitro studies 
have shown that acetylcholine inhibits choline acetylase 
(Potter et al., 1968), norepinephrine and dopamine inhibit 
tyrosine hydroxylase (Udenfriend, 1968), and, in crustacean 
inhibitory neurons, r-aminobutyric acid inhibits glutamic 
decarboxylase (Kravitz et al., 1965). These may constitute 
simple mechanisms by which the rate of transmitter bio- 
synthesis is geared to the rate of utilization. It has been 
shown that the rate of transmitter synthesis in adrenersgic 
and cholinergic nerves is increased during nerve activity, 
although the magnitude of this increase seems to be some- 
what greater in cholinergic neurons, in which the rate of 
ACh synthesis may increase by more than seven-fold during 
nerve stimulation, than in adrenergic nerves, in which in- 

creases of threefold in the rate of NE synthesis have been 
found (Birks and MacIntosh, 1961; Udenfriend, 1968). 
Feedback inhibition may not be the only mechanism in- 
volved in regulating the rate of transmitter synthesis; the 
synthesis of GABA in mammalian brain, for example, is not 
subject to feedback inhibition by the product, but is sensitive 
to inhibition by such anions as chloride (Roberts and Kuri- 
yama, 1968). The synthesis of ACh may also be influenced 
by the ionic composition of the axoplasm, and, as the syn- 
thetic reaction is reversible, may also be governed by simple 
mass-action effects (Potter et al., 1968). 

4. It seems likely that transmitter biosynthesis takes place 
most rapidly in nerve terminals, which contain the bulk of 
the biosynthetic enzymes. Indeed, it is difficult to imagine 
how any mechanism involving a remote synthesis of trans- 
mitter could meet the rapid demands for newly synthesized 
transmitter at the nerve terminal during sustained nerve ac- 
tivity. Estimates of the amount of ACh or NE released by a 
single nerve impulse in both cholinergic and adrenergic 
nerves indicate that the total reserves of transmitter stored 
in the terminals of either type of neuron are sufficient for 
only about 10,000 impulses, and, because only a portion of 
the total store is available for release, the functional reserves 
are sufficient for only a few minutes of sustained activity 
(Birks and MacIntosh, 1961; Stjarne et al., 1969). In the 
cholinergic nerves to the cat superior cervical ganglion, for 
example, the amount of ACh released during a 60-minute 
period of stimulation at a frequency of 20 impulses per sec- 
ond is equivalent to more than five times the total content 
of ACh in the ganglion (Birks and MacIntosh, 1961). Fur- 
thermore, normal rates of NE bios~nthesis can be main- 
tained for long periods in isolated organs, such as the heart 
or spleen, even though only the adrenergic terminal inner- 
vation is preserved in such preparations (Levitt et al., 1965). 
On the other hand, the manufacture of the enzymes them- 
selves probably occurs exclusively in the perikaryal region 
of the neuron, which contains the nucleus and most of the 
mechanisms involved in protein synthesis; the possibility of 
enzyme synthesis by mitochondria at endings has been con- 
sidered, but its role is not clear (Lehninger, this volume). 
There is, furthermore, a continuous flow of newly synthe- 



Cel l  body: 
Total content ca. 0.4 pg NE 

(DahlstrGm and Haggendal, 1966) 

Conc. ca. 10-100 /.~g/g wet w. 
(Norberg and Hamberger, 1964) 

Turn-over of granules ca. 1-5 h. 

Varicosities: 

Content per varicosity ca. 5. I F 3  pg NE 

Conc. ca. 1000-3000 /.~g/g wet w. 

Approx. number of amine storage 
granules ca. 1500 per varicosity 
(Dahlstrom, ~ i ~ g e n d a l ,  and Hokfelt, 
1966) 

Termitznls: 

Total content per neuron ca. 0.1-0.4 ng NE; 
Total length per neuron ca. 10-30 
cm (Dahlstriim and Haggendal1966) 

FIGURE 4 Schematic illustration of the intraneuronal distribution of norepine- 
phrine in a sympathetic adrenergic neuron of the rat or cat. (Reproduced with 
permission from Dahlstrom, 1967 ; Dahlstrijm and Higgendal, 1966 ; Dahlstrom 
et al., 1966; Norberg and Hamberger, 1964.) 

sized macromolecular components from the cell body along 
the axon toward the terminal regions of the neuron (Weiss, 
this volume; Davison, this volume), so that the biosynthetic 
machinery at the nerve terminal is continuously renewed. 
The biosynthetic enzymes are made in the cell body region 
of the neuron and must pass down the axon to the terminal 
regions, which probably explains why the enzymes are 
found in all regions of the neuron, and may also account for 
the presence of the transmitter substance in the cell body 
and axon, although only that in the terminals is functional. 

Substances and structures involved in transmitter storage, 
such as the macromolecular components of synaptic vesi- 
cles, are also continuously replenished by perikaryal synthe- 
sis and axoplasmic flow. Studies of the rate of transport of 
adrenergic vesicles (detected by virtue of their NE content) 
down sympathetic nerve trunks (Dahlstrom and Haggendal, 
1966, 1967) have indicated that the average lifetime of an 
adrenergic vesicle in the terminals of such neurons is be- 
tween 35 and 70 days (Figure 4). This finding is of consider- 
able interest, for the value of 35 to 70 days is much longer 
than the average lifetime (approximately 12 hours) of a nor- 
epinephrine molecule in the adrenergic nerve terminals. It 
follows that the vesicle stores of NE must be constantly re- 
plenished by a biosynthesis of NE in the nerve terminals, 

and that the amounts of NE which travel down the axon in 
association with preformed adrenergic vesicles cannot make 
any substantial contribution to the functional pool of NE in 
the terminal stores. This conclusion was also reached from 
the studies of Geffen and Rush (1968) on the rate of trans- 
port of NE down sympathetic nerve fibers. The concept of 
synaptic vesicles as re-usable storage packages is also in ac- 
cord with current views concerning the mechanisms in- 
volved in transmitter release, which are discussed below. 

A question of great interest is whether the rate of synthe- 
sis and axonal transport of the biosynthetic enzymes and 
storage-vesicle components is controlled by nerve activity. 
Although very little information is available on this point, 
recent reports indicate that the amount of tyrosine hy- 
droxylase activity in adrenergic nerves or in adrenal medul- 
lary cells increases when these cells are subjected to stimula- 
tion (Viveros et al., 1969; Weiner and Rabadjlja, 1968; 
Mueller et al., 1969). These findings may, perhaps, open 
new vistas in one of the most exciting directions for neuro- - 
biology, namely, the description of mechanisms by which 
neuronal activity can modify synaptic f~~nction. 

TRANSMITTER RELEASE When an action potential reaches 
the terminal regions of a neuron, the accompanying depo- 
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larization is rapidly followed by a release of transmitter sub- 
stance into the synaptic cleft. Transmitter release takes place 
with a finite delay which has been measured as between 0.3 
and 0.5 milliseconds for the release of ACh at the vertebrate 
neuromuscular junction (Katz and Miledi, 1965). The pre- 
cise mechanisms involved in transmitter release are not yet 
known, but research on this problem and the general area of 
stimulus-secretion coupling is now proceeding rapidly. It 
seems likely that transmitter release at all chemically trans- 
mitting synapses may, as in the case of the neuromuscular 
junction, be characteristically of a quantal nature, i.e., the 
amount of transmitter released from the presynaptic nerve 
terminal is not continuously graded, but occurs as multiples 
of a basic quantum amount (Katz, 1966). In the absence of 
nerve activity, random spontaneous "miniature endplate 
potentials" (m.e.p.p.s.) were recorded from the innervated 
muscle fibers when recording electrodes were inserted into 
the muscle at a point close to the motor endplate. The 
m.e.p.p.s. appeared to be due to a spontaneous release of 
ACh from the nerve terminals, as they were blocked by 
anticholinergic drugs and prolonged by anticholinesterases. 
Furthermore, the amplitude of the m.e.p.p.s. was remark- 
ably constant, indicating the quantal nature of the release. It 
could, furthermore, be shown that the release of ACh 
evoked by nerve stimulation was composed of a burst of 
some 300 quanta per nerve impulse. This was most con- 
vincingly demonstrated in experiments in which stimulation 
was applied to preparations in a low-calcium or high-mag- 
nesium medium, in which the amount of ACh release was 
much less than that normally found; under such conditions, 
the amplitude of the evoked potential recorded from the 
muscle cells during repeated stimulations showed a multi- 
modal frequency distribution, with peaks occurring at one, 
two, three, and four times the mean amplitude of the spon- 
taneous m.e.p.p.s. (Figure 5) (Boyd and Martin, 1956). 
Spontaneous miniature synaptic potentials have subse- 
quently been recorded from other noncholinergic synapses: 
from adrenergic synapses on smooth muscle (Burnstock and 
Holman, 1966), from crayfish and insect neuromuscular 
junctions (Dude1 and Orkand, 1960; Usherwood, 1963), 
and from squid giant fiber synapses (Miledi, 1966). It is now 
generally accepted, although not definitively proved, that 
the quantal release of transmitter substances is related to the 
storage of the transmitters in discrete packages in the form 
of synaptic vesicles, 300 to 500 A in diameter, which feature 
prominently in the morphological appearance of all chemi- 
cally transmitting synapses. For ACh, NE, dopamine, and 
5-HT there is evidence that, within the nerve terminals con- 
taining these substances, the transmitters are present in high 
concentrations in the vesicle storage sites (Whittaker, 1965, 
and this volume). The possibility that they may be present 
in appreciable amounts in cytoplasmic (nonvesicle) solution 
is shown by Whittaker (this volume) for ACh and by Kety 

(this volume), who postulates substantial storage in the pre- 
synaptic membrane. These newer data may have an impor- 
tant influence on our theories of q~~antal  release, storage, and 
release mechanisms. 

If the concept of quantal release is accepted, the problem 
of the mechanism of release becomes one of explaining how 
the transmitter substance is transferred from the storage site 
within a membrane-bound vesicle to the extracellular fluid 
outside the axonal membrane. As yet, there is very little de- 
tailed evidence concerning the mechanisms. Transmitter re- 
lease does not involve the membrane systems which are 
responsible for the ionic permeability changes associated 
with the conduction ofthe nerve action potential; m.e.p.p.s. 
and evoked transmitter release can occur in the presence of 
tetrodotoxin, which specifically blocks the action potential 
mechanisms (Katz and Miledi, 1965). 

The transmitter release process seems likely to prove 
similar to that in other secretory systems, such as those in 
the secretion of hormones or other products from glandular 
tissues. The secretory process in nerves and glandular tissues 
shows an absolute dependence on the presence of calcium 
ions in the external fluid surrounding the secretory tissue; 
glandular secretion is, furthermore, known to involve an 
inward movement of calcium into the secretory cell. Both 
neurotransmission and glandular secretion can also be sup- 
pressed by elevated magnesium concentrations. The secre- 
tory products of glandular tissues are stored in packets, in 
the form of secretory granules (1000 to 3000 A in diameter). 
A glandular secretory system which has been extensively 
studied is that involved in the release of catecholamines 
(NE and adrenalin) from the chromafin cells of the adrenal 
medulla in response to splanchnic-nerve stimulation or to 
applied ACh (for reviews, see Douglas, 1968; Smith, 1968). 
The secretory cells of the adrenal medulla are homologous 
with adrenergic neurons, and the two types of cell resemble 
each other in many ways. The release of catecholamines 
from adrenergic nerves and from the medulla is stimulated 
by similar secretogogues (ACh, nicotine, DMPP 11, 1- 
dimethyl-4-phenylpiperazinium iodide], barium) ; both 
processes are calcium-dependent. In the medullary cells, 
the catecholamines are stored in dense-core particles that 
are similar to, but larger (800 to 1200 A) than, adrenergic 
synaptic vesicles. 

In both types of storage particle, the amines appear to be 
bound by a mechanism that causes the formation of a com- 
plex with adenosine triphosphate (ATP) or other adenine 
nucleotide; ATP is present in each case in a stoichiometric 
ratio of 1 mole of ATP for each 4 moles of catecholamine 
(Hillarp and Thieme, 1959; Stjarne, 1964). In addition, both 
medullary particles and adrenergic vesicles contain the en- 
zyme dopamine-p-hydroxylase, which catalyzes the ter- 
minal step in the NE biosynthetic pathway (Figure 3); in 
medullary particles, the enzyme is partly bound to the 
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A m p l i t u d e  o f  spontaneous 
p o t e n t i a l s  ( m V  ) 

Amplitude of end-plate potentials (mV) 

FIGURE 5 Histograms of endplate potentials (e.p.p.) and spontaneous miniature ~otentials. Gaussian curve is fitted to 
spontaneous amplitude distribution in a cat muscle fiber in spontaneous potential distribution and used for calculating 
which neuromuscular transmission was blocked by in- theoretical distribution of e.p.p. (continous curve). Arrows 
creasing the magnesium concentration of the Krebs solution indicate expected number of failures of response to nerve 
to 12.5 mM. Peaks in e.p.p. amplitude distribution occur stimuli. (From Boyd and Martin, 1956.) 
at one, two, three, and four times the mean amplitude of the 

membranes of the storage particles and is partly in free 
solution within the particles (Viveros et al., 1969). A group of 
soluble proteins, known collectively as the ch r~mo~ran ins ,  
has also been described in the purified storage particles from 
the adrenal medulla. The major component of the chromo- 
granins has been isolated and purified (Smith and Winkler, 
1967) and a sensitive immunological assay has been devel- 
oped (Sage et al., 1967). This component, chromogranin 
A, is a protein of 77,000 molecular weight and is unusally 
rich in acidic amino-acid residues. 

When the adrenal medulla is stimulated to secrete cate- 
cholamines, all the soluble contents of the storage particles 
appear to be discharged to the exterior of the cell. Chromo- 
granin A, and the other chromogranins, ATP, and dopa- 
mine-P-hydroxylase have all been detected in the perfusate 
from stimulated adrenal glands (see Kirshner et al., 1967; 
Smith, 1968; Douglas, 1968; Viveros et al., 1969). Further- 
more, the ratios of ATP and chromogranin A to catechol- 
amine in the released material are similar to the ratios found 
for these components in the intact storage particles (Table 
111). O n  the other hand, insoluble components associated 
with the membranes of the medullary storage particles 
(lysolecithin, bound dopamine-6-hydroxylase) are not re- 
leased, nor is there any detectable release of soluble compo- 

nents of the cytoplasm of the medullary cells (lactic dehy- 
drogenase, phenylethanolamine N-methyl transferase). 
These results thus favor a mechanism of release in which all 
the soluble contents of the particles are discharged to the 
exterior, by a process of reverse pinocytosis or "exocytosis" 
(Figure 6). Such a mechanism was also suggested on the 
basis of morphological studies of adrenal medullary tissue 
after intense secretory activity, in which empty storage 

TABLE I I I 

Release ofprotein and adenosine triphosphate (ATP)fuortl  the 
adrenal gland during stirnulation 

Ratio of Catecholamine to Released Material 

In Perfusate In Intact 
Released Material of Gland Storage Particles 

Storage particle 
Protein 
(chromogranin A) 1.7 + 0.19 1.6 + 0.19 

Adenine nucleotides 4.22 0.07 Approx. 4.5 

(ATPI 

(From Kirshner et al., 1967; Douglas and Poisner, 1966.) 
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medulla to neurotransmitter release mechanisms raises many 
interesting questions. It is by no means universally agreed 
that transmitter release takes place via a mechanism of exo- 

Rest cytosis (see, for example, Robertson, this volume). If exocy- 
In tosis, however, is the universal mechanism of secretion, the 

Out implication is that soluble components of synaptic vesicles 
other than the neurotransmitters themselves may be re- 
leased along with the transmitter from nerve terminals. 
Indeed, in the adrenal medulla the amount of protein and 
ATP secreted is greater (on a weight-for-weight basis) than 
the amount of catecholamine released. Hitherto, attention 

Stimulat ion has focused entirely on the release of transmitter substances 
from neurons, but the concomitant release of other sub- 
stances-both low molecular and macromolecular-may . ..... ' *  ' . . . also play an important role in the over-all relationship be- 

1 .  ".' tween the presynaptic neuron and the innervated tissue. 
For instance, there is good evidence that nerves exert long- 
term trophic influences on the cells they innervate, a phe- 
nomenon that has been most extensively studied in the rela- 
tionship between nerve and muscle (Guth, 1968, 1969). In 
vertebrate striated muscle, the presence of the motor inner- 

Post-st imulation vation influences the sensitivity of the muscle fibers to ACh, 
their cholinesterase content, and even the type of proteins 
that are synthesized by the muscle (Guth,'1968$ These 

FIGURE 6 Diagrammatic illustration of the principle of secretion trophic influences depend on the presence of an intact func- 
by exocytosis. 

tional innervation and are abolished if the innervation de- 

particles were described (de Robertis, 1964). Recently, Pois- 
ner and Trifar6 (1967) proposed a detailed model of exocy- 
tosis in the adrenal medulla that incorporates much of the 
curently available experimental evidence. 

Far less experimental evidence is available concerning the 
mechanisms of neurotransmitter release, largely because of 
the technical difficulties involved in measuring the much 
smaller amounts of material released from nerve terminals 
as opposed to glandular tissues. Recent reports indicate, 
however, that a protein immunologically similar to chro- 
mogranin A is found in adrenergic vesicles (Banks et al., 
1969), and that this protein is present in sympathetic gangli- 
on cells and is transported down sympathetic axons (Livett 
et al., 1969). That a protein similar to chromogranin A may 
be implicated in the storage of NE in adrenergic synaptic 
vesicles and may be released along with NE from adrenergic 
nerve terminals is an attractive idea. It does, however, raise 
the question of how such a component could be replaced 
at the nerve terminals. As discussed above, it seems that 
most of the transmitter released from nerve terminals is 
synthesized locally at the terminals-this seems unlikely for 
a protein such as chromogranin A. If materials such as this 
are released from nerve terminals, it may be that special 
rapid-transit systems exist to convey them from the neuron- 
a1 cell body to the terminal regions. 

The probable application of the findings in the adrenal 

generates or if transmitter release is blocked with botulinum 
toxin. Although it has been suggested that ACh itself might 
be the "trophic substance" released from the nerve (Drach- 
man, 1967), there are reasons for believing that some sub- 
stance other than ACh may be responsible (Miledi, 1960). 
It seems possible, therefore, that the trophic substance may 
represent some soluble component of the synaptic vesicles 
that is released along with ACh, although the existence or 
chemical identity of such a substance is, of course, still un- 
known. 

TRANSMITTER CATABOLISM AND INACTIVATION After 
the neurotransmitter has been released into the synaptic 
cleft and has interacted in some still-mysterious manner 
with the postsynaptic receptor sites, it is important that 
effective concentrations of transmitter should not persist in 
the synaptic cleft, because the information-transmitting 
properties of the synapse depend on the recognition by the 
postsynaptic cell of different firing frequencies of the pre- 
synaptic terminal. Although diffusion of the transmitter 
substance away from the synaptic cleft region may be suf- 
ficiently rapid in certain cases to account for the disappear- 
ance of transmitter from this region (Gerschenfeld, 1966), 
some specialized mechanism is thought to exist at most 
synapses to facilitate the rapid removal of the transmitter 
after its release. The classical example of such an inactiva- 
tion system is the presence of acetylcholinesterase at cholin- 



ergic synapses to catalyze the rapid hydrolysis of ACh after 
its release from the presynaptic nerve terminals (see Kravitz, 
1967). Although catabolic enzyme systems exist, however, 
for most of the other transmitter substances, it may be that 
an enzymic destruction of the transmitter substance will 
prove to be the exception rather than the rule. At many 
types of chemically transmitting synapse, the actions of the 
released transmitter may be terminated not by enzymic 
degradation but by a physical removal of the transmitter 
from its extracellular site of action, a process that is mediated 
by some specific transport system (for review, see Iversen, 
1967, 1970). Such transport systems are known to exist for 
many of the putative transmitters (Table IV); in all cases, 
the systems have the properties of active-transport mecha- 
nisms (saturable, energy-dependent, sodium-dependent). 
The transmitter uptake systems have exceptionally high 
afinities for their substrates (affinity constants 0.3-30.0 
micromolar) when compared with transport systems for 
sugars and amino acids in non-neuronal tissues (affinity 
constants 0.5-10.0 millimolar). There is evidence that the 
uptake system for catecholamines is situated in the neuronal 
membrane of adrenergic neurons (Iversen, 1967; this paper, 
Figure 7). It appears that at adrenergic synapses the trans- 
mitter substance is recaptured, in part, after its release from 
the nerve terminals, and that the same molecules of NE 
may subsequently be re-used in a further cycle of release and 
recapture. 

In addition to transport systems, which seem likely to be 
important in terminating the actions of released transmit- 
ters, a catabolic enzyme, or enzymes, appropriate for the 
stored transmitter are known to exist in most neurons. 
Thus, acetylcholinesterase is not only present at the region 
of the synapse, but is found in all parts of the cholinergic 
neuron. In adrenergic neurons, the enzyme monoamine 
oxidase (MAO) is present, although it does not play an ob- 
vious role in adrenergic neurotransmission. Similarly, 
GABA-glutamate transaminase, the enzyme responsible 
for the degradation of GABA, is found in the axoplasm of 

crustacean inhibitory neurons, but does not play an obvious 
part in inhibitory transmission there (Kravitz et al., 1965; 
Kravitz, 1967). The presence of such catabolic enzymes 
may, however, be of some importance in determining the 
steady-state level of transmitter stored in these neurons. 
Inhibition of M A 0  or GABA-glutamate transaminase 
leads to a pronounced rise in the storage levels of catechol- 
amines or GABA, suggesting that the catabolic enzymes 
may limit the normal storage levels of these transmitters. 

Neurosecretion 

In addition to secreting neurotransmitters, which act di- 
rectly on the cells in close synaptic contact with the nerve 
terminals, neurons may also secrete products that act on 
more remote target cells. The term "neurosecretion" is now 
commonly used to describe the latter process (for review, 
see Bern and Knowles, 1966). The axon terminals of neuro- 
secretory neurons do not form synaptic contacts, but are 
situated in a specialized area of the nervous system termed 
a "neurohemal organ," in which the materials secreted by 
the terminals are released into a vascular system. The secre- 
tory products ("neurohormones") of these neurons may 
act on remote peripheral organs through the systemic circu- 
lation (color changes in crustaceans, tanning of the integu- 
ment of insects, water balance in vertebrates, growth and 
regeneration in annelids). Alternatively, neurohormones 
may act on other endocrine glands, either through the sys- 
temic circulation (ecdysiotropic brain hormone in insects, 
molt-inhibitory hormone of crustacean eyestalk), or 
through a specialized system of portal blood vessels (hypo- 
thalamic releasing factors in vertebrates). These relation- 
ships are illustrated in Figure 8. Neurosecretory systems 
appear to be particularly common in invertebrate nervous 
systems, and only a limited number are known to exist in 
vertebrates. Of these, the hypotha lamo-ne~~roh~~o~h~sea l  
system is the most important and the most thoroughly 
studied. This system (Figure 9) has two principal compo- 

Properties ofsorne transport systems for neurotranstnitters 

Affinity 
Substance Tissue Constant ( p ~ )  Reference 

1-Norepinephrine Sympathetic fibers, 0.28 Iversen, 1967 
rat heart 

1-Norepinephrine Rat brain slices 0.40 ) 
Dopamine Caudate nucleus rat 

O 4  i Snyder and Coyle, 1969 
brain 

5-HT Rat brain slices 0.56 Blackburn et a]., 1967 
GABA Rat brain slices 22.0 Iversen and Neal, 1968 
Glycine Rat spinal cord 31.0 Neal and Pickles. 1969 

N E U R O T R A N S M I T T E R S  A N D  N E U R O H O R M O N E S  777 



C H O L I N E R G I C  A D R E N E R G I C  
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Presvnopl~c 
Nerve 

Term~nal  

FIGURE 7 Comparison of transmitter inactivation mecha- 
nisms at cholinergic and adrenergic synapses. 

Anterior hypothalamic 
neurosecretory nuclei 

tholorno-neurohypophyseol 

ubera l  nucleus 

ernlnence 

Pars nervosa 

. . .. .. . . . . . . 
Adenohypophysis 

FIGURE 9 Neurosecretory systems in the vertebrate hypothalamo- 
neurohypophyseal region. (From Bern and Knowles, 1966.) 

FIGURE 8 Comparison of neurotransmission (left) with neuro- 
secretion into a portal vascular system (center) or into the systemic 
circulation (right). (From Bern and Knowles, 1966.) 

nents. First, several as-yet-unidentified neuronal systems in 
the hypothalamus secrete "releasing factors" into the spe- 
cialized portal capillary system leading from the region of 
the median eminence to the anterior lobe of the pituitary 
gland. There are at least six such "releasing factors," each 
of which controls the rate of secretion of one of the endo- 

crine hormones of the anterior pituitary (McCann and 
Dhariwal, 1966). Second, two groups of neurons in the 
anterior hypothalamus and in the supra-optic nucleus send 
axons to  the posterior lobe of the pituitary gland. These 
neurons manufacture and secrete into the systemic circula- 
tion the hormones vasopressin and oxytocin. The hypo- 
thalamo-hypophyseal neurosecretory systems are of great 
importance in vertebrates, particularly in controlling 
through the anterior pituitary many of the major endocrine 
glands of the vertebrate body. The hypothalmic neurosecre- 
tory neurons thus act as thc final common pathway it1 con- 



veying information from the nervous system to the endo- 
cririe system. 

The exact chemical identity of the neurohormones re- 
leased by most neurosecretory neurons is unknown. In al- 
most all cases about which information is available, how- 
ever, the secretory products appear to be small polypep- 
tides. The structure of oxytocin and vasopressin, basic cys- 
tine-containing octapeptides, are illustrated in Figure 10. 
W~thin neurosecretory neurons the neurohormones are 
stored in neurosecretory granules, which are usually larger 
than synaptic vesicles-1000 to 3000 A in diameter. Unlike 
neurotransmitters, neurohormones appear to be synthesized 
exclusively in the cell-body region of the neuron and are 
then transported by axoplasmic flow to the nerve terminals. 
There is evidence (Douglas and Poisner, 1964) that neuro- 
secretion involves mechanisms similar to those described 
for other secretory processes. Thus, the release of vasopressin 
from the posterior pituitary shows an absolute requirement 
for calcium. 

I  I 
Cys. S.Tyr .  Phe.  G ln .  Asn. Cys.S. 

I 
P ro .  Arg.Gly. 

Vasopress in  (bov ine )  

I 
Cys. S.Tyr .  I l e .  Gln. A s n .  Cys.  S. 

I 
P r o .  Leu .G ly .  

O x v t o c i n  

FIGURE 10 Structures of the neurohormones oxytocin and vaso- 
pressin. 

The parallel between neurosecretion and sglandular secre- 
tion has recently been further extended by the discovery 
that purified neurosecretory granules from the posterior 
lobe of the pituitary contain two proteins-neurophysin I 
and neurophysin 11. Each of these has a molecular weight of 
approximately 20,000, and they bind the neurohormones 
oxytocin and vasopressin. Both neurophysins form com- 
plexes with the neurohormones, which can be crystallized; 
there are three polypeptide binding sites per molecule of 
neurophysin (Hope and Dean, 1968; Hollenberg and Hope, 
1968). There is also evidence that the neurophysins are re- 
leased from the posterior lobe of the pituitary during secre- 
tory activity (Fawcett et a]., 1968). 

Conclusion-Dale's law and its implications 

Dale's law (Dale, 1935) states that a given neuron secretes 
the same transmitter substance from all its synaptic termi- 
nals. This does not imply that the postsynaptic effects in- 

duced by activity in a single neuron are necessarily purely 
inhibitory or excitatory at all its terminal branches. Indeed, 
the elegant neurophysiological studies of Kandel et al. 
(1967) show that in the Aplysia ganglion the terminal 
branches of a single cholinergic interneuron produce both 
inhibitory and excitatory effects on different postsynaptic 
cells. This emphasizes again that the actions of the trans- 
mitter are determined primarily by the nature of the recep- 
tor sites with which it interacts: in this case, the different 
synaptic actions of ACh are caused by the existence of at 
least two types of postsynaptic receptor. 

Dale's principle, however, is in accord with modern 
knowledge of transmitter biochemistry. If a single neuron 
secreted different transmitters from its various branches, 
the existence of different sets of macromolecular mecha- 
nisms for the biosynthesis and storage of such transmitters 
in the different branches would be indicated. We believe 
that such macromolecular components are synthesized in 
the perikaryal region of the neuron and are subsequently 
transported to the terminal branches; if so, the existence of 
more than one set of transmitter mechanisms in a single 
neuron seems unlikely. Thus, the implication of Dale's law 
is that, during development, some process of differentiation 
determines which particular secretory product a given neu- 
ron will manufacture, store, and release. In biochemical 
terms, the difference between one neuronal type and an- 
other may not be very great. For example, studies of the 
axoplasmic components of lobster inhibitory and excitatory 
motor nerve fibers suggest that the major difference be- 
tween the two may be the presence of a significantly higher 
activity of the enzyme glutamic decarboxylase in the inhib- 
itory axons; that could account for the accumulation of the 
inhibitory transmitter GABA in these neurons (Kravitz 
et al., 1965). It has been suggested that the intracellular 
chloride-ion concentration in the vertebrate CNS might 
determine whether a given neuron will accumulate GABA 
(Roberts and Kuriyama, 1968). 

In this chapter, I have tried to summarize in broad terms 
some of the knowledge now available concerning the neu- 
ronal mechanisms associated with neurotransmission and 
neurosecretion. A great deal remains to be learned of such 
mechanisms. In particular, we must complete the list of 
transmitter substances, learn more about the importance of 
substances that may be released along with the transmitter 
at the presynaptic nerve terminal, determine the role of 
perikaryal protein synthesis in neurotransmission, and elab- 
orate the pharmacological armory of drugs with specific 
effects on particular transmitter systems. 

Perhaps most importantly we might hope to begin to 
understand the molecular mechanisms involved in the inter- 
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action of the released transmitter wi th  the postsynaptic re- 
ceptor molecules. 
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69 Structure and Function of Neuroglia: 

Some Recent 0 bservations 

RICHARD P. B U N G E  

IF WE WERE GIVEN a fleeting glance of the image of an infant 
cradled in his mother's arms, we might immediately pre- 
sume the mother was feeding the child. Motherhood implies 
sustenance-it may not occur to us that the mother was, in 
fact, seeking to protect the child, or attempting to change a 
diaper. It seems correct to say that the ne~robiolo~ist, 
viewing the image of the nerve cell cradled in the arms of 
the neuroglia, has generally preferred the assumption that 
the glia were nourishing the neuron; this assumption has 
considerably influenced our thinking regarding neuroglial 
form and function. 

Undoubtedly, this view was strengthened by the early 
recognition (e.g., Clayton, 1932) that some form of neuro- 
glia was found in virtually every type of nervous system 
studied, both vertebrate and invertebrate (discussed in Bul- 
lock and Horridge, 1965; Bunge, 1968). It also was recog- 
nized that neuroglia could be found throughout all parts of 
the nervous system,* both central and peripheral, and that in 
many regions their numbers far exceeded the number of 
neurons. It is not difficult to understand how the concept of 

* In this discussion, the term neuroglia is used for satellite cells and 
sheath cells of both the central and peripheral nervous system, and 
therefore will include peripheral ensheathing cells, commonly called 
Schwann cells. 
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the glial cell nourishing the neuron was gradually extended 
in the minds of many neurobiologists until the neuron was 
considered dependent on glial presence. 

It is now clear, however, that some situations dernon- 
strate that certain neurons are not dependent on the pres- 
ence of glia for their day-to-day existence. There are lower - 
forms, e.g., certain coelenterates (Horridge and Mackay, 
1962), in which nerve cells are not admixed with glia, and 
neuronal processes course among a variety of tissue types 
without any apparent cellular ensheathment (Figure 1A). 
In the development of higher nervous systems, a large part 
of early neuron development, including some synapse 
formation, occurs before substantial glial development has 
taken place (Bodian, this volume). It has also been observed 
that some genetic defects of glial development, e.g., the de- 
fective myelination ofjimpy mice (Wolf and Holden, 1969), 
do not lead to discernible differences in neuronal matura- 
tion. Furthermore, in some regions that normally contain 
glial cells, neurons and their processes have survived after 
removal of the glial component. The cytoplasm of the mas- 
sive packet glial cell surrounding the large neurons in leech 
ganglia can be removed mechanically; the neurons thus 
denuded incorporate glucose (Wolfe and Nicholls, 1967) 
and maintain their resting potential and ability to generate 
action potentials (Kuffler and Potter, 1964). A substantial 
number of the satellite cells and Schwann cells in marnrnali- 
an sensory ganglion cultures can be destroyed by high 
doses of X-rays, thus denuding large areas of the neuronal 
soma and leaving many of the unmyelinated axons un- 
sheathed. These neuronal elements survive for several 



FIGURE 1 Schematic diagrams of various types of glial 
ensheathment. NF, nerve fiber; S, sheath cell. The glial 
component of the sheath is emphasized rather than connec- 
tive tissue elements. A. In some forms nerve fibers have no 
sheaths at all (as in coelenterates). B. In many forms nerve 
fibers (or neurons) are ensheathed as a group, with a glial 
sheath disposed between them and their source of nutrient 
(as in vertebrate CNS). C. Large nerve fibers (or neurons) 
may be surrounded by multiple layers of glial processes (as 
in insects). D. In some forms, large glial cells ensheath axons 
singly or in groups (as in the leech). E. Multiple layers of 
glial processes may have some compaction between them 
(as in the earthworm). F. Large nerve fibers may be sur- 

rounded by a single Schwann cell (as in insect peripheral 
nervous system [PNS]). G. Small unmyelinated nerve fibers 
may be enclosed in individual troughs of glial membrane 
(as in mammalian PNS). H. In some cases, loosely applied 
glial processes are irregularly spiraled around the axon (as 
in insect PNS). I. Very fine fibers may, in some cases, 
be enclosed as a group in glial membrane troughs (as in 
vertebrate olfactory nerve). J. Large axons may, in some 
instances, have a mosaic of Schwann cells applied to their 
surface (as in the squid). K. In vertebrate PNS (and CNS) 
systematic spiralization and compaction lead to the forma- 
tion of myelin. (From Bunge, 1968.) 



weeks despite having themselves been damaged by the radi- penetration of particles as large as those of thorium dioxide 
ation (Masurovsky et al., 1967). It has also been observed (Villegas and Villegas, 1968) (Figure 3); and (3) that ferritin 
that neurons of the autonomic nervous system can be main- molecules travel quite freely in the clefts between glia and 
tained for substantial periods in culture under conditions neurons in the vertebrate central nervous system (Bfight- 
in which few satellite cells or fibroblasts develop (Levi- man, 1965), as do also the marker molecules horseradish 
Montalcini and Angeletti, 1963; Burdman, 1968). Finally, peroxidase (Figure 4) (Brightman, 1968; Brightman and 
it should be noted that, in many areas of the nervous system Reese, 1969), and saccharated iron oxide (Pappas and Pur- 
of both invertebrates and vertebrates, neurons lie in direct pura. 1966). 
contact with one another, and axons course together in 
bundles directly adjacent to one another without inter- 
vening sheaths (Figure 1) (for discussion, see Bunge, 1968). 

The nature of"1oose" ensheathment 

In addition to the observations outlined above, indicating a 
degree of metabolic independence for the neuron, we now - 
have a much clearer picture of the anatomical nature of the 
neuroglial-neuronal relationship. Some of the patterns of 
glial disposition that have been observed are shown sche- 
matically in Figure 1. The generalized relationship between 
neuronal and glial elements in many of these forms of en- 
sheathment is depicted in Figure 2A. This Figure represents 
the more basic, unspecialized pattern that might be termed 
"loose" ensheathment. The neuronal element is harbored 
in an encircling glial process (or group of processes). The 
membrane of the glial process is brought into close apposi- 
tion with the neuronal element, but generally makes no 
specialized contact with it. This point must be empha- 
sized-in this simple and ubiquitous form of ensheathment 
there are no specialized contacts between glia and neuron, 
such as the regions of close membrane apposition that, it 
has been demonstrated, allow the direct passage of materials 
between cells in other systems (reviewed in Furshpan and 
Potter, 1968). Furthermore, the cleft between the neuron 
and glial cell, represented by shading in the various parts of 
Figure 2, is known to be relatively open and in continuity 
with extracellular space. In situations typical of the central 
nervous system of higher vertebrates, the glial cell is often 
interposed between blood vessels and neuronal elements, 
as is shown schematically in Figure 2C. Here, too, the clefts 
between neuron, glia, and blood vessel constitute spaces 
open to the movement of a variety of solutes. 

Evidence for the relative looseness of this form of glial 
investment now is available from a variety of experiments. 
Observations on tissues fixed after the extracellular applica- 
tion of materials that are visible (or can be made visible) in 
electron micrographs indicate: (1) that the protein ferritin 
can pass into the 150-A clefts between satellite cells and 
neurons in spinal ganglia of the toad (Rosenbluth and Wis- 
sig, 1964); (2) that the systems of clefts on the surface of 
squid nerve fibers (the mesaxon gaps, the Schwann layer 
channels, and the axolemma-Schwann cell spaces) allow the 

x ,  

In addition to these anatomical observations, some obser- 
vations on physiological aspects of neuroglial cells provide 
direct information regarding intercellular spaces in netlrous 
tissue. Work on the nervous system of the leech (in which 
the large size of the glial cells facilitates intracellular record- 
ings) and on the optic nerve of the mud puppy and the frog 
has recently been summarized (Kuffler and Nicholls, 1966; 
Kuffler, 1967) as follows. It has been established that the 
neuroglia in these species are surrounded by a high-resist- 
ance membrane and have a rather high resting potential. 
In the mud puppy the resting potential is about 90 milli- 
volts, which is at the equilibrium potential for K+ in 
Ringer fluid (3 rnEq per liter). These glial cells, like most 
cells, have a high internal K+ concentration; unlike neu- 
rons, they do not generate propagated impulses. They are 
frequently linked to one another, but not to neurons, by 
special low-resistance junctions. These aspects of glial 
physiology having been established, it was then possible to 
use the membrane of glial cells and of neurons as indicators 
of the external ionic environment, and to establish that, in 
the preparations studied, the intercellular clefts in the ner- 
vous system serve as a rapid and effective pathway for the 
diffusion of such ions as Na+ and K+ and for such molecules 
as sucrose, insulin, dextran, or choline. The movement of 
these substances is thought to be around the glial cells rather 
than through the glial cytoplasm and can be quite rapid; 
the time for 75 per cent exchange of Na+ with sucrose is 
about 10 to 20 seconds in the Necturus optic nerve (Kuffler 
et al., 1966). 

Similar types of observations have also been made on 
peripheral nervous tissue of the squid, in which it is possible 
to impale axon and Schwann cell sheath cells separately for 
electrical recording. Here, too, the conclusion is that the 
narrow, intercellular clefts between Schwann cells sur- 
rounding the axon are no barrier for the diffusion of test 
molecules; the barrier is the axolemma itself (Figure 3) 
(Villegas and Villegas, 1968). Using this same preparation, 
these workers have also observed that axonal electrical 
activity is not accompanied by electrical change in the 
Schwann cells (Villegas et al., 1962a, 1962b, 1963). 

How do we reconcile these properties of "loose" en- 
sheathment with the known presence of firm barriers sur- 
rounding nervous tissues in many higher forms? In higher 
animals, there appears to be provision for a separate barrier 
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FIGURE 2 GC, glial cell; ECS, extracellular space. A. A 
generalized scheme of neuron-glial relationships is shown to 
emphasize the continuity (at the arrow) between the spaces 
around the axon and the general extracellular space. B. 
Manner in which ECS in certain vertebrate peripheral 
nerves is separated from general body fluids by a cellular 
sleeve, the perineurium. The close junction between over- 
lapping perineurial cells (as at the black arrow in B) appear 
to form the major physical barrier to the general body 
environment. As shown in C, the extracellular spaces be- 

tween neurons and glia in mammalian CNS, although small, 
are believed to be relatively open. The barrier for the 
passage of protein out of or into CNS blood vessels is 
known to be at the endothelium of the blood vessels (black 
arrow). The narrow extracellular spaces of the brain are 
considered in general continuity with both ventricular and 
extraventricular cerebrospinal fluid (labeled ECS). A small 
nonensheathing oligodendrocyte is shown in C. (See text 
for details.) 



FIGURE 3 Electron micrograph of squid nerve fibers, 
showing marker molecules (thorium dioxide) that have 
been applied outside the nerve penetrating into the spaces 
between Schwann cell (SC) and axons (the roughly circular 
profiles within the Schwann sheath). X 87,000. (From 
Villegas and Villegas, 1968.) 

system apart from the glial ensheathment under discussion. 
This barrier system involves the anatomical arrangement 
and function of the blood vessel endothelium on one hand, 
and the provision of special encasing membranes on the 
other. In the distal peripheral nerve of higher vertebrates, 
as shown schematically in Figure 2B, an encasing sleeve of 
cells, termed the perineurium, surrounds individual nerve 
fascicles (see review by Shantha and Bourne, 1968). The in- 
ner layer of this encasing sleeve is complete, like a squamous 
epithelium, and the cells comprising the layer are joined to 
one another by regions of close membrane apposition. 
These regions form the barrier that prevents entry of exter- 
nally applied horseradish peroxidase and lanthanum hy- 
droxide (Reese and Olsson, 1970) and ferritin (Waggener 
et al., 1965). Epineurial blood vessels, which course within 
the distal nerve outside the perineurium, appear to be 
permeable to albumin; when these vessels course internal 

FIGURE 4 Electron micrograph illustrating the presence of 
a protein marker, horseradish peroxidase, in the extra- 
cellular clefts of the mouse CNS. The marker was placed 
in the ventricle and entered the brain spaces between epen- 
dymal cells; it has penetrated between the numerous cell 
processes and between astrocyte endfeet adjacent to a blood 
vessel (upper right). X 34,000. (Courtesy of Dr. M. Bright- 
man; see Brightman and Reese, 1969.) 

to the perineurium, into the spaces and tissues immediately 
surrounding the nerve fiber itself, they are not normally per- 
meable to albumin (Olsson, 1968) or to horseradish per- 
oxidase or lanthanum hydroxide (Reese and Olsson, 1969). 
If vascular permeability of vessels entering this space is 
abnormal, proteins may leak into the region inside the 
perineurium and perfuse the tissues of the endoneurium. 
There is some evidence that proteins in this space can gain 
access to the clefts between Schwann cells and axon (Kaye 
et al., 1963; Waggener et al., 1965). Thus, the direct barrier 
for large molecules in these regions of peripheral nerve 
appears to be not the glial cell but a "tight" vascular system 
and a special encasing membrane, the perineurium. 

In the central nervous system, the arrangement of barriers 
is much too complex to be discussed in detail here, but there 



are certain parallels. In Figure 2C, a portion of the central 
nervous system is shown schematically to emphasize the 
point that the extracellular fluids in the clefts between cells 
are apparently part of a compartment that is continuous 
with the cerebrospinal fluid and is isolated from the blood 
plasma. The anatomical evidence for this diagram is sub- 
stantial and has recently been reviewed (Brightman, 1968; 
Brightman and Reese, 1969; among others). Available 
evidence indicates that large molecules within the blood 
stream do not normally enter the brain parenchyma be- 
cause they are blocked by close junctions between the endo- 
thelial cells of blood vessels (Reese and Karnovsk~, 1967). 
Large molecules introduced into the cerebrospinal fluid 
(CSF) are not restrained by ependyma or pia, and enter the 
clefts of the nervous system readily; in a similar way, large 
molecules within the clefts of the CNS parenchyma move 
readily into the CSF compartment (discussed in Brightman 
and Reese, 1969). Work on the ionic environment of neu- 
rons and glial cells in the brain of an amphibian have indi- 
cated that cells within the optic nerve are surrounded by an 
ionic environment that corresponds more closely to that of 
the CSF than to that of blood plasma (Cohen et al., 1968). 
The intercellular clefts of this CNS preparation were found 
to be open, and ions diffused freely into them from the CSF. 
This compartment, which includes the CSF and the brain 
spaces, has speciaI homeostatic mechanisms keeping the ion 
concentrations around neurons and glia within a narrow 
range and relatively independent of large changes in the 
blood plasma (see also Katzman et al., 1968). 

It should be emphasized that this cursory discussion of 
barriers and spaces applies to higher vertebrates; such dis- 
crete anatomical barriers may be absent from certain in- 
vertebrate nervous systems (e.g., Eldefrawi et al., 1968). 
The generalization seems justified that where firm barriers 
exist between nervous tissue and general body fluids they 
are generally provided by special, nonglial membranes, 
rather than by glia. The clefts between neuron and glia are 
open; the glial cell does not comprise the extracellular space 
for the neuron. (The site of the blood-brain barrier for 
protein in the shark brain may be an exception to this 
generalization, according to Brightman et al., 1970.) 

Specializations ofglial ensheathment: 
the myelin sheath 

In contrast to the relative "openness" of the clefts between 
glia and neurons discussed above, in a variety of instances 
a compaction of glial cell processes around the neuron 
clearly results in a direct regulation of the environment in 
the vicinity of the neuron and thus alters its functional 
properties. One such instance is the myelin sheath. Normal- 
ly, the ionic currents that are generated during the action- 
potential flow in the spaces between sheath cell and axon, 

as well as in the clefts between sheath-cell processes (refer 
to Figures 1 and 2). If the lips of the ensheathing process 
were brought together and "sealed" against one another, 
as in a close junction (Figure 5), the ionic currents generated 
by axolemmal conduction would be constrained ; this form 
of sheath would be expected to have a high resistance to 
radial current flow. If the capacitance of the ensheathing 
membrane was low, so that little current would be used to 
"charge up" the sheath, the ionic currents would tend to 
move along the core of the axon until a site of lower resist- 
ance for radial current flow was encountered. These are, of 
course, the properties of the myelin sheath. Myelin en- 
sheathment differs from that discussed previously in that 
the ensheathing membranes are systematically compacted 
together in a form of close junction that is known, in other 
systems, to provide barriers to extracellular movement of 
many forms of materials, including ions (e.g., Farquhar and 
Palade, 1965). Periodically, this compacted form of en- 
sheathment must be interrupted and the constraints on the 
periaxonal space lifted to allow regeneration of the action 
potential; these interruptions are the nodes of Ranvier. Here 
the axolemma is exposed to the usual (or an increased) 
amount of extracellular space and appears specialized (re- 
viewed by Peters, 1968). The ~eriaxonal space under the 
myelin would be open to the general extracellular space in 
the nodal area, but special forms of contacts are also pro- 
vided in this region (Figure 5). Whether these special nodal 
glial-axon contacts are needed to aid in the "sealing" of the 
internodes against ionic currents or whether they provide 
necessary structural support is not known. Details of 
peripheral and central myelin and nodal structure have been 
recently reviewed (Peters, 1968 ; Elfvin, 1968). 

Although it is known that the myelin sheath does provide 
a high resistance and a low capacitance (Hodgkin, 1964), 
the exact "tightness" of the seal it provides for the axon is - 
not known. Lanthanum has been observed to penetrate 
the space between the myelin sheath and the axon of the 
CNS (Brightman and Reese, 1969), and recently Hirano et 
al. (1970) have observed that externally applied lanthanum 
hydroxide marks the region between the special contacts 
made by the glial cell and axon at the region adjacent to the 
node. It has also been recently observed that myelin lamel- 
lae may present a potential cleft in the interperiod line 
(Napolitano and Scallen, 1969; Revel and Hamilton, 1969). 
The myelin "seal" may be only relative, but it is sufficient 
to provide the control of current flow necessary for saltatory 
conduction. 

Metabolicproperties ofmyelin 

The prevailing view for much of the past decade has been 
that the components of myelin were relatively stable and, 
hence, that myelin was relatively inert. Myelin was some- 
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FIGURE 5 A. A nodal region from vertebrate PNS (above) 
and CNS (below). In the PNS, the Schwann cell provides an 
internal collar (Si) and an outer collar (So) of cytoplasm in 
relation to the compact myelin. Terminating loops of the 
compact myelin come into close apposition to the axolem- 
ma in regions near the node in both PNS and CNS; in 
PNS, Schwann cell processes are coated externally by base- 
ment membrane (b.m.) and are loosely interdigitated at the 
node. D illustrates the confinement of the periaxonal space 
(marked *) by the compaction of the spiraled membrane 
of the myelin sheath. In part B a normal intercellular con- 

times viewed simply as a physical insulator, without refer- 
ence to its derivation from, and dependence on, a living cell. 

During the past few years this picture has been changing 
rapidly. The mechanism by which the peripheral myelin 
sheath is derived from the spiral disposition of Schwann- 
cell membrane has been clarified, and a similar mechanism 
has been observed during the formation of central myelin 
from the ~ l i~odendrocy te  (see review by Bunge, 1968). It 
has been directly observed that in the CNS more than one 
segment of myelin may derive from one glial cell; it has 
recently been estimated that as many as 30 segments may 
be related to a single oligodendrocyte in the optic nerve of 
the rodent (Peters and Proskauer, 1969). Our current con- 
cept of the anatomy of the central myelin sheath and the 
myelin-related oligodendrocyte (reviewed by Hirano and 
Dembitzer, 1967; Bunge, 1968; Peters, 1968) is shown 
schematically in the three parts of  Figure 6. If the myelin 

figuration is shown; in part C a region of close membrane 
apposition. When cells are in contact, as in B, materials 
move quite freely from c to d, but not from a to b. In cells 
closely apposed, as in C, the movement of small molecules 
from a to b often is facilitated, and the movement of ma- 
terial from c to d restrained. If the close contacts between 
myelin terminal loops and axolemma and between com- 
pacted myelin lamellae function in this manner, the 
periaxonal space is relatively isolated from the general extra- 
cellular space. For details, see text. (From Bunge, 1968.) 

segments believed to be related to one ~ l i~odendrocy te  are 
unrolled from their usual spiral disposition around the 
axon, the cell would appear as shown in Figure 6C. The 
cytoplasm related to central myelin is thus seen to be in 
tenuous (but probably permanent) connection with the cell 
body of an oligodendrocyte (Figure 7). At first glance, the 
configuration of this glial cell seems incredible. When 
depicted as in Figure 6, however, the cell reveals remarkable 
similarities to certain neurons that also have long, slender 
extensions (as axons and dendrites) from the cell body. Is it 
surprising that a single oligodendrocyte supports several 
dozen segments of myelin if a single neuron can support a 
similar number of distally located neuromuscular junctions? 
It is also interesting to note that the chief cellular organelle 
present in the narrow extension of ~ l i~odendrocy te  cyto- 
plasm bordering the compacted regions of myelin is the 
microtubule (inset, Figure 7). These microtubules (so much 



FIGURE 6 Drawings to show the CNS myelin-related cell many segments of myelin in the usual spiraled and com- 
(the oligodendrocyte) and its postulated relation to seg- pacted configuration. C.  The myelin segments in an unrolled 
ments of myelin. A. The configuration of the cell body as configuration. The cytoplasmic extensions of the oligodtn- 
reconstructed from serial sections. (From Stensaas and drocyte related to myelin have certain similarities to the 
Stensaas, 1968.) B. The oligodendrocyte in continuity with axonal extensions of neurons. 



FIGURE 7 Electron micrographs showing CNS myelin and The inset shows a small myelinated axon and demonstrates 
the myelin-related oligodendrocyte. Large E. M. shows particularly well the myelin-related cytoplasm situated 
the extended process of an oligodendrocyte in kitten spinal both internal (Ci) and external (Ce) to the compacted 
cord in tenuous connection (at the arrow) with the mem- myelin layers. This cytoplasm contains profiles of micro- 
brane of the myelin sheath forming around the axon marked tubules cut in cross section. x 28,000; inset, x 166,000. 
a. The process contains mitochondria, ribosomes, numerous (Figure courtesy of M. B. Bunge; inset, from Hirano and 
elements of the endoplasmic reticulum, and microtubules. Dembitzer, 1967.) 
Other myelin sheaths are in various stages of formation. 



studied in relation to axon transport systems) may, in the 
casc of the myelin-related cell, function in facilitating the 
pasage of materials from the cell body into the remote 
reg:ons of the myelin internode. Indeed, agents such as 
vinblastine, which affect the organization of microtubules 
111 neurons and axons, similarly affect microtubules in the 
myelin-related cytoplasm of oligodendrocytes (Schochet 
and Lampert, 1969). W e  thus have the picture of the central 
myelin-related cell with its major cellular machinery con- 
centrated in a perikaryal area but devoted to maintenance of 
an extensive membrane system some distance away. The 
same pattern is seen in the neuron-a cell body devoted in 
large part to the maintenance of its distant extensions and 
synaptic endings. 

Along with this advance in anatomical thinking regard- 
ing myelin, there has been increasing evidence that certain - .  - 
chemical components of myelin are turning over at con- 
sidvrably faster rates than would have been expected from 
early work (discussed in Hendelman and Bunge, 1969). 
Recent experiments (~or rocks ,  1969) indicate that the 
ethanolamine phosphoglycerides of the myelin fraction of 
central nervous tissue have an apparent half-life of less than 
three days (see also Ansell and Spanner, 1967). A half-life 
of two and a half days has been reported for the sulfatides 
of the myelin fraction from mammalian brain (Davison 
and Gregson, 1966). Although these components may be 
only a portion of the total myelin lipids, the results do  point 
to the necessity for a supporting cell as an active site of the 
synthetic activity necessary for the maintenance of an intact 
myelin sheath. In addition, there is the intriguing observa- 
tion that diphtheria toxin, the potent and specific demye- 
linating agent (see McDonald and Sears, 1969), acts in cer- 
tain tissues as a powerful inhibitor of protein synthesis (dis- 
cussed by Gill et al., 1969). These observations point to 
specific roles for the myelin-related cell in maintenance as 
well as in myelin formation, and offer new hope of under- 
standing whether specific demyelinating diseases may result 
from metabolic deficiencies rather than from the more 
commonly considered external attack. 

Additional data that are changing our concept of the 
myelin sheath as a static structure are the observations that 
myelin may undergo a most dramatic splitting and swelling 
when poisoned with triethyltin (e.g., Hirano et al., 1968) 
and the recent report (Lampert and Schochet, 1968) that 
this reaction is similar to that observed in edema in the 
cerebellar white matter of ducklings treated with isonic- 
otinic acid hydrazide (INH). It seems likely that, when the 
pharmacology of triethyltin action is better understood and 
a possible relation to INH action is explored, we may gain 
new insight into the agencies stabilizing the myelin sheath. 

Recently it has been suggested that the myelin sheath, in 
addition to its effects on impulse conduction, may function 
to nourish the axon directly (Fleischhauer and Wartenberg, 
1967; Singer, 1968). This suggestion derives in part from 

the observation that radioactivity from labeled amino acids 
(and uridine) il~jected systemically can be demonstrated in 
the myelin sheath (and myelin-related Schwann cell) earlier 
than it is observed in the axon; this same pattern can be seen 
if the axon has been severed from its parent cell. There can 
be many explanations of this observation, taking into con- 
sideration the possibility of metabolism directly related to 
myelin maintenance, as well as the possibility of synthetic 
mechanisms in the axon itself (Edstrom and Sjostrand, 
1969). Because it is known that axons can survive for 
extensive periods (McDonald, 1967) without myelin, and 
because there is evidence for incorporation of materials 
directly into myelin (and its related cell) as well as into the 
axon (Edstrom and Sjostrand, 1969), a clear demonstratiol~ 
that materials move between myelin and axon seems most 
difficult. 

Fnrllzs oferisheathiriellt related to rriycliiz 

It should be pointed out that certain invertebrates apparently 
achieve a form of saltatory conductioll of the nerve impulse 
without the systematic spiralizatioll and coinpactio~i of glial 
processes that characterize vertebrate myelin. The prawn 
has nerve fibers surrounded by ~artially compacted glial 
processes that are disposed collcelltrically around the axon 
(Heuser and Doggenweiler, 1966) and interrupted period- 
ically by nodes. Without providing systematic compactioll 
of the glial processes, this system allows conduction veloc- 
ities of up to 20 meters per second. In a giant nerve fiber in 
the ventral nerve cord of certain shrimps, a highly com- 
pacted sheath apparently constrains ionic currents to an 
extracellular space between the axon and the sheath 
(Kusano, 1966). This sheath extends without interruption 
from one ganglion to the next, a distance of about 5 mm, 
and allows conduction velocities of up to 210 meters per 
second. Recently Hess et al. (1969) have established a 
relationship between the appearance of the myelin that 
ensheaths the synaptic apparatus of the avian ciliary ganglion 
and the appearance and persistence of electrical coupling 
in this region. 

F~ltzctioi~al aspects ofloose eiisheathilrei~t 

The "tight" type of glial sheath discussed above dramatical- 
ly influences the properties of the periaxonal region, and 
thus alters the functional properties of the neuron. Do  the 
"loose" forms of ensheathment discussed earlier influence 
the physiological properties of the underlying neuronal 
membrane? There is evidence that this type of glial sheath 
functions in the regulation of the neuronal environment; 
this is the theme of the ensuing discussion. 

W e  know, first, that the very narrowness of the inter- 
cellular gap between neuron and glia can influence axolem- 
ma1 responses. Experiments on the squid giant axon 



(Frankenhaeuser and Hodgkin, 1956) support the view that 
the increment of K+ released during the passage of an 
action potential is concentrated briefly in the narrow clefts 
between the axon and the adjacent glial sheath (see Figure 
1). This momentary K+ accumulation accounts for the 
negative after-potential recorded across the axonal mem- 
brane. Orkand et al. (1966) have demonstrated that nerve 
impulses in the optic nerve of the mud puppy and frog con- 
sistently lead to a decrease in the resting potential of glial 
cells. They further demonstrated that this effect was not 
mediated electrically, but was caused by K+ release from 
unmyelinated nerve fibers during activity. In fact, pro- 
longed maximum stimulation at 10 per second or more 
could lead to a complete block of conduction, the glial cells 
being depolarized as much as 48 millivolts in some exper- 
iments. This depolarization could definitely be attributed 
to K+ accumulation in the extracellular clefts, and could also 
be demonstrated after natural stimulation of the retina. 
Nicholls and Kuffler (1964) showed that the glial-cell resting 
potentials, in another preparation, are much more sensitive 
to depolarization by increasing K+ concentrations than are 
neuronal resting potentials. In discussing their observations, 
these authors suggest that glia surrounding especially active 
axons might serve to distribute the K+ released from these 
areas to adjacent regions via an intracellular pathway (con- 
tinuous from glia to glia via low-resistance junctions). This 
movement of current would then contribute to surface 
potentials recorded with extracellular electrodes. The con- 
tribution of the electrical properties of glia to slow-potcntial 
changes in nervous tissue has been frequently discussed 
(Kuffler and Nicholls, 1966; MacKay, 1969; see also 
Karahashi and Goldring, 1966; Grossman and Hampton, 
1968). 

Kuffler and Nicholls (1966) suggested that this signal, 
mediated by K+ and traveling from neurons to glia, could 
serve as a trigger for release of metabolites from glial cells 
for use by neurons. The large, ensheathing glia under dis- 
cussion commonly contain large amounts of glycogen, 
especially in invertebrates (Wigglesworth, 1960). It is 
tempting to suggest that these reserves can be made avail- 
able to the neuron, but direct evidence for such an exchange 
is lacking (see Wolfe and Nicholls, 1967). 

There is, in fact, no direct evidence for the transfer of 
material from glia to neurons. The search for such an ex- 
change has generally focused on metabolites useful to the 
neuron in energy production or anabolic processes. Recent- 
ly, however, there has been considerable discussion of how 
the glia may assist the neuron in catabolic and protective 
processes. Palay (1966) suggested that the disposition of a 
glial mantle around synaptic groupings in certain regions 
of the CNS may protect these regions from being influenced 
by adjacent synaptic activities, presumably by somehow 
limiting the spread of neurotransmitters (Figure 8). Sal- 

peter (1969) has demonstrated that a portion of the acetyl- 
cholinesterase activity at the neuromuscular junction re- 
resides in the glial cap overlying the nerve terminal. Ob- 
servations made by Smith and Treherne (1965) on cock- 
roach ganglia may be related. Acetylcholine has been con- 
sidered as a probable neurotransmitter in the insect nervous 
system, but, paradoxically, large amounts of topically 
applied acetylcholine have little effect on electrical activity 
in the cockroach ganglion. Smith and Treherne (1965) 
found that 14C-labeled acetylcholine not only penetrates 
rapidly into the CNS of the insect, encountering no ap- 
parent diffusion barrier, but also is rapidly metabolized 
on entry. In the presence of the anticholinesterase, eserine, 
the penetration of acetylcholine into the nervous system was 
not impaired, but its hydrolysis was inhibited. They con- 
cluded that in explaining the relative insensitivity of the 
insect's central nervous system to acetylcholine it was not 
necessary to postulate an exclusion of this material from 
CNS tissue; the phenomenon could be accounted for by the 
activity of the cholinesterase system in the ganglion. Their 
histochemical studies indicated that cholinesterase activity 
was particularly well marked in the glial sheath surrounding 
axons and neurons. 

In a situation somewhat parallel to the one above, Hoskin 
et al. (1966) applied a potent cholinesterase inhibitor, the 
insecticide di-isopropylphosphorofluoridate (DPF) to prep- 
arations of squid giant axons. When I4C-labeled DPF is 
applied externally, radioactivity rapidly accumulates in the 
interior of the axon. The compound appearing in the axon 
is not DPF, however, but its inactive hydrolysis product, 
di-isopropyl phosphoric acid. Both the axoplasm and, more 
importantly (to use their words), the axonal envelope, in- 
cluding the Schwann cell and associated connective tissue, 
contain sufficient DPF-hydrolyzing enzyme to account for 
the relatively high concentration of DPF required to affect 
electrical activity in this preparation. Another observation 
that supports the general concept that glia regulate the con- 
tent of extracellular fluids is that glial cells are active in the 
uptake of proteins present in abnormally high amounts in 
the intercellular clefts (Blakemore, 1969 ; Brightman, 1968). 

These examples provide the background for what has 
been termed the gantlet concept (Bunge, 1968) of glial 
function. The neuron exposes extremely sensitive mem- 
branes to the general extracellular environment of the 
nervous system. Yet it cannot seal off the neuronal plasma 
membrane to protect it against straying neurotransmitters, 
neurohumors, toxins, and the like. By forcing substances of 
this type to run the narrow gantlet of the ensheathing extra- 
cellular space in which enzymatic breakdown or uptake can 
take place, a mechanism may be provided for protection of 
the axolemma without providing an actual seal. Recent 
observations (Orkand and Kravitz, in press) on the uptake 
of gamma aminobutyric acid (GABA) by lobster peripheral 



FIGURE 8 Diagrammatic representation of the relationship In the more distal regions of the dendrite, groups of synaptic 
between a neuron and astrocytic processes. The surface of terminals are often surrounded by a common astrocytic 
the neuronal soma is covered with thin cytoplasmic exten- mantle. (From Wolff, 1968.) 
sions of astrocytes. These also ensheath synaptic regions. 

nervous tissue have indicated that this agent (a known trans- 
mitter at lobster neuromuscular junctions), when applied 
externally, is concentrated in the glial and connective tissue 
sheath cells of the nerve, rather than in the neuronal element 
(Figure 9). If this uptake is a mechanism for terminating the 
action of GABA released at synaptic clefts, the system 
provides a specific example of the contribution of non- 
neuronal cells to the control of the immediate milieu of the 
neuron. 

A related view regarding the functioning of the narrow 
extracellular clefts of the brain is discussed in detail else- 
where in this volume. Focusing on the properties of the 
mucoproteins and mucopolysaccharides that are known to 
coat cell membranes, including neuronal and glial cell mem- 
branes (discussed in Schmitt and Samson, 1969), various 
workers have suggested that important properties of the 
extracellular space could be expected to vary as the physical 

state of the components varied (e.g., Adey et al., 1969). 
Factors such as hydration and divalent-cation binding by 
these extracellular components could influence the dimen- 
sions and the conductance properties of the intercellular 
spaces and could significantly alter neuronal function, pos- 
sibly for extended periods. This view comes into conflict 
with the discussion above only if these large-molecular- 
weight intercellular materials are considered to be a com- 
plete "filler" material for the regions between nervous sys- 
tem cells. They cannot effectively fill these regions, as the 
nonselective extracellular movement of materials as large as 
protein has been clearly demonstrated (as discussed above). 
The matter is further complicated by observations which 
suggest that the amount of space between cells in nervous 
tissue may change in response to alterations in the perme- 
ability of adjacent cell membranes (e.g., Van Harreveld et 
al., 1965). W e  now know there are extracellular spaces in 
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FIGURE 9 Electron-microscope autoradiogram illustrating connective-tissue components surrounding the axon (a). 
the sites of GABA binding in lobster peripheral nerve. The ensheathing cells contain glycogen-like !granules (g) 
Labeled GABA was applied externally and, after uptake, and are interspersed with connective tissue fibers (ct). 
was bound to the tissue with a fixative containing glutar- x 18,000. (From Orkand and Kravitz, in press.) 
aldehyde. The autoradiogram shows label over glial and 

nervous tissue, but we need to know much more about their peripheral nervous systems. There are, especially in higher 
exact dimensions and their specific properties. nervous systems, small cells (the perineuronal oligoden- 

drocytes) that are often disposed as neuron satellites (Figure 

Otherglial-neuronal interactions 2c). Functional aspects of these cells have been discussed in 
detail by Hydtn (1967), with special emphasis on metabolic 

The discussion above has concerned primarily those glial exchange between neurons and glia in a variety of physio- 
cells that function as ensheathing cells in the central and logical states. These aspects cannot be considered in detail 
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here, but it should be noted that the type of preparation 
used in the experiments has evoked considerable recent 
discussion. A clean separation of glial material from neurons 
has been attempted, but the purity of the glial preparation 
has been questioned by several investigators (Kuffler and 
Nicholls, 1966; Sotelo and Palay, 1968). Similar reserva- 
tions apply to  the recent observations by Hertz (1966) on 
alterations in "glial" respiration induced by altered Na+ and 
K+ levels; we have no information regarding the cellular 
homogeneity of the glial material. Some of the problems of 
glial isolation from mature nervous tissue have been dis- 
cussed recently by Cremer et al. (1968). 

I&-hat doglial cells do? 

The general theme I have presented above is that glia assist 
in regulating the neuronal environment. When this is done 
in a dramatic way, such as by the deposition of myelin, the 
mechanism of glial function can be discerned relatively 
clearly. When more subtle regulation is involved, the exact 
function of the glia becomes less clear. The brisk glial 
responses that occur in the region of the neuronal cell body 
after an injury to a distant portion of the axon (e.g., Friede 
and Johnstone, 1967; Blinzinger and Kreutzberg, 1968) 
suggest that there is, in fact, considerable metabolic "cross- 
talk" between neurons and glial cells. The earlier allusion 
to the mother-child relationship again seems appropriate. 
There is a multitude of overt and subtle interchanges be- 
tween mother and child; after centuries of observation new 
aspects of this relationship are still being defined. It is per- 
haps not surprising that so few precise functions of neuroglia 
are known at present. 

Several recent observations suggest that neurons may not 
depend so directly on neuroglia as has generally been be- 
lieved. Also, recent evidence indicates that the general form 
of neuroglial investment (such as that provided by astrocytes 
and by Schwann cells related to unmyelinated fibers) is a 
"loose" ensheathment, permitting considerable movement 
of solutes in the extracellular spaces. Myelin is presented as 
as an exception to this generalization, representing a sys- 
tematic compaction of glial processes which are arranged to  
influence directly the ionic current movement in the vicinity 
of the axon. The anatomical disposition of the myelin- 
related cell in the C N S  (the oligodendrocyte) is considered, 
and the mechanisms by which the metabolic demands of 
myelin may be met are discussed. 

Observations indicating that neuroglia generally have a 
comparatively high resting-membrane potential, and a high 
internal K+ level, are reviewed. The K+-mediated glial 
depolarization that follows neuronal activity is discussed. 

Several other instances are cited in which glia appear to con- 
tribute to  the control of the immediate environment of the 
neuron. The general picture presented is that of neuroglia 
functioning ~ r i m a r i l ~  as regulating agents rather than as 
indispensable partners of the neuron. 
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70 A Comparison of Invertebrate and 

Vertebrate Central Neurons 

M E L V I N  J. C O H E N  

THE PAST 30 YEARS of intensive studY on conductile pro- 
cesses within single units of the nervous system have em- 
phasized that neurons throughout the animal kingdom have 
many features in common (Bullock and Horridge, 1965). 
Information from the squid axon, crustacean nerve fibers, 
or neuromuscular junctions in the crab and the frog have 
been used for formulating models of nerve conduction and 
transmission that appear to apply to neurons in general, in- 
cluding the central nervous system (CNS) of man. Similar 
generalities have been arrived at in the sensory realm 
through a comparative approach; the eye of Liriiulus 
(Hartline et al., 1952) and the muscle receptor organ of a 
crustacean (Kuffler, 1954) provide classic examples of 
studies in sensory function that are of broad significance. 

It may, however, be imprudent to assume that such 
generality of function also applies to questions involving 
interaction between members of a population of central 
neurons. Such questions deal with the geometry of con- 
nections underlying a particular act of behavior, how these 
connectivity patterns develop, and how they are stabilized 
or modified during the lifetime of the organism. Here we 
must look at the entire neuron and expand our considera- 
tion beyond those facets concerned with the propagation 
and transmission of electrochemical signals. In this context, 
the relationship between the bioelectric activity of the 
neuron and the control of macromolecular synthesis in the 
nerve cell body may be of m articular importance. The cen- 
tral neurons of invertebrates differ from those of verte- 
brates in the degree to which the specialized synaptic and 
conducting components of the neuron are separated from 
the genetic apparatus of the soma. This isolation of the cen- 
tral nerve-cell body from the synaptic field in invertebrates 
may be related to the predominance of genetically de- 
termined stereotyped behavior found within the inverte- 
brates in contrast to the marked labile behavioral potential 
of the vertebrates. To  these differences between the central 
neurons of vertebrates and invertebrates, and their possible 
relationship to behavior, this essay is addressed. 

M E  L V I  N J. c o H E N Department of Biology, Yale University, 
New Haven, Connecticut 

Morphological comparisons between invertebrate 
and vertebrate central nervous systems 

Figure 1 is a photograph of a living central ganglion in the 
larva of an invertebrate, the phantom midge (Chaoborus). 
Notice that the soma of the two large neurons are pushed 
to the periphery of the ganglion. The central portion of the 
ganglion is essentially devoid of cell bodies and consists 
of neurites, which form a dense neuropil. This is the area in 
which transmission and propagation of signals take place. 
The separation of neuronal somata from neuropil is further 
demonstrated in Figure 2, which is a transverse section 
through a thoracic ganglion of the cockroach Periplaneta 
ninericana (Cohen and Jacklet, 1967). It is stained with the 
basic dye pyronine-malachite green, to show the distribu- 
tion of nerve-cell bodies. The nerve-cell bodies are con- 
fined to a peripheral rind about the ganglion; the central 
core, containing neuronai processes (neurites), is seen to be 
devoid of cell bodies. Compare this peripheral distribution 
of neuronal somata with that seen in sections through the 
vertebrate central nervous system, as illustrated in the 
chapter by Nauta and Karten in this volume. The cell bodies 
in the vertebrate material are seen to be distributed through- 
out the entire depth of the tissue, in marked contrast to their 
peripheral location in the invertebrate ganglia. 

Figure 3 shows a neuron from the ganglion of the larva 
of the dragonfly Aeschna (Zawarzin, 1924). The soma is 
smooth and gives rise to only one process, which runs cen- 
trally into the neuropil. There, the single neurite may 
branch in complex patterns, and it is these fine processes that 
form the postsynaptic complex that is analogous to the 
dendritic tree of the vertebrate neuron. The cell body itself 
is devoid of processes, and the central neuron has no known 
synapses on its surface. It is characteristic that the central 
neuronal soma in invertebrates is physically removed from 
the area of synaptic transmission and impulse initiation. 

A summary of types of neurons in vertebrates is shown in 
Figure 4 (Bodian, 1967). A primary feature of the inter- 
neurons and effector neurons in the vertebrate central ner- 
vous system is the complex branching of the dendritic tree 
from the soma. The dendritic tree is involved in the trans- 
mission of electrochemical signals from one unit to another. 
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FIGURE 1 A ventral nerve cord ganglion of the phantom visible in each of two large nerve cell bodies at the posterior 
midge Chaoborrrr crystallir~rrs seen with Nomarsky interfer- edge of the ganglion. Small cells (s) are seen around the pe- 
ence optics through the transparent cuticle of the living in- rimeter of the large cells. (From Cohen, 1969.) 
tact animal. The nucleus (n) and nucleolus (nl) are clearly 

FIGURE 2 Transverse section through the anterior region primarily the nerve cell bodies. Note the peripheral distri- 
of the metathoracic ganglion of the cockroach Periplarleta bution of nerve cell bodies and their absence in the central 
americnria. The stain is pyronine-malachite green to show neuropil region. (From Cohen and Jacklet, 1967.) 



FIGURE 3 Motor neuron from the thoracic ganglion of the an expanded area from which the dendrites (Mf) and the 
dragonfly larva Aeschrra drawn from a methylene blue prep- axon (Nf) originate. (From Zawarzin, 1924.) 
aration. The thin link segment (Zf) joins the cell body (2) to 

SCHEMA SHOWING DIFFERENTIATION OF NEURON SPECIES 
ACCORDING TO MAGNITUDE OF SOURCES OF 

STIMULI AND FUNCTIONAL TOPOGRAPHY 

CENTRAL 

ESTIMATED 
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FIGURE 4 A summary of major neuron types found in the the smooth soma of the typical invertebrate central neuron 
mammalian central nervous system. Note the extensive seen in Figure 3. (From Bodian, 1967.) 
dendritic expansions of the central somata as contrasted to 



Thus the soma, together with its genetic apparatus for the 
control of macromolecular synthesis, is thrust directly into 
the path of ionic and chemical transmitter fluxes related to 
synaptic transmission and impulse initiation. This is in con- 
trast to the monopolar neuron, typical of the invertebrate 
CNS, the soma of which is often far removed from the sites 
of synaptic transmission and impulse initiation. Indeed, the 
greatest resemblance of neuron types in the two groups is 
between the invertebrate central neuron and the vertebrate 
dorsal-root ganglion cell, pictured in Figure 4. This verte- 
brate cell type also has its soma removed from the path of 
impulse propagation. The role this sensory cell plays in 
providing reliable information about the environment is 
also most effectively fulfilled by minimizing the variability 
of its response to a given stimulus throughout the lifetime 
of the organism. 

The identiJication of individual central neurons 

CELL BODY MAPS An examination of Figure 2 gives the 
impression of relatively few nerve-cell bodies present 
throughout the metathoracic ganglion of the cockroach. 
Many of the cells range from 40p to 80p in diameter. cell 
counts provide estimates of approximately 3500 nerve-cell 
bodies for the entire ganglion (Cohen and ~acklet, 1967). 
Pringle (1939) indicated that each leg muscle in the cock- 
roach (Periplaneta) receives a small number of motor axons, 
and it has been determined electrophysiologically that no 
leg muscle receives more than five axons (Pearson and 
Bergman, 1969). Such a relatively simple system appears 
open to an identification of the actual neural elements in- 
volved in a particular behavioral act. This led us to attempt 
to map individual motor nerve-cell bodies that drive par- 
ticular muscles in the metathoracic leg of the cockroach. 

If the axon of a cockroach motor neuron is cut in the leg 
nerve, a dense ring of RNA appears within 12 hours after 
injury in the cytoplasm surrounding the nuclear mem- 
brane, and reaches a peak density at about 48 hours, as seen 
in Figure 5 (Cohen and Jacklet, 1965; Cohen, 1967b). The 
perinuclear RNA ring disappears in approximately one 
week, and at this time the injured neuron may begin to 
regenerate its axon (Bodenstein, 1957; Guthrie, 1962). The 
cytoplasmic response to axon injury bears some resemblance 
to that seen in vertebrate neurons and classified under the 
general tern1 of chromatolysis (Nissl, 1892; Bodian, 1947). 
We have used the perinuclear RNA ring evoked by injury 
as an anatomical marker to construct cell maps of the cock- 
roach metathoracic ganglion. These maps indicate which 
motor nerve-cell bodies send their axons out a particular 
peripheral nerve trunk (Cohen and Jacklet, 1967). As seen in 
Figure 6 the distribution of motor nerve-cell bodies is 
bilaterally symmetrical within the ganglion. Comparison of 
cell maps constructed from several animals indicates that the 

location of individual cell bodies within the ganglion is 
similar from one animal to the next. Such neuronal maps, 
illustrating the constancy of cell number and location, have 
been constructed for a number of invertebrates, including 
the leech (Nicholls and Baylor, 1968) and the mollusks 
Aplysia (Hughes and Tauc, 1962; Kandel et al., 1967) and 
Tritonia (Dorsett, 1967; Willows, 1967). Among the 
arthropods, the work of Otsuka et al. (1967) on the lobster 
locates individual central neurons and correlates the 
presence of presumed specific chemical transmitters with 
the determined function of these cells. The studies of Ken- 
nedy et al. (1969) have provided detailed maps correlating 
cell-body localization with a precise analysis of motor func- 
tion in the crayfish central nervous system. These studies all 
point to a remarkable consistency of cell location and func- 
tion within central ganglia in a wide variety of inverte- 
brates. 

THE DISTRIBUTION OF NEURITES WITHIN THE NEUROPIL 
The precise structural and functional identification of nerve 
cells within a variety of central ganglia in invertebrates has 
been extended to the neurites of these cells by the usc of a 
dye-injection technique developed by Stretton and Kravitz 
(1968). The fluorescent dye Procion Yellow can be injected 
into the soma or large branches of a central neuron and will 
diffuse throughout the cell, including the fine neurites 
within the neuropil. The dye becomes fixed to the interior 
ofthe neuron and, when examined with fluorescence micro- 
scopy either in whole mount or in section, the detailed 
configuration of the soma and its branches can be de- 
termined. By stimulating and recording from various parts 
of the neuron with a dye-filled electrode, one can resolve 
the precise function of the cell or of its component parts. 
The dye is then injected into the experimental cell and the 
configuration of the fine branches within the neuropil de- 
termined. Figure 7 (page 804) is a 10-p section from the 
metathoracic ganglion of the cockroach (Periplar2eta), show- 
ing the soma and processes within the neuropil of a motor 
neuron to the extensor tibia muscle of the leg. We pene- 
trated the neuron with a dye-filled electrode thiough which 
a current was passed to stimulate the neuron and observed 
which leg muscle was activated (Rowe et al., 1969). Figure 
8 (page 805) sho-NS a cockroach motor neuron recon- 
structed from 10-p serial sections. Our work on insect cen- 
tral neurons indicates a consistent species-specific branching 
pattern of processes within the neuropil for the same iden- 
tified neuron. There also appear to be differences between 
major functional groups, i.e., between neurons innervating 
the extensor of the tibia and those innervating the flexor. 

This type of investigation has been carried out in con- 
siderable detail on the well-studied motor neurons and 
interneurons of the crayfish abdominal cord (Kennedy et 
al., 1969; Selverston and Kennedy, 1969). The particular 



FIGURE 5 Top: Cockroach central neurons the axons of matched control cells with intact axons from the opposite 
which were cut two days before fixation and stained with side of the same ganglion. Note the relative absence of the 
pyronine-malachite green to show RNA. Note the dense perinuclear RNA ring in these cells. (From Cohen, 1967b.) 
perinuclear RNA ring in these cells. Bottom: Bilaterally 

power of this work has been the detailed correlation of 
electrophysiological properties of the neuron with the 
microstructure of its dendritic tree. These investigators 
again find a high degree of consistency from one animal to 
the next in the dendritic branching pattern of a particular 
identified neuron. In the reconstructed crayfish interneuron 
seen in Figure 9 (page 806), note again that the soma is far 
removed from the densely branched dendritic tree within 
the neuropil. 

The diferentiation of neurites 

The geographic isolation of the soma of the central neuron 
in arthropods from the dendritic branches within the 
neuropil appears to reflect a functional, as well as a struc- 
tural, isolation of the soma from the electrogenic region of 
the neuron. The single process arising from the soma may 
run for several hundred microns into the neuropil before it 
expands in diameter and gives risc to dclidritic branches 



FIGURE 6 A three-dimensional rendering showing the dis- side of the ganglion. Ant. conn., anterior connectives; Post. 
tribution of some identified motor nerve cell bodies in the conn., posterior connectives; N2 to N6, peripheral nerve 
cockroach metafhoracic ganglion. Members of a bilaterally trunks. Length of ganglion is approximately 1 mm. (Modi- 
matched pair of cells are given the same number on each fiedfrom Cohen and Jacklet, 1967.) 

(see Figure 9). I propose that the length of neurite between 
the soma and the expanded region yielding the dendritic 
tree be called the link segment. Sandeman (1969b) has termed 
the expanded process from which the fine dendrites emanate 
the integrating segment. The smooth, often tenuous, link 
segment therefore joins the neuronal soma to the highly 
branched integrating segment within the neuropil. 

THE LINK SEGMENT The relationship between the thin 
link segment arising immediately from the soma and the 
expanded integrating segment is shown in Figure 10 (page 
807) for cell 3 in the metathoracic ganglion of Periplaneta 
(see Figure 6 cell map). In the cockroach, the length and 
diameter of the link segment vary from one cell type to the 
next. Kennedy et al. (1969) have pointed out that there is 
also variation in this part of the crayfish neuron; the inter- 

neuron has a longer and thinner link segment separating the 
soma from the rest of the cell as compared with the motor 
neuron. The longer and thinner the link segment, the more 
attenuated are the passively conducted electrical potentials 
reaching the soma. In some crayfish cells, the soma is com- 
pletely isolated electrically from the rest of the neuron (Sel- 
verston and Kennedy, 1969). For the most part, in cells of 
insect thoracic ganglia the isolation of the soma from elec- 
trical events occurring within the neuropil is virtually com- 
plete. This has held true, in our laboratory and elsewhere, for 
the cockroach (Rowe, 1969) and for the cricket (Bentley, 
personal communication). 

N o  definitive intracellular work has been done on the 
electrical properties of the link segment. Judged from the 
degree to which the soma reflects electrical activity taking 
place in the synapses of the neuropil, the link segment at 



FIGURE 7 A 10 J.L section of a cockroach metathoracic motor 
neuron innervating the extensor tibia muscle. The cell has 
been injected with the fluorescent dye Procion Yellow. The 
cell body(cb) is approximately 30 J.L in its longest dimension. 

best permits some electrotonic spread of neuropil activity 
to reach the soma. In many neurons, however, the re
sistance of this region is apparently so high that no elec
trical sign of synaptic or propagated activity is detectable 
in the cell body. 

THE INTEGRATING SEGMENT The expansion of the 5-10-J..L 
link segment into the 10-30-J.L region giving rise to branches 
of the dendritic tree has been pictured in earlier work on 
arthropod central neurons (Zawarzin, 1924). It has been 
suggested that this area may serve as an integrating region 
(Maynard, 1966). However, its full significance as a struc-

Note the expanded integrating segment and the fme 
branches of the dendritic tree emanating from it. (From 
Rowe and Cohen, in preparation.) 

tural and functional entity has only recently been realized 
and most elegantly defined in the crab by Sandeman 
(1969a, 1969b). He has termed this region the integrating 
segment and has studied it in detail both structurally and with 
intracellular recording. He finds the membrane of this 
segment to be electrically inexcitable, as judged by the de
creasing amplitude of invading antidromic spikes. The side 
branches of the integrating segment conduct propagated 
spikes, which then evoke depolarizing excitatory potentials 
in the integrating segment. The presynaptic inhibitory 
input, which produces slightly depolarizing potentials in 
the integrating segment, appears to end directly on the 
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FIGURE 8 A reconstruction of a cockroach metathoracic from 10 p serial sections. Diameter of cell body, approxi- 
motor neuron innervating the extensor tibia muscle. The mately 30 p. (From Rowe and Cohen, in preparation.) 
cell was injected with Procion Yellow and reconstructed 

membrane of this segment rather than on the fine branches 
emanating from it. The spike-initiating locus appears to be 
at the point where the integrating segment once again nar- 
rows distally to give rise to the axon proper. Figure I I (page 
808) summarizes the findings of Sandeman for an ocul- 
omotor neuron of the crab. 

The integrating segment of the arthropod neuron, to- 
gether with its fine, branching neurites, appears to be 
analogous to the soma-dendritic complex of the vertebrate 
neuron. Both anatomical entities have areas of electrically 
inexcitable membrane (Grundfest, 1969). They integrate 

excitatory and inhibitory presynaptic input that gives rise 
to a propagated signal at a spike-generating locus distal to 
the integrating membrane. The soma-dendritic complcx of 
the vertebrate neuron places the genetic apparatus and the 
major site of macromolecular synthesis directly in the path 
of chemical transmitters and ionic changes associated with 
synaptic transmission and impulse initiation. I11 contrast, 
the arthropod central neuron isolates the soma with its 
genetic apparatus from the electrochemical events of 
synaptic and propagated activity. This isolation is such that 
in many neurons the soma reflects little or 110 electrical sign 



FIGURE 9 Model of a second-order sensory interneuron ous link segment joining the cell body to the dendritic tree. 
from the sixth ganglion of the crayfish. Note the long tenu- (From Selverston and Kennedy, 1969.) 

of events occurring in the distant integrating and spike- 
generating regions. 

Cytological comparisons 

The cytoplasmic basiphilic masses characteristic of many 
vertebrate central neurons (Figure 12, page 809) were first 
described by Nissl (1892). These Nissl bodies were later 
found to be composed of layers of rough endoplasmic retic- 
ulum (Palay and Palade, 1955). Their basiphilia is presum- 
ably due to the affinity of the ribosomal RNA in these struc- 
tures for such classic basic dyes as cresyl violet and toluidine 
blue (Bodian, 1947). The response of vertebrate neurons to 
injury of their axons consists of a breakdown of these 
basiphilic masses (chromatolysis) within the first week after 
injury, as seen in Figure 12B (Nissl, 1892; Bodian and 
Mellors, 1945). This may also be accompanied by a shift 
of the nucleus to an eccentric location within the soma. If 
the neuron survives and regenerates an axon, there may be a 
gradual re-formation of the Nissl bodies; the nucleus 
eventually returns to a central location. 

In contrast, when the central neuron of a normal adult 
cockroach is stained with basic dye, it shows a fine-grained 

uniform distribution of basiphilic material throughout its 
cytoplasm, as seen in Figure 12. This is correlated with a 
scarcity of rough endoplasmic reticulum and a relatively 
uniform distribution of ribosomes throughout the cyto- 
plasm (Hess, 1960; Wigglesworth, 1960; Cohen, 1967a). 

Examination, in the electron microscope, of the peri- 
nuclear RNA ring evoked by injury to the axon of the 
cockroach central neuron reveals that this is associated with 
an increase in rough endoplasmic reticulum (rough ER). 
This is shown in Figure 13 (page 810), which compares the 
distribution of rough ER in a bilaterally symmetrical pair of 
cockroach motor neurons from the same ganglion. There is 
a generalized increase of rough ER in the injured cell, with 
some concentration in the perinuclear area. The cytoplasm 
of the injured cell takes on the appearance of a crudely or- 
ganized Nissl body in a vertebrate. Within one week, the 
augmented rough ER of the injured cell disappears, and the 
nucleus shifts to an eccentric position, as seen in Figure 12D. 
At this time the injured neuron starts to regenerate a new 
axon. The disappearance of the rough ER in the cockroach 
cell appears similar to vertebrate chromatolysis, when the 
ribosomes become dissociated from the cisternae of the 
rough ER (Porter and Bowers, 1963). 



FIGURE 10 Procion Yellow injected cell from the cock- next 10 p section shows the thin link segment expanding 
roach metathoracic ganglion. This is cell number 3 as desig- into the broad integrating segment (is). The longest dimen- 
nated in Figure 6. A: 10 p section showing the cell body sion of the cell body in A is approximately 80 p. (From 
(cb) with the link segment (Is) emanating from it. B: The Rowe and Cohen, in preparation.) 
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FIGURE 11 A diagram illustrating the various functional 
and morphological regions of an oculomotor neuron in the 
brain of a crab. Note the separation of the soma from the 
integrating region of the cell. The different modes by which 
excitatory and inhibitory input may terminate upon the cell 
are clearly shown. (From Sandeman, 1969b.) 

The vertebrate neuron appears to be continually primed 
and involved in a relatively high level of protein synthesis 
(HydCn, 1960). This is associated with large amounts of 
rough ER characteristic of other actively synthesizing cells. 
The precipitous breakdown of rough ER, together with the 
dispersion of ribosomes in the vertebrate cell undergoing 
chromatolysis, is seen as throwing the cell into a super- 
active state of synthetic activity associated with axon repair 
(Brattg:rd et al., 1957). The intact central neuron of a 
cockroach differs from the central nerve cell of a vertebrate 
in lacking large aggregates of rough ER. This may be 
associated with a lower state of readiness for and participa- 
tion in macromolecular synthesis. Only when extraordinary 
synthetic demands are placed on the cockroach neuron, as 
in axon regeneration, does this cell produce a crude ap- 
proximation of the vertebrate neurocytological organiza- 
tion. It does so by first forming rough ER and then dis- 
persing it in a manner similar to the chromatolysis response 
of the vertebrate nerve cell. Such arthropods as the crayfish 
(Hoy et al., 1967) and the locust (Usherwood, personal 
communication) do not show the type of axonal regenera- 
tion described for the cockroach (Bodenstein, 1957) and the 
vertebrate (Bodian, 1947). The neurons of these animals do 
not show the perinuclear RNA ring response to injury. 
Other invertebrates, such as the cricket (Edwards and 
Sahota, 1967) and the mollusk Anodonta (Salhnki and 
Gubicza, 1969), show typical axon degeneration and re- 
generation following injury, and their central neurons have 
the perinuclear RNA ring response. This substantiates the 
concept that the formation and subsequent dispersion of the 
rough ER in the perinuclear ring are associated with an in- 
crease in the level of macromolecular synthesis associated 
with axon regeneration. 

Functional considerations 

A major structural difference between the central neurons 
of invertebrates and those of vertebrates is the almost 
ubiquitous occurrence of monopolar neurons in the inverte- 
brate groups above the Coelenterata (Bullock and Hor- 
ridge, 1965). In contrast, the vertebrate central neuron is 
predominantly multipolar and heteropolar. It is divided 
into an integrating somadendritic complex and an axon 
that generates an all-or-none signal. At the unit level, a 
primary functional consequence of these differences is 
that the soma of the invertebrate central neuron, unlike that 
of the vertebrate cell, is removed from the path of synaptic 
transmission and impulse initiation. 

Let us make the assumption that in neuronal systems 
specialized to store and reflect a sign of their functional his- 
tory, such storage and reflection may be accomplished by 
coupling the bioelectrical signals to the genetic apparatus of 
the soma. This provides the possibility that some aspects 
of the transient electrochemical signals may be reflected 
more permanently in the neuron by an alteration in macro- 
molecular synthesis (HydCn, this volume). Several lines of 
evidence from cells other than neurons suggest that the 
type of bioelectrical events associated with neuronal 
signals may affect the synthesis of macromolecules. In the 
salivary-gland chromosomes of Chironornus, Kroeger 
(1966) has demonstrated a correlation between "puffing" 
and the degree of depolarization of the gland-cell mem- 
brane. The insect growth hormone ecydysone also has an 
effect on the ion permeability of the nuclear membrane in 
the salivary gland cells of Chironomus (Ito and Loewenstein, 
1965). Lubin (1967) reports a decrease in the rate of DNA 
and protein synthesis in cultured mammalian cells when the 
potassium concentration is lowered. Thus the tendency to 
isolate the invertebrate central nerve-cell body from the 
transient ionic and transmitter fluxes associated with in- 
formation processing may be viewed as a means of stabiliz- 
ing the function of neuronal circuits over the lifetime of the 
organism. This could account for a major evolutionary 
trend among the invertebrates that has taken the direction 
of relatively complex but highly stereotyped behavior. 

The isolation of the neuronal soma in invertebrates may 
also allow the control of such complex but rigid behavioral 
patterns as flight, walking, and swimming to be reliably 
invested in very small numbers of neurons. Kennedy et al. 
(1969) described single command interneurons in the cray- 
fish that control the activity of large segments of ab- 
dominal musculature involved in swimming. Willows 
(1967) has shown that stimulating a single central neuron can 
evoke the turning of the entire body of a sea snail. 

The Mollusca provide a major exception to the concept 
that the central-neuron soma of invertebrates is relatively 
isolated from the bioelectric activity of the cell. In the sea 



FIGURE 12 A comparison of injury responses in central neu- Normal cell, showing a uniform cytoplasmic basiphilia and 
rons of a rhesus monkey (A and B) and a cockroach (C and a centrally located nucleus. D: Cell axon was cut four weeks 
D). A: Normal ventral horn cell, showing the basiphilic prior to fixation. The distribution of basiphilic material in 
aggregates of Nissl bodies in the cytoplasm. B : Ventral horn the cytoplasm is unchanged, but the nucleus has assumed an 
cell seven days after lumbar spinal-root section. Chromato- eccentric position. (Plate from Cohen, 1967a. A and B 
lysis is indicated by the absence of Nissl bodies and the modified from Bodian and Mellors, 1935; C and D from 
eccentric location of the nucleus. C and D are bilaterally Cohen andJacklet, 1967.) 
matched cells from the same metathoracic gnnglion. C :  

snail Aplysia, the site of spike initiation may be as much as the cephalopods, are capable of complex rapid learning, 
1.5 m m  from the soma (Frazier et al., 1967). Although the particularly within a visual framework. Young (1961) sum- 
membrane excitability decreases from the site of spike marized many of the behavioral studies in Ocroyrrs and 
initiation proximally toward the cell body, overshooting correlated these with the anatomy of the brain and visual 
spikes can frequently be recorded from the soma (Tauc, system. His drawings of silver preparations in the optic lobe 
1962). More highly evolved members of the group, such as of Octoytrs indicate cells that are multipolar and heteropolar. 



FIGURE 13 Tracings of montages made from electron mi- 
crographs taken at 17,000 magnification. The shaded area 
indicates endoplasmic reticulum and free ribosomes. A and 
B are tracings from a pair of bilaterally matched motor 
neurons situated on opposite sides of the same metathoracic 
ganglion in the cockroach. The cells were approximately 
35 p in diameter and roughly one half of each cell is pic- 
tured. n, nucleus; nm, nuclear membrane. A:  normal cell 
with intact axon. B :  matched cell whose axon was cut 48 
hours previous to fixation. Note the increased amount of 
endoplasmic reticulum in the injured cell. (Modified from 
Young et al., in press.) 

These neurons, such as the centrifugal cells, appear to have 
dendritelike processes emanating from the soma. This is one 
of the few instances of multipolar-heteropolar nerve cells 
reported in the central nervous system of an invertebrate. 

The more primitive mollusks, such as Aplysia, have 
neurons whose somata are both electrically excitable and 
sensitive to synaptic transmitters (Tauc and Gershenfeld, 
1961). These may have been crucial requisites in the evolu- 
tion of the extraordinary labile and modifiable behavior 
shown by the Cephalopoda. Based on the prime char- 
acteristic of soma excitability, the appearance of dendritic 
expansions from the soma places the neuronal genetic 
apparatus of the Cephalopoda subject to the electrochemical 
events of transmission and conduction. It is of more than 
passing interest that this type of neuron appears in the in- 
vertebrate group with the most highly evolved type of 
modifiable behavior, and in that part of the nervous system 
shown to be intimately involved in the learning process. 

In the vertebrates, the body of the central nerve cell has 
been thrust directly into the path of the electrochemical 
changes associated with information processing. The ele- 
ments controlling macromolecular synthesis within the 
soma are thus exposed to fluxes of inorganic ions and 
chemical transmitters that may influence their function and 
provide some long-term sign of past activity in the form of 
a macromolecular residue. Another major advance in the 
neural organization is the relatively large number of 
neurons available in vertebrates as compared with inverte- 
brates (Wiersma, 1952; Bullock and Horridge, 1965). This 
can provide the segments of the nervous system involved in 
low-threshold, highly plastic behavior with the degree of 
redundancy required to function in a reliable and adaptively 
significant manner. These two factors, (1) the exposure of 
the genetic apparatus to the electrochemical events of signal 
processing and (2) relatively large numbers of neurons, may 
have been critical in the evolution of the extraordinary 
plastic capabilities characteristic of the most highly de- 
veloped portions of the vertebrate central nervous system. 
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711 Some Aspects of Gene Expression 

in the Nervous Svstem 

E. M. S H O O T E R  

THE PRIMARY INSTRUCTIONS for the development of the 
nervous system in terms of cell specialization, cell migration, 
and the formation of intercellular connections are located in 
the gcnome and give rise to patterns of innate behavior. The  
programing of these events is fortunately not on a one-to- 
one basis. O n  the contrary, it is evident that the behavior of  
whole cell populations is dictated by single genes. In the 
neurological mutant mouse strain, reeler, which is homozy- 
gous for the allele rl, the granule cells fail to migrate normal- 
ly inward through the Purkinje cells of  the cerebcllurn 
(Sidman, 1968). Not only does this mutation affect the 
majority of the granule cells; it also affects the only other 
two neuroblast populations, those in the cerebral isocortex 
and the hippocampus, which migrate in the same way. The 
altered gene product of  the allele rl results, therefore, either 
directly or indirectly, in the failure of the cell-to-cell signal- 
ing required for normal migration. It is also clear that 
throughout development internal and external environ- 
mental factors continue to  modify gene expression in the 
nervous system and that, in turn, variable gene expression is 
likely to be one of the neural components that are the basis 
of learning. 

This brief introduction illustrates the two general ap- 

proaches to the study of gene expression in the nervous 
system I discuss here. First, one can examine the primary 
products of  gene action, the proteins and enzymes of 
neurons and glia, follow their changing patterns during 
developmcnt, and delineate the consequences of mutations. 
Alternatively, one can see how internal stimuli such as 
hormones and growth factors modify or regulate gene ex- 
pression in the target cclls. These two categories are not 
exclusive and do  ovcrlap. For instance, the selective 
regulation of neuronal activity by hormones requires that 
these cells be able to distinguish between suck. inducers. 
One way to study this is through the analysis of nerve-cell- 
specific macromolecules, the primary product of  the gene 
action of those cells. 

The prirlinry proclircts ggerie nctiort 

SITES OF PROTEIN SYNTHESIS Because of the unusual 
morphology of nervous-tissue cells compared with other 
eukaryotic cells, it is important to consider the sites w~thin  
these cells at which protein may be synthesized. In addltion 
to the usual ribosomal and mitochondria1 protein-syn- 
thesizing systems, two other possible systems, the synap- 
tosomal and axonal, should be considered. 
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region, the initial segment, and the axonal hillock (Sotelo 
and Palay, 1968). A high proportion of these ribosomes arc 
not ~ttached to the membrane of the endoplasmic retic- 
ulum and could thus function directly in the synthesis of 
protein involved in axoplasmic transport to the nerve end- 
ing (see Weiss, Davison, this volume). The membrane- 
bound ribosomes, on the other hand, are probably involved 
in the synthesis of proteins for storage in the cell or of con- 
jugated proteins. In many smaller neurons, Nissl bodies and 
ribosomes appear in the most peripheral cytoplasm, under- 
lying either synaptic terminals (Bodian, 1965) or neuroglial 
processes adjacent to the surface of the neuron. In contrast, 
in glla, as in other eukaryotic cells, the ribosomes are more 
evenly distributed through the cytoplasm, and a greater 
proportion are bound to the endoplasmic reticulum 
(Mugnaini and Walberg, 1964). Glia contain less RNA than 
do neurons, which appears to be directly related to the 
ribosomal content of the two types of cells (Hydkn and 
Egyhhzi, 1963; Gray, 1961). Recent reports suggest that 
glial ribosomes are as active as neuronal ribosomes in 
protein synthesis (Roberts et al., 1970). 

A ribosomal preparation from immature rat brain has 
many of the characteristics of typical mammalian ribosomal . - 
systems in its requirement for pH 5 enzymes and adenosine 
triphosphate (ATP) and its inhibition by ribonuclease 
(Campbell ct al., 1966). Its activity is higher than that of a 
similar liver p;eparation, although the activity decreases 
significantly with the age of the animal (Orrego and 
Lipmann, 1967). The level of activity will depend on, 
among other factors, the availability of the initiating, bind- 
ing, translocation, and dissociation factors now defined for 
the bacterial ribosomal system (see Davis, this volume) and 
about which little is known in the nervous system. Max- 
imum incorporation with the brain ribosomal system occurs 
at somewhat higher MgZ+ concentrations than with liver 
or reticulocyte preparations (Table I). Although mam- 

malian ribosomal systems, in !general, arc more resistant to 
such agents as high Mg2+ concentratiolis, which increase 
ambiguity in translatiorl (Weinstein et al., 1966), it is not 
known whether this is also true for brain ribosomes. The 
requirement of the latter for high K+ concentrations links 
ribosomal protein synthesis with active K+ transport and, 
in turn, with the bioelectric phenomena. Zomzely et al. 
(1968) have reported that polysome-mRNA complexes 
from brain are more sensitive to endogenous ribonuclease 
than is a liver preparation, release endogenous mRNA more 
readily on incubation, and correspondingly show a greater 
stimulation on subsequent addition of polyuridylic acid 
(poly-U). Nuclear RNA from brain is more active in 
stimulating an E. coli ribosomal system than is hepatic 
nuclear RNA, contains a high proportion of small (i.e., 
< 12s) species, and has a higher turnover rate in young than 
in adult animals, giving rise to the suggestion that, during 
development, relatively short-lived mRNA species with 
high template activity are replaced by longer-lived species 
with a lower activity (Roberts et al., 1970; Bondy and 
Roberts, 1968). 

MITOCHONDRIAL PROTEIN SYNTHESIS Mitochondriacon- 
tain their own machinery for protein synthesis (see Lehn- 
inger, this volume), and, although mitochondrial protein 
synthesis is quantitatively less significant than ribosomal, it is 
especially important in the nervous system because of the 
presence of mitochondria in nerve endings and the question 
of local protein synthesis in these regions. It is, therefore, of 
even greater interest that brain mitochondria are among the 
most active of the known mammalian mitochondrial systems 
(Campbell et al., 1966). Protein synthesis by brain mito- 
chondria does not require an external source of ATP and is 
not inhibited by ribonuclease, but, typically, is inhibited by 
chloramphenicol. In a medium that is optimal for oxidative 
phosphorylation, incorporation increases by a factor of ap- 

TABLE I 
Syrzthetic Capacity of Various Subcellular Fractiorls $Brain* 

(19 to 21-day-old Rat Cerebral Cortex-) 

Incorporation 
Fraction ~ ~ n l o l e  leu/mg protein/hr Ionic conc., r n ~  

Ribosomal** 300 K+ 100, Na+ 40, Mg2+ 10 
Mitochondrial** 17 K+ 120, ~ a +  40 

31 Kf 20 
Synaptosomalt 4 Kf 20 

30 Kf 25, Naf 125 

* The figures presented are average values to indicate only the relative levels of activity. 
** Campbell et al., 1966. 
t Morgan and Austin, 1968, 1969; Austin et al., 1970; Autilio et al., 1968; Appel et al., 
1969. 



proximately two (Table I) to a level that is about one tenth 
that of ribosomal incorporation. Conversely, under these 
conditions, incorporatioll is inhibited by substallccs like 
rotenone and antimycin A, which are specific inhibitors of 
oxidative phosphorylation. The DNA in mitochondria is of 
limited size and is potentially capable of coding for ollly 
about 40 polypeptides, cach of 150 amino acid residues. I11 
keeping with this are the reports that mitochondria synthe- 
size very few proteins, among which are certain of their 
own membrane proteins (Ncupcrt et al., 1968). However, 
the fact that Nettrospora mitochondria can synthesize pro- 
tein 111 vivo (see Lehninger, this volume), suggesting the 
rathcr massive synthesis of a few specific proteins, prompts a 
re-examination of the role of both cell-body and nerve- 
ending mitochondria in the synthesis of extra-mitochondrial 
protcin. Not all mitochondria are alike, those in the nerve 
ending being typically smaller than those in the cell body. 
Also Haj6s and Kcrpel-Fronius (1969a, 1969b) have now 
sho\vn by electron histochemical techniques that mito- 
chondria that are some distance from the cell body, par- 
ticulnrly those in certain postsynaptic reglolls and unlike 
those in the perikarya, lack the enzyme succinic dchydro- 
genase and accumulate considerably less Ca+ and St-?+. 
Similar diffirences can be detected in isolated mitochondrial 
pellcts. This type of biochemical ditfcrentiation may well be 
of critical importance to the functions of mitochondria in 
various regions and sites of the nervous system. 

SYN.\PTOSOMAL I'ROTEIN SYNTHESIS The studies of 
Weiss (this volume) and Barondes (1966), among others, 
have shown that at least a portion of the mitochondrial 
and vesicular proteins (if not also whole ~nitochondria and 
vesicles) in the nerve endillgs derive from the cell body. It 
is also true that some protein in nerve-ending organelles 
and membranes is rapidly labeled, in vivo after intraven- 
tricular or intraperitoneal injection of radioactive amino 
acids (von Hungen ct al., 1968), in vitro in brain slices 
(Austin and Morgan, 1967), or in vitro in isolated ciliary 
ganglia (Droz and Koenig, 1969), and the question arises as 
to ~vhere this particular protein is synthcsizcd. Attempts to 

answer this question have been made by examinations of 
the metabolic properties of isolated synaptosomes (Autilio 
et al., 1968; Morgan and Austin, 1968; Gordon and 
Deanin, 1968) and axons (Koenig, 1970). Isolated synapto- 
somes incorporate labeled amino acids into protein at very 
low levels, as compared with brain ribosomes (Table I.) 
Bacterial contamination has been excluded, as has also 
contamination by free neuronal or glial microsomes or 
ribosomes, because the system is not sensitive to ribo- 
nuclease and does not require ATP. Furthermore, labeled 
brain microsomes separate quantitatively from synapto- 
somes in the preparative gradients used to isolate the latter 
(Austin and Morgan, 1967). The data of Autilio et al. (1968) 
and Austin et al. (1970) have shown that only a portion of 
the protein-synthetic capacity of the synaptosome is due to 
synaptosomal mitochondria. In the presence of chloram- 
phenicol, total incorporation is reduced to only about 75 per 
cent of control, whereas incorporation into mitochondrial 
protcin, but not into soluble or other membrane protcin, is 
allnost totally inhibited (Table 11). Conversely, cyclol~exi- 
mide tnarkedly reduces total incorporation and incorpora- 
tion into soluble and nonmitochondrial ~nembrane protein 
but does not inhibit protein synthesis in synaptosomal 
mitochondria. In linc with these results is the finding 
(Autilio et al., 1968) that some 20 per cent of the label is 
normally incorporated into the soluble protein of the 
synaptosome, 25 pcr cent into mitochondrial protein. and 
the remainder into nonmitochondrial membrane protein. 

A characteristic feature of synaptosomal protein synthesis 
is its synergistic stimulation by appropriate collcentrations 
of Na+ and K+ (Table I). The ionic concentrations required 
for maximal incorporation also result in maximal sodlum- 
potassium adenosine triphosphatase activity, K+ uptake, 
and oxygen uptake (Appcl et al., 1969; Escueta and Appel, 
1969; Morgan and Austin, 1969; Austin et a]., 1970). It may 
be noted that these concentrations are quite di6erent from 
those required for maximum incorporation with the brain 
ribosomal system (Table I). Inhibition of the sodium-potas- 
sium adenosine triphosphatase activity by ouabain also 
markedly inhibits synaptosomal protein synthesis. l'hese 

Antibiotic 

Incorporation as percentage of control into 

Wholc Soluble Membrane Mitochondria1 
synnptosome protein protein protein 

I'uromycin, 50 pM 24 35 31 23 
Cycloheximide, 100 pM 79 13 27 92 
Chloramphenicol,  300 pM 74 98 91 5 

* Adapted f r o m  Austin et al., 1970. 



results not only suggest a unique character for synaptosomal 
protein synthesis, but also point to a close coupling of the 
synthetic activity with ionic flux and energy metabolism in 
the nerve ending. There remains the problem of the 
mechanism of protein synthesis in the nerve ending other 
than in the mitochondria. The presence of both RNA and 
enzymes that activate amino acids has been reported 
(Austin et al., 1970), and the mechanism is certainly sensitive 
to cycloheximide, a known inhibitor of mammalian ribo- 
somal protein synthesis. In one way, these findings again 
raise the problem of contamination, possibly by elements of 
the ribosomal system which enter the synaptosome before 
membrane closure or which remain outside the synapto- 
some but are also membrane enclosed. At least a part 
answer to this has been given by the demonstration that-the 
pattern of labeling of proteins in a microsomal system is 
grossly different from that in the synaptosome (Autilio et 
al., 1968), and a final answer may be available when it is 
known specifically which proteins are synthesized in the 
nerve ending. 

Axonal protein synthesis The evidence for local protein 
synthesis by axons has been reviewed by Koenig (1970). 
Myelin-free axons will incorporate labeled RNA pre- 
cursors into an acid-insoluble product, a major portion of 
which is digested by ribonuclease. This RNA does not ap- 
pear either to be mitochondria1 in origin or to be transferred 
from the Schwann cell to the axon (Koenig, 1969). The 
amount of RNA present in axons is, however, extremely 
small-11500th to 1/1000th of that in the cell body. As 
with the synaptosomal system, a more rigorous demonstra- 
tion of the synthetic capacity of axons will come from the 
identification of the products of this activity. 

Ident$cation ofthe primary products 
and their function 

If a protein possesses some catalytic or specific biological or 
physical property, it can be identified and the regulation of 
its synthesis can be followed with the aid of that particular 
property. McKhann and Ho (1967) have shown, for 
example, that the development pattern of the enzyme 
galactocerebroside sulfatransferase, responsible for the last 
step in the biosynthesis of the myelin lipid sulfatide, paral- 
lels that of myelination. Again D(-) = p-hydroxybutyrate 
dehydrogenase, the activity of which is high in developing 
brain but low in adult brain, can be induced in the latter 
by starvation, enabling the adult brain to use an alternate 
oxidizable substrate (Smith et al., 1969b). There are also 
many examples of altered gene function in the nervous 
system, as expressed in the behavior of enzymes, some of 
which give rise to disease states. Here the effect of a muta- 
tion in a catabolic enzyme is equally as dramatic as that in 
an anabolic enzyme, as is shown in metachromatic leuco- 

dystrophy by the accumulation of large amounts of a 
normal component of the myelin sheath, sulfatide, as a 
result of the functional absence of an arylsulfatase catabolic 
enzyme (Mehl and Jatzkewitz, 1965). 

Changes in the number and composition of brain-mem- 
brane proteins arising from the modification of gene ex- 
pression during development can now also be followed 
(Grossfeld, 1968). With increasing age in the mouse a 
greater preponderance of species with higher molecular 
weight appears (Figure 1) ; these may result from modifica- 
tion of the original proteins with carbohydrate or other 
prosthetic groups or from the shift from a neuronal to a 
largely glial cell population. Mahler and Cotman (1970) 
have shown that these or similar methods can be used to 
characterize the proteins of the membranes of nerve end- 
ings. 

NERVOUS SYSTEM SPECIFIC PROTEINS Nerve cells obvi- 
ously have unique function compared with other cells. 
Gene activity in nerve cells subserves these functions; it is 
therefore possible to learn about gene activity by searching 
out and studying its unique products. 

Brain extracts contain a number of relatively acidic pro- 
teins that do not appear in extracts of other organs, and two 
of these, SlOO and 14-3-2, have now been shown by im- 
munological criteria to be specific to the nervous system 
(Moore and Perez, 1968). Antiserum to beef brain SlOO 
cross-reacted with brain extracts from all vertebrates and 
some invertebrates, and antiserum to 14-3-2 reacted with 
extracts from all vertebrates except fish and reptiles, so they 
appear to have a high degree of evolutionary stability and 
thus, ~resumably, an important function. Because of its 
presence in cultured gliomas (Benda et al., 1968) but not in 
cultured neuroblastomas, its high content in cerebral white 
and low content in cerebral gray matter, and a constant or 
slightly increased amount in degenerating optic nerve, S 100 
is thought to be localized primarily in glia (Moore and 
Perez, 1968). By similar criteria, 14-3-2 is a neuronal 
protein. A possible clue to the function of SIOO comes from 
studies of its interactions with calcium, sodium, and 
potassium ions (Calissano et al., 1969). The SlOO protein 
specifically binds two calcium ions, resulting in local un- 
folding of the structure. Other divalent ions, such as mag- 
nesium, do not produce this conformational change, al- 
though potassium and, to a lesser extent, sodium ions tend 
to inhibit the effect. In so doing they insure that the con- 
formational change occurs in the range of calcium-ion con- 
centration that probably exists in the nervous system. The 
protein 14-3-2 does not bind calcium ion, has a higher 
molecular weight than SlOO, and appears to exist also in 
polymeric forms. Antigen a, the soluble protein specific to 
the nervous system that was isolated by Bennett and Edel- 
man (1968), is unrelated by immunological or chemical 
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FIGURE 1 Developmental changes in membrane proteins dodecyl sulfate in the same buffer and applied to polyacryl- 
from mouse brain. Mouse brains from animals of different amide gels. Electrophoresis was carried out in the tris 
ages extracted with 1 per cent Triton X-100 in 0.01 M tris- glycinate discontinuous buffer system, pH 9.6, with 0.025 
C1 buffer pH 8.1. Residue extracted with 0.1 per cent per cent sodium dodecyl sulfate in all solutions. Stained after 
sodium dodecyl sulfate in the same buffer with sonication. electrophoresis with ~aph tho l  Blue Black(Grossfeld, 1968). 
These extracts dialyzed against 0.025 per cent sodium 

criteria to SlOO protein, but it forms aggregates stabilized by 
disulfide bonds as does protein 14-3-2. 

Myelin also contains a number of specific proteins, in- 
cluding a 165-residue basic protein responsible for the en- 
cephalitogenic activity of nervous-system tissue (Eyhlar and 
Hashim, 1969). Smaller fragments derived from it by the 
action of a brain acid protease or pepsin also have the 
activity, and the sequence of one of these has been reported 
(Eyhlar and Hashim, 1969; Kibler et al., 1969). Other 
myelin proteins are the proteolipid proteins described by 
Folch and Lees (1951) and Wolfgram (1966). These three 
groups have a functional role in the maintenance of the 
myelin membrane. 

Modijication ofgene expression 

Both internal factors, such as hormones and growth factors, 
as well as external stimuli regulate gene expression during 
development of the nervous system. One of the best- 
known examples of such agents is the nerve growth factor 
(NGF), discovered and studied extensively by Levi-Mon- 
talcini and her colleagues (Levi-Montalcini and Angeletti, 

1968). The nature of this growth factor and of its mechan- 
ism of action is obviously of great interest as a model system 
for the study of the modification of neuronal behavior. 
NGF stimulates the growth of sympathetic and sensory 
ganglia in chick embryos or young mice, producing marked 
increases in the size of the responsive neurons and in fiber 
outgrowth from such neurons. If chick sensory or sym- 
pathetic neurons of appropriate age are cultured in a 
hanging drop of semi-solid plasma containing optimum 
concentrations of NGF, a uniform and dense halo of nerve 
fibers grows out from the ganglia. The varying degree of 
fiber growth under these conditions in response to differing 
amounts of NGF forms the basis of a bioassay for this factor 
(Levi-Montalcini et al., 1954). 

Antiserum to NGF inhibits the activity of NGF in the 
tissue culture assay, and when it is injected into newborn 
animals of several species it causes a rapid and almost com- 
plete destruction of the nerve cells in the sympathetic 
ganglia (Cohen, 1960; Levi-Montalcini and Booker, 1960). 
The first property of the ganglia to be affected in xivo is 
that of electrical transmission, the action potential being 
markedly depressed a few hours after injection and before 



significant changes take place in either metabolic function 
or ganglion size (Halstead in Larrabee, 1969, p. 108). 

THE MACROMOLECULAR STRUCTURE OF NGF What is 
the nature of the factor that produces these specific growth 
effects? It has been shown that in the two common sources 
of th~s material, snake venom and the adult mouse sub- 
maxillary gland, NGF activity is associated with protein 
(Cohen, 1959, 1960). Subsequent work confirmed these 
initial observations and showed that it was possible to 
isolate, from either source, small, rather basic proteins that 
had NGF activity (Cohen, 1959, 1960; Varon et al., 1967a; 
Angeletti, 1968; Banks et al., 1968; Zanini et al., 1968). It is 
now clear, however, that these basic proteins are derived, as 
a result of the isolation procedure, from larger protein 
species that exist in both venom and extracts of the mouse 
gland. The macromolecular composition of these larger 
species is therefore of considerable interest in relation to 
their role in stimulating neuronal growth. 

In the submaxillary gland extracts, the biologically active 
basic protein is only one type of subunit, the P subunit, in a 
multisubunit protein, 7s NGF (Varon et al., 1967b, 1968). 
7s NGF, which elicits the same in vivo and in vitro effects 
as the smaller basic protein, can be isolated from the gland 

in a reasonable degree of homogeneity (Figure 2A), and its 
subunit composition can be demonstrated by its reversible 
dissociation at extremes of pH. This process is readily 
visualized by the isoelectric focusing procedure when 7s 
NGF is dissociated by applying it to the acidic end of the 
pH gradient in the gel (Figure 3b). The undissociated 7s 
NGF can also be analyzed by the same procedure if it is 
initially applied near the center of the gradient, and its 
isoionic point lies between the isoionic points of the a and 7 
sub-units (Figure 3a, c). The three groups of subunits are 
separable by ion-exchange chromatography and show the 
same distribution of protein species within each group after 
isolation (Varon et al., 1968; Smith et al., 1968). The 
analysis of isolated fl subunits is shown in Figure 3d as an 
example. The separated subunits recombine rapidly when 
mixed at neutral pH and in appropriate amounts to re- 
generate a protein the physical properties of which are the 
same as those of 7s NGF (Figure 2). 

The specific biological activity of the P subunit isolated 
from 7s NGF at acid pH is similar to that of 7s NGF but 
is somewhat higher when isolated from the penultimate 
material in the 7s NGF preparation (Varon et al., 1968). 
Both Zanini et al. (1968) and Fenton and Edwards (quoted 
in Vernon et al., 1969) also reported that the specific 
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FIGURE 2 Comparison of the sedimentation and electro- imentation was for 13 hours at 60,000 rpm in a 5-20 per cent 
phoretic properties of 7S NGF and the product of the sucrose gradient in 0.05 M trio-C1 buffer (pH 7.4) at 5' C. 
recombination of a, p, and7 subunits. A. Sedimentation of B. Electrophoresis in the bistris-tes buffer system (pH 7.55) 
200pg 7s NGF or a mixture of72pga, 118~g7,  and 42pg of 150pg 7S NGF and a mixture of 60pga, 78pg7, and 35 
f i  subunits mixed in 0.05 M tris-Cl buffer (pH 7.4). Sed- pgp subunits in 0.05 M tris-C1 buffer (pH 7.4). 
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FIGURE 3 Isoelectric focusing of 7S NGF and its subunits. isolated by chromatography at alkaline pH. The acrylamide 
A. 7S NGF applied near center of gel. B. 7S NGF applied at gels were 7.5 per cent made in the ampholiie buffer system 
top. C. 7S NGF applied at top and near center. D. 0 subunit pH 3-10. After electrophoresis they were stained with 
isolated by chromatography at acid pH. E. 0 subunit CoomassieBlue. 

activity of the 0 subunit (NGF, in the terminology of the 
former authors), isolated by the same procedure but by 
using milder acid conditions, is higher than that of 7s  
NGF. The biological activity of the 0 subunit is therefore 
modified by its interaction with the a and y subunits, and 
both biologically inactive subunits are required to produce 
this specific effect with the 0 subunits (Varon et al., 1968) as 
they are to produce 7s NGF. The 7s NGF protein also 
exhibits esterase or peptidase activity relatively specific for 
argininyl esters or amides, an activity that resides only in 
the y subunits, and likewise the specific enzymatic activity 
of these subunits is modified (decreased) by its interaction 
with the a and 0 subunits (Greene et al., 1969). Again, both 
of the subunits are obligatory for this effect (Table 111). The 
biological and enzymatic properties of 7s NGF recon- 
stituted &om the three subunits are identical to those of the 
original 7s NGF preparation, and, in particular, the lag- 
phase enzyme kinetics characteristic only of the latter re- 
appear upon the aggregation of the three subunits (Greene 
et al., 1968). Other evidence that pertains to the specificity 
of the interaction of the three subunits is summarized by 
Shooter and Varon (1970). 

Although 7s NGF migrates as a single band on electro- 
phoresis, it is actually a family of 7s proteins, each com- 

posed of the same number of a, y, and P subunits but differ- 
ing in the type of a or 7 subunits they contain (Smith et al., 
1969a). It is the dissociation of these multiple forms of 7s 
NGF that produces the variety of individual a and y sub- 
units (Figure 3). Furthermore, these multiple 7s NGF 
proteins are in equilibrium with one another through an 
exchange of free a subunits (Smith et al., 1969). This may 
be demonstrated in the observation that 1251-labeled a sub- 

TABLE I11 
The Efect ofthe a and 0 Subunits o f  7S NGF on the 

Enzymatic Activity ofthe y Subunit 

Subunits Relative enzymatic activity* 

1.00 
0.99 
1.10 
0.20 

(lag-phase kinetics) 

*Enzymatic activities are given as ratios of the activity of each 
mixture to that of the y subunit alone. Activity was measured with 
1.0 mM benzoyl arginine ethyl ester in 0.05 M tris-Cl buffer (pH 
7.0). (Adapted from Greene et al., 1969.) 



units are incorporated into 7S NGF when mixed with the 
latter at neutral pH, or by the appearance of all the in- 
dividual a subunits in the free subunit pool when an excess 
of any one a subunit, e.g., the a2 subunit, is again added to 
7s NGF. It follows that the time lag observed before 7s 
NGF hydrolyzes appropriate substrates at maximum rate is 
caused by the time required for the dissociation equilibrium 
of 7s NGF to re-establish itself at a new equilibrium posi- 
tion after dilution for the assay, the principal enzymatic 
species being the uncomplexed forms of the subunits 
(possibly YP complex, although other species are possible) 
rather than 7S NGF itself. Conversely, the lag can be 
eliminated if the diluted 7s NGF solution stands for some 
time before the substrate is added, which allows 7s NGF 
to dissociate. 

The basic NGF protein, separated by Zanini et al. (1968), 
which has the physical properties of the P subunit, on 
standing in dilute solution apparently disaggregates into 
half molecules that give identical immunodiffusion and 
electrophoretic patterns and complement fixation curves. 
That dissociation of the P subunit of 7s NGF can take place 
is demonstrated by its behavior on electrophoresis in the 
presence of sodium dodecyl sulfate. In line with previous 
sedimentation data, both a and subunits migrate as single 
bands in positions corresponding to a molecular weight of 

75 NGF 

about 30,000 (Figure 4). 7S NGF dissociates completely in 
this solvent and also, as expected, gives a major band in the 
same position as the subunits; in addition, a faster minor 
band appears, which can arise only fiom the dissociation of 
the P subunit (Figure 4). Analysis of a /3 subunit isolated by 
chromatography at alkaline rather than at acid pH (Figure 
3E) also demonstrates how derivatives of this subunit of 
differing isoionic points can arise under various conditions. 

A recent method for isolating NGF from Crotalus 
odarnnr~teus venom (Angeletti, 1968) closely parallels the 
one devised for the mouse gland NGF (Varon et al., 1967b) 
and suggests that NGF aggregates in the venom have 
molecular weights lower than that of 7s NGF. How- 
ever, a major final product is still a basic protein similar 
in size and electrophoretic properties to the P subunit 
of 7s NGF. Another component is a basic protein about 
half of the size and identical to the major component 
in amino acid composition and immunochemical properties 
(Levi-Montalcini and Angeletti, 1968). Immunochemical 
analysis confirms that the NGF basic protein from venom is 
structurally related to the 0 subunit from the mouse gland 
(Zanini et al., 1968). Using an alternate isolation procedure, 
Banks et al. (1968) obtained from the venom of Vipera 
russelli a basic protein, homogeneous by sedimentation 
analysis, although not by other criteria, and of molecular 
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FIGURE 4 Molecular size and composition of the subunits albumin (BSA), ovalbumin (oval), chymotrypsinogen 
of75 NGF. 7s NGF (100 rg) or the a and7 subunits (30 pg) (chymo), and human adult hemoglobin (Hb). All proteins 
were subjected to electrophoresis in acrylamide gels in 0.1 were denatured first in 1 per cent sodium dodecyl sulfate 
M phosphate buffer (pH 7.0) containing 0.1 per cent sodium in the same buffer. Stained after electrophoresis with 
dodecyl sulfate. The mixtures of standard proteins were Coomassie Blue. 
made from 30 rg  each ofy globulin (y-glob), bovine serum 



weight 40,000, with high NGF activity. The increase in 
biological activity of their preparation resulted otlly from 
ion-exchange chromatography on a strongly basic resin and 
exceeded the actual protein purification obtained in this 
step, so these authors suggest that NGF normally is as- 
sociated with some other protein, removed in this particular 
step, which masks its intrinsic activity. The relationships of 
the various basic NGF proteins from venom remain to be 
clarified, as does the molecular composition of the larger 
NGF species in the venom itself. 

Why is NGF activity in the venom and the submaxillary 
gland extracts associated with these subunit-containing or 
aggregated proteins, and what part do  these extra proteins, 
e.g., the a and 7 subunits, play in the molecular mechanisms 
that finally produce fiber outgrowth? It is well known that 
the iJ subunit or the small basic proteins from venom are 
alone sufficient to elicit the NGF eff>ct and also, as men- 
tioned earlier, that antibodies made against these species 
inhibit fiber growth in the bioassay in vitro and result in 
the destruction of ganglia in the sympathetic chain in vivo 
(Levi-Montalcini and Angeletti, 1966). Moreover, it is an 
apparent paradox that, although the NGF eff'cct is elicited 
in vitro, at concentrations of 1 e 8  grams per milliliter, in 
which at least some subunit-containing proteins, e.g., 
oxyhen~oglobi~~,  are fully dissociated, it is still possible to 
distinguish between the level of activity of 7S NGF and 
that of the @ subunit. The availability of 1251-labelcd 7S 
NGF makes it possible to determine which molecular 
speclcs are present at those concentrations. Sedimentation 
analyses show that even at 1W8 grams per milliliter, more 
than 50 per cent of the protein is present at 7S NGF, sug- 
gesting a dissociation constant of approximately 1e1' - 
l()-l1h{ (Smith, unpublished data). Although these experi- 
ments were performed at low temperatures and in dilute 
bufl>r solutions and do not relate directly to in vivo or 
bioassay conditions, they do demonstrate the remarkable 
stability of 7s  NGF, a property it shares with at least one 
other protein, aspartate transcarbamylase (Schachman and 
Edclstein, 1966). In keeping with this, measurements of the 
rate of a subunit exchange and of the rate of associatioll of 
the three subunits suggest that the rate of dissociation of 7S 
NGF is relatively slow cvcn at elevated temperatures (Smith 
et al.. 1969a). Thus the time required for 7S NGF to dis- 
sociate and re-establish a new equilibrium on dilution for 
cllzy~i~atic assay is of the order of 15 minutes at room 
temperature (Greene et al., 1969). As far as they go, the 
present data do not discount the possibility that 7 s  NGF 
functions as an entity in eliciting biological activity, which 
would be in keeping with the ability to distinguish bio- 
logically between 7s  NGF and 0 subunits. Although it is 
clear that the biological and enzymatic activities of the /3 
and 7 subunits are modified by their interactions with the 
other subunits-that of the 7 subunit to such an extent that 

it may be inactive in 7 s  NGF-there is no  direct informa- 
tion as to what role the biologically inactive subunits may 
play in the growth-stimulating properties of NGF. It is of 
interest to note, however, that at least two other estero- 
peptidases have been shown to have effects on the growth 
of certain cells (Attardi et al., 1967; Grossman et al., 1969) 
and that thrombin, itself an esteropeptidase, exhibits an 
NGF-like activity (Hotfman and McDougall, 1968). 

THE MECHANISM OF ACTION OF NGF The question of 
whether NGF acts to stimulate fiber outgrowth by directly 
affecting transcription of new mRNA has been examined in 
some detail. The earlier evidence, which argued in favor of 
the hypothesis, was the finding that, using sensory ganglia, 
NGF stimulated the incorporation of W-uridine in vitro 
prior to its effect on the incorporation of 14C-amino acids 
(Angeletti et al., 1965). The finding that actinomycin-D 
blocks the NGF effect on amino acid incorporation, while 
puromycirl does not affect the NGF-induced increase of 
uridine incorporation into RNA, also fits in with the con- 
cept of a direct effect on mRNA synthesis, as does the 
observation that actinomycin-D fails to prevent the NGF 
stimulation of amino acid iilcorporation if the ganglla are 
pre-incubated with NGF. At the morphological level, the 
structural components of the nucleoli and nuclei alter under 
the influence of NGF, undergoing a process of condensation 
and separation into masses of different density and structure 
(Levi-Montalcini et al., 1968, 1969). O n  the other hand, 
attempts to detect increased m K ~ ~ ' s y n t h e s i s  by changes in 
the distribution pattern of labeled KNA or in RNA base 
ratios in the presence or absence of NGF have not been 
successful (Toschi et al., 1966; Burdman, 1967). 

More recently, Larrabee and his colleagues (Larrabee, 
1969) have emphasized that it is difficult to demonstrate 
unequivocally that NGF stimulates certain metabolic path- 
ways in ganglia in tissue culture because of the known 
deterioration of control ganglia in the absence of NGF 
(Angeletti ct a]., 1961; Levi-Montalcini et al., 1968). When 
the oxidation of glucose by sympathetic ganglia is moni- 
tored continuously, it is found that NGF does not int rcase 
the utilization of the C1 of labeled glucose in the first few 
hours. The difference in C1 utilization only bccs~mes 
significant after about five hours, by which time tl:e C1 
utilization in the control ganglia is actually falling (F,gure 
5). Thus these experiments may only be measuring the )ther 
known property of NGF, which is the preservation of cell 
viability (Levi-Montalcini and Angelctti, 1963), or the) may 
be measuring both the better maintenance and incr:ased - 
growth. In addition, these workers have been able to 
demonstrate that increased fiber outgrowth is not nec~.ssar- 
ily dependent on increased RNA synthesis. Using sy.npa- 
thetic ganglia from 14-day-old chick embryos, they con- 
firmed that actinomycin-D not only inhibits RNA syn- 



FIGURE 5 Effect of NGF on the glucose metabolism of presence and absence of NGF. The average output for 
sympathetic ganglia. Release of labeled C 0 2  from sym- carbons 2,3 ,4 ,  and 5 was calculated by subtracting the out- 
pathetic ganglia excised from chick embryos and supplied put of C1 and C6 from the output with uniformly labeled 
with glucose labeled in various positions with 14C in the glucose(Brown irt Larrabee, 1969, p. 110). 

thesis in control ganglia but eliminates the usual NGF- 
induced stimulation of RNA synthesis (Figure 6). In spite of 
the almost complete cessation of uridine incorporation over 
the entire incubation period, fiber growth, measured by the 
width of the fiber halo, was reduced by only about 25 per 
cent. Experiments with the protein synthesis inhibitor 
cycloheximide showed that this reduction in growth was 
attributable to the minor effect of actinomycin-D on pro- 
tein synthesis. The converse of this situation holds in sym- 
pathetic ganglia from younger, nine- to 10-day-old em- 
bryos. Although RNA synthesis is increased considerably in 
the presence of NGF, these ganglia show only a very 
limited fiber outgrowth (Partlow and Larrabee, 1969; Part- 
low, 1969). Because the two major effects of NGF, stimulat- 
ing RNA synthesis and causing substantial fiber outgrowth, 
can now be separated, it appears unlikely that NGF acts 
only on the transcriptional level. 

A COMPARISON OF THE EFFECTS OF INSULIN AND NGF 
The separation of the effects of NGF on fiber outgrowth 
and on the maintenance or stimulation of metabolic 
activity is reminiscent of the effect of insulin on embryonic 

ganglia. Insulin, as does NGF, will preserve the normal 
histology and, therefore, presumably the metabolic activity, 
of eight-day sensory ganglia for at least one day in vitro 
(Levi-Montalcini, 1966). Insulin also parallels NGF in its 
effect on the conversion of glucose into COz, lactate, and 
glutamate (Liuzzi et al., 1968) and on the stimulation of the 
incorporation of labeled acetate or mevalonic acid into such 
ganglia (Liuzzi and Foppen, 1968). Partlow (1969) has also 
observed that the time course of the incorporation of 
labeled uridine or amino acid into the 14-day-old sym- 
pathetic ganglia is similar with both NGF and insulin, these 
ganglia also being histologically well preserved by either 
agent. However, although insulin and NGF have these 
identical anabolic effects, they differ in their action in one 
significant respect. Insulin does not cause fiber outgrowth 
from either sensory (Levi-Montalcini, 1966) or sympathetic 
ganglia (Partlow, 1969). Thus, NGF might act like insulin 
to maintain the normal metabolic activity of the responsive 
neurons and, in addition, have the extra capability of 
stimulating fiber growth. It is pertinent to note that an 
anabolic effect of insulin is to stimulate the production of 
proteins already synthesized by an organism without the 
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 FIGURE^ Effects of actinomycin-D on fiber outgrowth and incor- 
poration of labeled uridine into RNA of embryonic sympathetic 
ganglia with and without NGF. Fiber outgrowth was measured 
by the width of the halo. Incubation was for 15 hours (Partlow 
and ~arrabee, 1969; Larrabee 1969). 

requirement for prior RNA synthesis. It is known, for 
example, that insulin acts at the translational level to correct 
defects in the large ribosomal subunit from diabetic animals 
(Wool et al., 1968; Martin and Wool, 1968). Other 
hormones, such as growth hormone, act in a similar way, in 
this instance, to overcome a defect in the small ribosomal 
subunit from hypophysectomized animals (Korner, 1968; 
Barden and Korner, 1969). The long-term effects of these 
two hormones result in the synthesis of more ribosomes and 
endoplasmic reticulum (Wyatt and Tata, 1968), which is 
exactly the situation found for NGF-treated sensory ganglia 
(Levi-Montalcini et al., 1968). 

Another growth factor has been isolated from the sub- 
maxillary gland, and progress has been made in determining 
its mechanism of action. 

THE EPIDERMAL GROWTH FACTOR The EGF stimulates 
epidermal growth in intact animals or in tissue culture and 
concurrently stimulates incorporation into protein and all 
forms of cytoplasmic RNA (Cohen and Stastny, 1968). The 
initial cellular event induced by EGF that is responsible for 
this sequence of events appears to be a conversion of pre- 

existing monomer ribosomes into polysomes. Because the 
EGF-induced polysome formation also occurs in the 
presence of cycloheximide or even a mixture of cyclo- 
heximide and puromycin, which inhibits protein synthesis 
more than 99 per cent, it is not dependent on the synthesis 
of new proteins. Nor, as the effect is obtained with cells pre- 
incubated in the absence of amino acids or glucose, does 
EGF appear to stimulate transport of these compounds. In 
addition, earlier work (Hoober and Cohen, 1967) also 
demonstrated that, in the presence of EGF, ribosomes from 
epidermis were twice as active as controls in an incorpora- 
tion system using either endogenous mRNA or poly-U. In 
this respect, EGF action closely resembles the actions of in- 
sulin and growth hormone. Recent work indicates that EGF 
from the mouse submaxillary gland is a complex of 70,000 
molecular weight composed of two different types of sub- 
units (Taylor et al., 1970). One subunit has a molecular 
weight of 6,000, an isoionic point of 4.6, and carries the 
EGF activity. The other subunit is an esterase whose size 
(molecular weight 27,000), isoionic point (pH 5.6), and 
enzymatic specificity make it very similar to the 7 subunit of 
7s NGF. The EGF complex contains two subunits of each 

tY Pe. 

A COMPARISON OF NGF AND PHYTOHEMAGGLUTININ 
There also exists another growth factor, phytohemaggluti- 
nin (PPHA), which as a protein shows some remarkable 
similarities to NGF, but whose mechanism of action appar- 
ently differs from that of EGF. PPHA, as isolated from red 
kidney beans, is a homogeneous glycoprotein of molecular 
weight 128,000 that may be reversibly dissociated in 8 M 

urea into about eight subunits of equal size but differing 
charge properties (Rigas et al., 1966). The parent protein 
has, as has NGF, two biological activities. One causes the 
agglutination of erythrocytes (Li and Osgood, 1949); the 
other, the induction of mitosis in normal human blood 
lymphocytes (Nowell, 1960). Rigas and Head (1969) have 
now shown that the two activities reside in different sub- 
units. Although it has been reported that 3H-PPHA is taken 
up by the condensed heterochromatin of lymphocyte 
nuclei (Stanley et al., 1968), Kornfeld and Kornfeld (1970) 
have, in contrast, isolated from human erythrocyte mem- 
branes a glycopeptide which binds specifically to PPHA, 
abolishing both its agglutinating and mitosis-stimulating 
properties, and therefore having the properties of a mem- 
brane receptor site for PPHA. Correspondingly, a major 
part of the first RNA synthesized in response to PPHA 
is a heterogeneous form with high molecular weight, 
most of which remains in the nucleus and turns over 
fairly rapidly (Cooper, 1968; Darnell, 1968). Aronson 
and Wilt (1969) have suggested, on the basis of exper- 
iments with pregastrular sea-urchin embryos, that this 
RNA may be present and functioning as membrane-bl~und 



nuclear polysomes and also that the remaining nuclear RNA 
is a precursor to cytoplasmic RNA of the messenger type. 
In the PPHA-treated lymphocytes, the synthesis of the 
heterogeneous RNA species is rapidly overshadowed by 
the niuch greater synthesis of precursors for ribosomal 
RNA; the formation of ribosomes follows the pathways 
delineated in HeLa cells. 

HORMONES AND GENE ACTIVITY If PPHA interacts with 
the nucleus, then it functions like a number of the steroid 
hormones. Aldosterone, which regulates sodium transport 
across epithelial cells, is firmly bound to a specific nuclear 
protein, and the complex appears to act as an inducer at the 
transcriptional level (Herman et al., 1968). Binding to the 
nuclear protein is highly specific, even stereospecific, be- 
cause the biologically inactive isomer 17-isoaldosterone is 
not retained. The identity of this protein is not known, but 
there are at least two candidates-the histones and the acidic 
nuclear proteins. The latter show high rates of labeling when 
new RNA synthesis is intense (Church and McCarthy, 
1967). The histones appear to be tissue and animal specific 
(Bustin and Cole, 1968) and to show a sequence asymmetry 
of the basic amino acids that might provide a DNA binding 
site (Bustin et al., 1969; DeLange et al., 1969; Bonner et al., 
1969). Alternatively, histones may couple with chromo- 
somal RNA, which itself is capable of hybridizing with 
homologous native D N A  (Bekhor et al., 1969). It is now 
clear that the histone composition of a tissue responds to an 
altered physiology; when casein synthesis begins in the 
mammary gland, for example, the synthesis of two of the 
tissue-specific histones changes dramatically (Stellwagen and 
Cole, 1968; Hohmann and Cole, 1969). 

Although it is not yet known if NGF acts at the tran- 
scriptional or translational level or by some entirely different 
mechanism, the information provided by the other model 
hormone systems may lead to further experimental clarifi- 
cation of the situation. 

MODIFICATION BY SENSORY STIMULATION OR DURING 
LEARNING It has been reported that sustained afferent 
stimulation involving constant firing for many hours of an 
isolated stretch-receptor organ of the crayfish does not alter 
the amount of RNA present, although it does change the 
RNA base ratios during the first few hours (Grampp and 
Edstrom, 1963). Most other studies, however, indicate that 
stimulation of the cortex lowers the amount of both RNA 
and protein present (Geiger et al., 1956). In cortex slices, 
electrical sti~nulation decreases the rate of incorporation or 
precursors into RNA and protein, but kidney slices show no 
changes (Orrego, 1967; Orrego and Lipmann, 1967). Uni- 
lateral spreading cortical depression decreases 3H-leucine in- 
corporation into soluble cortical protein of the depressed 
hemisphere, compared with that of the control hemisphere, 

although soluble brainstem protein from both sides had the 
same specific activity (Bennett and Edelman, 1969). Because 
the levels of many other metabolites also vary under these 
conditions, it seems likely that this and other phenomena 
noted above arise from alterations in precursor or energy 
pools rather than from direct effects on the protein synthetic 
machinery. O n  the other hand, there is good evidence that 
electroshock, which impairs memory consolidation, can 
disaggregate polysomes in the rabbit cortex (Vesco and 
Giuditta, 1968). 

Although visual deprivation results in decreases in RNA 
and protein and also in their rates of synthesis in most cells 
of the optic system, the effects of light after a period of dark 
are stimulatory. Appel et al. (1967), for example, have re- 
ported significant increases in cortical polysomes and in the 
incorporation of radioactive leucine in adult rats exposed to 
light after three days in the dark. N o  change was noted in 
the level of total RNA, leucyl transfer RNA, or in activating 
enzymes. 

Changes in the rates of RNA and protein synthesis occur 
when an animal undergoes training, but the question as to 
whether they are directly related to learning rather than to 
the other stimuli is difficult to answer (Glassman, 1969). The 
subject is discussed in detail by Hydtn  and Lange (this 
volume). 
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72 Mitochondria and Their Neurofunction 

A L B E R T  L. L E H N I N G E R  

SINCE THE LAST NRP Intensive Study Program, in 1966, 
some illuminating advances have been made in the study of 
cell organelles, particularly of mitochondria. These develop- 
ments not only are relevant to the role of mitochondria in 
neuronal and glial cells, but they also may yield new insight 
into the evolutionary origin of organelles and into the na- 
ture of energy-transforming mechanisms in membranes. In 
the present paper two general areas are selected for special 
emphasis. The first includes the recently accumulated 
evidence that mitochondria possess a distinctive form of 
DNA as well as a distinctive apparatus for synthesis of 
protein. These new findings bring us squarely to the prob- 
lem of the origin and biogenesis of organelles and their 
membranes, as well as the mechanism of non-Mendelian 
cytoplasmic inheritance. The second area concerns the 
molecular mechanisms by which energy transformations 
occur in the mitochondria1 membrane, a question that has 
very broad implications for all energy-dependent, mem- 
brane-linked phenomena. 

Mitochondrial DNA 

That mitochondria undergo a division process after division 
of the cell is now strongly supported by isotopic exper- 
iments on Netrrospor~ (Luck, 1963a, 1963b, 1965). In this 
organism, mitochondria d o  not arise de tlovo. They grow 
by accretion of precursors of  small molecular weight, such 
as phospholipids and proteins, to pre-existing mitochondrial 
structure, and divide by formation of  a septum and pinch- 
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ing-off, much as bacteria divide. This view has also been 
strongly supported by direct electron-microscope observa- 
tions in liver and other tissues of higher species. 

However, the most compelling and dramatic evidence 
for mitochondrial continuity has come from the discovery 
of mitochondrial D N A  and the presence in mitochondria 
of the various molecular components required in the replica- 
tion, transcription, and translation of DNA. Although 
evidence for the occurrence of DNA in mitochondria goes 
back more than 20 years, early observers considered it to be 
the result of nuclear contamination of mitochondrial frac- 
tions. In the last few years, however, with greatly improved 
methodology, mitochondria from more than 50 ditferent 
types of cells have been found to possess a distinctive type of 
D N A ;  no mitochondria have yet been found that do  not 
contain DNA. 

Mitochondrial DNA (M-DNA) has been isolated and 
studied in detail (for review, see Nass, 1969) from a number 
of mammalian, avian, and amphibian tissues, from at least 
two higher plants, and from yeast and Neirrospora. It is 
readily extracted and purified, although it represents only 
about 0.2 per cent of the total cell DNA in most somatic 
cells. In oocytes, however, it may represent up to 50 per cent 
of the total DNA. The buoyant density and, thus, the base 
composition of M-DNA are usually different from those of 
the nuclear DNA, and the two forms can therefore be 
separated readily and identified on density gradients. M- 
D N A  has been examined in detail by both hydrodynamic 
and electron-microscope approaches. Its predominant form 
in nearly all types of mitochondria is open or twisted 
(supercoiled) circular duplexes with a contour length of 
about 4.5 to 5.5 p and a mass of 9.0 to 10.0 x 106 daltons. 
An exception is the DNA of yeast mitochondria, which 
largely occurs in the form of linear molecules 4.0 to 1.5 p in 



length. Yeast M-DNA, however, has been found to possess 
complementary cohesive ends with the capacity to form 
hydrogen-bonded circles; presumably, it can be converted 
into covalent circles by action of DNA-ligase. Although 
the great bulk of mitochondrial DNA is found in the cir- 
cular monomeric forms described above, small amounts of 
circular dimers, trimers, and tetramers have been found, 
particularly in mitochondria from HeLa cells, fibroblasts, 
and leucocytes from leukemia patients, in which they are 
often catenated or topologically linked (reviewed by Nass, 
1969). Mitochondrial DNA does not hybridize with nuclear 
DNA of the same species, indicating that it has little similar- 
ity in base sequence. However, it does hybridize readily 
with mitochondrial RNA, indicating that the latter may be 
transcribed from mitochondrial DNA (Wood and Luck, 
1969). 

It has been estimated that each mitochondrion contains 
anywhere from two to six monomeric molecules of DNA. 
They are presumably identical and homogeneous, because 
the melting curve of M-DNA is very sharp and melted 
M-DNA reanneals very quickly, even at 0" C. Individual 
filaments of DNA are easily recognized in mitochondria of a 
number of higher cells (Nass et al., 1965; Nass and Nass, 
1963a, 1963b). 

Protein Synthesis in Mitochondria 

For some time it has been known that isolated mitochondria 
are capable of incorporating amino acids into mitochondrial 
protein in vitro, but there have been a number of conflicting 
observations as to the characteristics of this process and its 
similarity to cytoplasmic protein synthesis in isolated 
ribosomes (reviewed by Slater et al., 1968; Roodyn and 
Wilkie, 1968). For example, it has been claimed that high- 
energy intermediates generated in electron transport are 
required for mitochondrial protein synthesis. However, 
more recent work indicates that ATP and GTP suffice as 
energy sources, although inhibitors of respiration and 
phosphorylation can profoundly modify mitochondrial 
protein synthesis (Wheeldon and Lehninger, 1966). There 
are other complications. Isolated mitochondria contain a 
substantial pool of endogenous amino acids, their mem- 
branes present permeability barriers to the entry of external 
amino acids, and they very likely contain specific amino 
acid carriers or transport mechanisms. Study of protein 
synthesis in intact mitochondria at present is therefore a 
little like studying protein synthesis in intact bacterial cells. 

Despite these difficulties, it is now clear that isolated 
mitochondria contain all the familiar enzymatic apparatus 
for carrying out DNA-directed protein synthesis, including 
a distinctive DNA polymerase, different from that in the 
nucleus, and a distinctive DNA-directed, actinomycin- 

sensitive RNA polymerase. Moreover, ribosomes, as well 
as ribosomal RNA, have been isolated from mitochondria. 
There has been some disagreement concerning the sed- 
imentation coefficient of mitochondrial ribosomes, values 
between 73s and 81s having been reported (see Schmitt, 
1969), but Kiintzel(1969) has found what appears to be the 
basis of this variation. He has reported that the larger sub- 
unit of mitochondrial ribosomes is of the bacterial, or 50S, 
type, whereas the small subunit is of the type found in 
cytoplasm of eukaryotes, namely, 37s. Mitochondrial 
ribosomes contain the 16s and 23s species of rRNA char- 
acteristic of bacteria. Ribosomes have been visualized by 
the electron microscope in the matrix of Neurospora and in 
yeast mitochondria, in which they are rather closely asso- 
ciated with the inner membrane (Vignais et al., 1969). 

Mitochondria have also been found to contain distinctive 
tRNAs and aminoacyl tRNA synthetases for various amino 
acids. In Nerrrospora, the mitochondria contain tRNAs that 
differ from homologous tRNAs in the cytoplasm, pre- 
sumably in base composition and sequence, as they differ 
in buoyant density and can be separated by sedimentation 
methods (Barnett and Brown, 1967). Moreover, Neurospora 
mitochondria contain distinctive activating enzymes, which 
react readily with the corresponding mitochondrial tRNAs 
as aminoacyl acceptors, but do not react with the homol- 
ogous cytoplasmic tRNAs (Barnett et al., 1967). Conversely, 
cytoplasmic activating enzymes do not react readily with 
mitochondrial tRNAs. 

That mitochondrial protein synthesis is distinctively dif- 
ferent from cytoplasmic protein synthesis is also shown by 
the observation that chloramphenicol, a characteristic 
inhibitor of bacterial protein synthesis, inhibits protein 
synthesis in mitochondria but not in the cytoplasm of 
eukaryotic cells (Kroon, 1965 ; Clark-Walker and Linnane, 
1966). Conversely, cycloheximide, a characteristic inhibitor 
of protein synthesis in the 80s cytoplasmic ribosomes of 
eukaryotic cells, has no effect on mitochondrial protein 
synthesis. The similarity between mitochondrial and bacte- 
rial protein synthesis has been strikingly confirmed by the 
recent demonstration that the initiating amino acid in 
protein synthesis in mitochondria is N-formylmethionine 
( f ~ e t ) ,  which is also the initiating amino acid in bacterial 
protein synthesis (Smith and Marcker, 1968). This observa- 
tion contrasts with cytoplasmic protein synthesis, in which 
f ~ e t  has been excluded as the initiating amino acid. In 
many respects (Table I), the mitochondrial genetic ap- 
paratus closely resembles that of bacteria. 

These recent advances have led to a number of interesting 
questions concerning the origin and biogenesis of mito- 
chondria, the nature of the proteins synthesized by mito- 
chondria, and the effect of mutation on mitochondrial func- 
tion. 



Evolutionary origin ofmitochondria 

The similarity between the bacterial and the mitochondrial 
systems for translation of genetic information has given 
strong support to the old concept that mitochondria may 
have had their evolutionary origin in bacteria that para- 
sitized the cytoplasm of larger host cells, the precursors of 
presentday eukaryotes. This concept was already inherent 
in the visionary speculations of Altmann (1894). Mito- 
chondria and bacteria have common denominators not only 
in their apparatus for protein synthesis, but also in their 
ultrastructure and enzyme distribution. Both bacteria and 
mitochondria possess an inner membrane of limited per- 
meability and a sievelike outer wall or coat. The mesosomes 
of bacteria have their counterpart in the cristae of the mito- 
chondria; both are infoldings of the inner membrane. 
Moreover, the enzymes of electron transport and oxidative 
phosphorylation are situated on the inner membrane in 
both bacteria and mitochondria. 

In bacteria and mitochondria, the DNA is "bare" and is 
localized in nuclear zones or nucleoids. Because mito- 
chondrial DNA is much smaller than that of bacteria, how- 
ever, it appears possible that the primordial parasitizing 
bacteria lost many genes-presumably those that were 
redundant-during the course of evolution and develop- 
ment of eukaryotic cells. 

Gene products ofmitochondrial DNA 

The nature of the proteins synthesized by mitochondria 
is a matter of some interest, as the relatively small DNA 

Coiriparisoti ofBasic Elerr~etlts of Gerietic Apparatus 

Prokaryote Eukaryote 
(E. coli) (h'errrospora) 

Cytoplasm Mitochondria 

DNA 2 x lo9 2 x 109 I x lo7 
Ribosomes 

~20,  w 70s 80s -- 80s 
Large subunit 50s 60s 50s 
Small subunit 30s 37s 37s 
Initiating 

amino acid N e t  N-acetyl-X N e t  
tRNAs distinctive distinctive 
Activating specific for specific for 

enzymes cytoplasmic mitochondria1 

tRN A tRNA 
Chloramphenicol 

sensitivity + 0 + 
Cycloheximide 

sensitivity 0 + 0 

molecules in mitochondria are able to code for only about 
40 polypeptide chains of 150 amino acid residues each. This 
figure must represent a maximum, because it has been 
shown that mitochondrial RNA hybridizes readily with 
mitochondrial DNA (Wood and Luck, 1969), which 
strongly suggests that a significant fraction of M-DNA 
codes for mitochondrial tRNAs and rRNAs. 

Nearly all the amino acid incorporation by isolated mito- 
chondria in vitro is into the proteins of the inner mito- 
chondrial membrane, in a crude fraction called "structure 
protein." This fraction is now known to contain many 
polypeptide species, but only a very few of these become 
labeled in vitro in isolated mitochondria. T o  date, no ev- 
idence exists, from in vitro experiments, for incorporation 
of amino acids into any mitochondrial enzyme. Actually, 
it appears very likely that most mitochondrial proteins are 
coded by nuclear chromosomes. It is possible, however, 
that the mitochondrial genome may code for a few 
enzymes required by the "host" eukaryotic cell in some 
vital process. For example, two enzymes required in the 
biosynthesis of heme are localized in mitochondria, partic- 
ularly ferrochelatase, which is found exclusively in the 
inne; mitochondrial membrane (Schnaitman and Green- 
awalt, 1968). It is also possible that one or more of the 
polypeptide subunits of mitochondrial ribosomes are coded 
by the mitochondrial chromosome. 

One of the most promising approaches to identifica- 
tion of the proteins specified by mitochondrial genes 
is the study of mutations in mitochondrial structure or 
function, which may be the result of changes in either 
the nuclear or mitochondrial chromosomes; a number of 
mutants defective in energy-coupling and ATP synthesis 
have been identified (Sherman and Slonimski, 1964; 
Mattoon and Sherman, 1966; Beck et al., 1968; Parker 
and Mattoon, 1969). 

Recent work in our department (Hawley and Greenawalt, 
1970) has shown that isolated Neurospora mitochondria 
tested in vitro show only a very small fraction of their in 
vivo activity, suggesting that protein synthesis in mito- 
chondria is dependent upon as-yet-unidentified factor(s) 
contributed by the extramitochondrial cytoplasm or other 
intracellular structures. These are under examination. 

The outer and iizner mitochoi~drial meillbranes 

Since the 1966 Intensive Study Program, several inves- 
tigators have succeeded in separating the outer and inner 
membranes, a development made possible by the discovery 
of marker enzymes for the outer membrane, monoamine 
oxidase in particular, but also kynurenine hydroxylase and 
rotenone-insensitive cytochrome c reductase (Schnaitman 
and Greenawalt, 1968; Schnaitman, et al., 1967; Chan et al., 



1970; Sottocasa et al., 1967a, 1967b). Such markers are 
essential for identification, because the outer membrane 
mass is usually only a small fraction of the inner mem- 
brane-about 10 per cent or less in liver mitochondria and 
as little as 2 per cent in heart. Direct analysis has shown that 
the outer membrane is richer in total lipids than the inner 
membrane and differs in lipid distribution (Stoffel and 
Schiefer, 1968). The inner membrane is remarkable in 
possessing only about 20 per cent lipid, of which a con- 
siderable fraction is cardiolipin, a lipid also present in large 
amounts in bacteria. The inner membrane is very thin 
(ca. 60 A), although much of its mass is made up of the 
enzyme molecules involved in electron transport and 
oxidative phosphorylation. On the average, the inner 
membrane of mitochondria contains one assembly of 
respiratory carriers for each 40,000 A2, or a square 200 A 
on each side, and from three to five of the elementary 
particles of Fernhndez-Morhn, also called inner membrane 
spheres, which are now known to be adenosine triphosphate 
(ATP) synthetase molecules (Racker, 1967). The latter 
structures are visualized on the inner surface of the cristae 
after negative contrast procedures, but are not visible after 
osmium fixation. The spheres are about 80 to 90 A in 
diameter in negative staining and the inner membrane is 
but 60 A thick in osmium-fixed sections, so it has been sug- 
gested that the spheres do not normally protrude but may 
possess a flattened conformation in the intact membrane. 
Whether either of the mitochondrial membranes possesses 
a phospholipid bilayer core is not clear; however, the inner 
membrane does appear to have a continuous nonpolar 
phase. 

Carrier systeriis ill the i~zitochondriol i~~embraires 

Figure 1 shows the nature of the rather considerable meta- 
bolic traffic across the mitochondrial membranes in the 
intact cell. Durillg ilormal n~itochondrial function, fuels 
must pass from the cytoplasm into the inner compartment, 
in which oxidation and phosphorylation take place; accom- 
panying this flow, adenosine diphosphate (ADP) and phos- 
phate must also enter. Among the end-products leaving are 
ATP and H C 0 3 .  The traffic across the mitochondrial 
membrane is remarkable in that most of the molecules that 
must cross it do not readily penetrate other biological mem- 
branes. For example, it is well known that the plasma mem- 
brane is completely impermeable to ATP and ADP, and is 
only very slowly permeable to citrate and phosphate, 
whereas these components cross the mitochondrial mem- 
brane readily in most cells. Actually, however, the mito- 
chondrial membrane is also intrinsically impermeable to 
these ionic solutes, which are able to cross it only through 
the intervention of ion-specific carriers or transporters. A 
number of such specific carriers have recently been iden- 
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FIGURE 1 Metabolic exchanges across the mitochondrial mem- 
branes. 
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tified (Table 11) (reviewed by Chappell, 1968). There are 
two distinctive types: fixed and mobile. 

The ATP-ADP carrier is typical of the fixed carriers. It 
facilitates a stoichiometric exchange-diffusion process across 
the inner membrane, where one molecule of ADP going 
in is exchanged for one of ATP coming out; adenosine 
monophosphate (AMP) is not transported. No net transport 
of adenine nucleotide occurs-only exchange. The recog- 
nition of this carrier was made possible by the discovery of 
the toxic agent atractyloside, which blocks phosphorylation 

Fixed carriers 
srrbstrate(s) 
ADP-ATP 
Phosphate 
Ca++ 
Malate 
H C 0 3  

Krebs cycle 
intermediates 

Citrate 

Malate 

w - 
- 
D 

Inhibitor 

- Urea - '420 
- ATP 

Atractyloside 
Mersalyl 
S r++ 
n-Butylmalonate 
Diamox 

Mobile carriers (shuttles) Carrier 
srrbstrates 
Electron equivalents Dihydroxyacetone 

from NADH* phosphate 
Electron equivalents 

from NADPH** Oxaloacetate 
Fatty acids Carnitine 

Ion-carrying antibiotics 
K+ Valinotnycin, nonactin 
~ a +  Gramicidin 

* Reduced form of nicotinamide adenine dinucleotide. 
** Reduced form of nicotinamide adenine dinucleotide phosphate. 



of ADP by mitochondria, not through any intrinsic effect 
on the phosphorylation mechanism, but because it inhibits 
the transfer of ADP and ATP across the membrane. We 
have shown that atractyloside binds to the ADP-ATP 
carrier to "freeze" it-presumably by inducing a conforma- 
tional change (Winkler and Lehninger, 1968)-in such a 
form that it can neither load nor unload ADP or ATP. Also 
among the fixed carriers are a phosphate carrier, amino acid 
carriers, and a bicarbonate carrier; the last appears to be 
carbonic anhydrase. Recently we have succeeded in extract- 
ing from the membrane in soluble form a specific Ca++- 
binding protein of high affinity, which we had earlier con- 
cluded to be a specific Ca++ carrier (Reynafarje and 
Lehninger, 1969; Lehninger and Carafoli, 1969). The 
Ca++-binding protein is a relatively large molecule, over 
100,000 in molecular weight. It also binds Sr++ and Mn++, 
but not Mg++. 

The mobile carriers of rat-liver mitochondria include the 
well-known a-glycerophosphate carrier for electrons or 
reducing equivalents and the carnitine carrier for fatty acids 
(Tubbs and Garland, 1968). In the former, dihydroxyace- 
tone phosphate accepts electrons and protons enzymatically; 
the resulting glycerol phosphate serves as a membrane- 
permeant carrier. Carnitine serves as a lipid-soluble carrier 
of fatty acids, after enzymatic transfer of the fatty acyl 
group from fatty acyl CoA. Another type of mobile carrier 
is now of special interest, namely, the ion-carrying or 
ionophorous antibiotics (Pressman, 1970). More than 50 
different antibiotics are now known which are capable of 
inducing permeability of mitochondria to alkali metal - - 
cations. The best known among these are gramicidin, 
valinomycin, nonactin, and nigericin; some are poly- 
peptides and others are macrolides. Some of these anti- 
biotics, such as gramicidin, induce permeability to all alkali 
metal cations and do not distinguish between Na+ and 
K+, whereas others, such as valinomycin, induce permeabil- 
ity to K+ but not Na+. Most of these antibiotics are annular 
molecules, with a relatively hydrophobic exterior and a 
highly polar "doughnut-hole." It has been postulated that 
such annular antibiotics may coordinate alkali metal cations 
within the polar doughnut hole. This hypothesis has been 
amply supported by recent work, particularly with non- 
actin. The crystalline K+ salt of this antibiotic has been sub- 
jected to X-ray analysis, which has shown the K+ to be 
coordinated within the annular ring (Kilbourn et al., 1967) ; 
nonactin does not form a complex with Naf. Valinomycin 
not only induces the capacity for K+ transport in mito- 
chondria, but also transports K+ across artificial phos- 
pholipid bilayers and through n~nbiolo~ical  apolar phases, 
such as chloroform (reviewed by Mueller and Rudin, 1969). 

Although the ionophorous antibiotics are toxic agents 
elaborated by microorganisms, it appears possible that they 
may serve as instructive molecular prototypes of K+ or 

Na+ gates in excitable membranes. Mueller and Kudin 
(1968) have shown that the antibiotic alamethicin will confer 
on synthetic phospholipid bilayers the property of electrical 
excitability, providing a K+ gradient is imposed. Evidently 
alamethicin allows K+ to pass only when the system is 
electrically perturbed. The uncoupling agent 2, 3dini- 
trophenol also can act as a mobile transmembrane carrier, 
specifically of H+ ions (Hopfer et al., 1968). The intrinsic 
impermeability of the inner mitochondrial membrane to 
H+, Na+, and K+, and the increase in permeability induced 
by agents such as valinomycin and 2, 4-dinitrophenol, are 
important elements in the transformation of electron trans- 
port energy (see below). 

Modalities afenergy coupling in nlitochondria 

We still have very little information as to the molecular 
mechanism by which ATP is regenerated from ADP and 
phosphate during electron transport in mitochondria. 
Although it had appeared for some years that the solution 
to this problem was just around the corner, more recently 
a theoretical and experimental trilemnla has developed. 
There are currently three major hypotheses for the mech- 
anism of oxidative phosphorylation: the chemical coupling 
hypothesis; the chemiosmotic coupling hypothesis; and 
the conformational coupling hypothesis. These hypotheses 
are by no means of parochial interest to "mitochondriacs" 
only, because they are relevant to the action of all types of 
membranes that form or utilize ATP. It must be recalled 
that phosphorylation of ADP coupled with electron trans- 
port is a fundamental process not only in respiration in 
mitochondria, but also in photosynthetic phosphorylation 
of chloroplasts and in respiration in prokaryotic bacteria, 
in which the properties of the membrane-linked, energy- 
conserving mechanisms appear to be very similar. More- 
over, they are also relevant to the action of the Na+-trans- 
porting adenosine triphosphatase systems of plasma mem- 
branes, which show many similarities to the H+-transport- 
ing adenosine triphosphatase system of the mitochondrial 
membrane. 

The free energy of electron transport in mitochondria can 
be utilized not only to cause coupled synthesis of ATP 
from ADP and phosphate, but also can be used to drive at 
least two other types of energy-requiring processes-ion 
transport and conformational and/or volume changes 
(reviewed by Lehninger, 1964). For some time it has been 
known that mitochondria can accumulate certain cations, 
such as Ca++ and K+ (in the presence of valinomycin), from 
the suspending medium at the expense of electron transport, 
in a process that is stoichiometric with electron transport 
but alternative to oxidative phosphorylation. Such ion 
movements are uncoupled by 2, 4-dinitrophenol, as is 
oxidative phosphorylation of ADP. During cation accumu- 



lation in mitochondria, there is a simultaneous energy- 
linked extrusion of H+ into the medium. Proton ejection 
(or its equivalent hydroxyl ion accumulation) is currently 
regarded as the primary event to which is coupled the 
accumulation of external cations such as Ca++ and K+. 

The other modality of energy coupling is less well known 
in molecular terms, but is conspicuous ultrastructurally. 
Mitochondria undergo two types of energydependent con- 
formational change (Lehninger, 1964). The first is a relative- 
ly slow, "large-amplitude," swelling-contraction cycle, in 
which the mitochondria undergo large increases and de- 
creases in volume; not all mitochondria show this property. 
The second is a very rapid, "small-amplitude" change, in 
which the total mitochondrial volume does not change but 
in which an internal rearrangement of mitochondrial struc- 
ture takes place. This type of structural change, which takes 
place in all mitochondria, is characteristically influenced by 
respiratory inhibitors and uncoupling agents. These three 
modalities of energy coupling, i t . ,  ph~sphor~lat ion of 
ADP, active ion transport, and conformational changes, 
are the basic processes on which the three current hypotheses 
of mitochondrial energy coupling are constructed (Figure 

2). 

The chetiical c011~litig hypothesis 

This hypothesis proposes that electron transport generates 
a high-energy chemical intermediate, often symbolized 
X - I,  which is the energetic precursor of the high-energy 
phosphate bond in ATP, in a sequence of linked reactions 
that have common high-energy intermediates. One variant 
of the chemical coupling hypothesis is shown in Figure 3. 
The hypothesis has been the working assumption of most 

investigators since it was first postulated in 1953-1954 (see 
Lehninger, 1964). It is similar in principle to the common- 
intermediate reaction schemes of most multienzyme sys- 
tems, in particular that of the ATP-yielding glycolytic cycle. 
This hypothesis thus has ample biochemical precedent. The 
chemical coupling hypothesis can also be made to account 
for mitochondrial H+ transport, if it is assumed that the 
postulated high-energy intermediate X - I can undergo 
asymmetric hydrolysis across the membrane by the action 
of a vectorial enzyme : 

H+i,,id, + OH-outside + X I -+ X-OH + H-I. 

Such a reaction would leave the outer compartment more 
acid and the inner more alkaline. The chemical intermediate 
X I can also account for swelling-contraction cycles, if 
X - I breakdown or discharge is accompanied by a con- 
formational change transmitted to the membrane. In fact, 
the chemical coupling hypothesis is capable of explaining 
nearly all existing experimental observations on mitochon- 
drial energy coupling (see Greville, 1969). 

However, the hypothesis has two conspicuous flaws. 
First, there is at present no significant evidence for the 
formation or existence of the imputed high-energy chemical 
intermediates, after many years of effort devoted to finding 
them. Second, the chemical coupling hypothesis does not 
account for the widely confirmed observation that the 
mitochondrial membrane is essential for oxidative phos- 
phorylation, and must be present as an enclosed vesicle. 
Actually, the chemical coupling hypothesis provides no 
role for the membrane other than as "floor space" for the 
respiratory assemblies. It is, of course, still possible that the 
imputed high-energy chemical intermediates may yet be 
found and that someone will succeed in reconstructing 
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FIGURE 3 A chemical coupling hypothesis. 

oxidative phosphorylation in a membrane-independent 
system, but the probability appears rather low. 

The chemiosmotic hypothesis 

The chemiosrnotic hypothesis, which has earlier forerunners, 
was explicitly ~ostulated in 1961 by Mitchell in a rudimen- 
tary form and later developed in a much more detailed man- 
ner (Greville, 1969; Mitchell, 1961, 1966, 1968). It is per- 
haps more accurately termed the electrochemical or proton- 
translocation hypothesis. The chemiosmotic hypothesis 
(Figure 4) proposes that the membrane is an essential 
element in energy coupling, across which a proton gradient 
or "proton-motive" force is generated by electron transport 
via the membrane-linked carriers. Because the mitochon- 
drial membrane is postulated to be impermeable to protons, 
the proton gradient generated by electron transport thus 
constitutes a high-energy state. The proton-motive force 
so generated is then used to drive the dehydrating synthesis 
of ATP from ADP and phosphate through the action of an 
asymmetric or vectorial adenosine triphosphatase, also 
situated in the membrane, which is capable of removing 
the elements of H 2 0  from ADP and phosphate to form 
ATP, in such a way that H+ enters the inside compartment 
and the OH- the outer compartment. The proton-motive 
force generated by electron transport thus "pulls" the 
synthesis of ATP from ADP and phosphate; the result is a 
cyclic proton current across the membrane, outwardly 
directed by electron transport and inwardly directed by 
ATP formation. In more recent refinements of the chemi- 
osmotic hypothesis, Mitchell has proposed that there need 
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FIGURE 4 The chemiosmotic hypothesis. 

not be a large proton gradient across the membrane if a 
transmembrane potential difference that is energetically 
equivalent is generated by electron transport (Mitchell 
and Moyle, 1969). 

An interesting feature of the chemiosmotic hypothesis is 
the prediction that uncoupling agents act by virtue of their 
capacity to serve as lipid-soluble proton carriers that make 
the lipid-phase of the membrane permeable to protons, 
thus short-circuiting the proton current. It was further 
postulated that the electrochemical gradient generated by 
electron transport is the ultimate driving force for other 
mitochondria1 ion-transport processes and that it also is 
responsible for conformational changes in membranes. 

A number of features of the chemiosmotic hypothesis 
have been given direct experimental support. There is good 
evidence for the postulated impermeability of the mito- 
chondrial membrane to H+ ions, although there are those 
who choose to interpret existing data otherwise. The capac- 
ity of the respiratory chain to pump protons outward is 
particularly well established; moreover, studies on the 
stoichiometry of proton transport indicate that two H+ 
are ejected per pair of electrons per site (see Greville, 1969). 
That ATP synthesis and hydrolysis are also accompa~iied 
by proton uptake and ejection, respectively, has also been 



established; there is a molar stoichiometry of about three 
Hf,!ATP at pH 7.0 (Bielawski and Lehninger, 1966). The 
mitochondrial membrane enzyme systems therefore have 
the predicted sidedness in relation to one another and also 
the mlnimum required stoichiometry. Moreover, there is 
considerable evidence that 2, 4-dinitrophenol increases the 
permeability of mitochondria to H+ (Grevillc, 1969). In 
fact, 2, Cdinitrophcnol added to synthetic phospholipid 
bilayers not only increases the permeability to H+ dramati- 
cally (Bielawski et al., 1966), but this etfect is specific for H+;  
a synthetic phospholipid bilayer in the presence of 2, 4- 
dinitrophenol comes very close to giving a theoretical 
membrane potential of 59 millivolts for a gradient of 1.0 
pH unit at 25' C (Hopfer et al., 1968). One of the most 
interesting pieces of evidence supporting the chemi- 
osmotic hypothesis is Jagendorf's finding that an artificially 
created pH gradient across the chloroplast membrane in the 
dark causes ATP to be formed from ADP and phosphate 
(Jagendorf, 1967). 

The chemiosmotic hypothesis has been vigorously op- 
posed, particularly by Chance and by Slater. Chance and 
his colleagues failed to observe a significant change in the 
intramitochondrial or intracristal pH measured with an 
adsorbed pH indicator (bromothymol blue) in the transition 
from resting (State 4) to active (State 3) respiration induced 
by adding ADP. However, their interpretations of this 
evidence have been criticized. There is probably no necessity 
to expect a large change in transmembrane pH in a tightly 
coupled system under steady state conditions. In interestillg 
recent experiments in which the transmembrane potential 
across the membrane of large mitochondira has been 
measured directly with an electrode inserted into the matrix, 
no evidence of a substantial potential difference was found 
(Tupper and Tedeschi, 1969). There are still many technical 
difficulties in experimental procedures designed to test the 
occurrence of chemical or electrical gradients across the 
mitochondrial membrane, and it is perhaps wisest at the 
moment not to accept all such data at face value. 

At the moment, the chemiosmotic hypothesis is un- 
fashionable in some quarters, but, on any objective grounds, 
it cannot be dismissed from the most serious consideration. 
Moreover, it appears to account particularly well for 
energy coupling in chloroplasts. 

The coi~oormntional-co1r~lir2g hypothesis 

That collformational changes of the electron carrier mole- 
cules may be involved in the transformation of respiration 
energy was first suggested in 1961, to account for the mech- 
anism of respiration-linked swelling-contraction cycles of 
mitochondria (Lehninger, 1960, 1961, 1964). Conforma- 
tional changes were later invoked more explicitly as a 
vehicle of  energy coupling by Boyer (1968). Not  until 
recently, however, did a firmer experimental basis for this 

concept arise, particularly from electron-microscope in- 
vcstigatiolls of Hackenbrock (1 966, 1968; Hackcllbrock and 
Gamble, in press) on mitochondria sampled in various stages 
of the respiratory cycle. Mitochondria respirirlg in State 
4 (the resting state; no ADP) show the classical or "ortho- 
dox" conformation of the cristae and inner matrix. 011 the 
addition of ADP, which stimulates respiration to yield 
State 3, the mitochondria quickly (within one second) 
undergo transformation to the "condensed" conformation, 
it1 which the inner compartment becomes contracted to 
about 50 per cent of its State-4 volume and the inner mem- 
brane becomes contorted and shrunken. When all the added 
ADP is phosphorylated, the mitochondria return to the 
orthodox conformation. There is no over-all volume 
change of the mitochondria; only the inner membrane 
undergoes such rapidly reversible changes in conformation. 
These changes are characteristically inhibited (or promoted) 
by inhibitors of respiration and pho~phor~lation.  Similar 
observatiolls have been made more recently on other types 
of mitochondria in Green's laboratory (Penniston ct al., 
1968). 

One possible interpretation of the inner compartment 
changes is that they are merely passive and secondary to 
respiration-dependent ion movements and are thus the 
result of changes in internal osmolar concentration. It has 
recently been shown, however, that the total osmolarity of 
the inner compartment of the mitochondria does not change 
during State 4 to State 3 transitions. Hackenbrock has there- 
fore postulated that the respiration-linked conformational 
changes in the inner membrane represent the vehicle by 
which the energy of electron transport is converted into 
the phosphate-bond energy of ATP. Conformational cou- 
pling has also been vigorously championed by Green and his 
colleagues (Penniston et al., 1968). 

The conformational-coupling hypothesis has also been 
given strong support in recent work of Cha~lce and his 
colleagues, who have used the fluorescent dye l-anilino-8- 
~la~hthalenesulfonic acid (ANS) as a probe of changes in 
mitochondrial structure during respiratory transitions 
(Azzi et al., 1969). ANS bound to mitochondria undergoes 
extremely rapid changes in fluorescence during respiratory 
transitions, which Chance has interpreted as reflecting 
energy-dependent conformational changes in membrane 
proteins. Such fluorescence changes may also be caused by 
changes in the dielectric properties of the medium or the 
surface to which it is bound, or in the degree or manner of 
binding. It is especially noteworthy that the fluorescence 
changes are extremely rapid; in fact, they appear to be the 
earliest physical or chemical changes yet observed during 
respiratory transitions and thus may be closely associated 
with the primary act of energy transformation. 

Despite the considerable recent attention given the con- 
formational-coupling hypothesis, specific molecular tor- 
mulations have not been described, probably because there 



are some thermodynamic, kinetic, and geometric restrictions 
on possible mechanisms (Williams, 1969). The model in 
Figure 5 may be proposed to yield at least a schematic idea 
of one possible mechanism. It assumes that the electron- 
carr~er molecules have different conformations in their 
oxidized and reduced states; this has in fact been established 
for cytochrome c. Similarly, it is assumed that the ATP 
synthetase molecule may also exist in a taut or energized 
form, in which ATP formation readily takes place, and in 
a relaxed or energy-poor form, which is inactive. When 
ADP becomes available to any given respiratory assembly, 
the carriers will become oxidized and thus undergo transi- 
tion into their energized forms. It is then suggested that this 
all-or-none conformational transition is to be transmitted 
sterically or mechanically to the ATP synthetase molecule, 
either directly or via membrane structure proteins, through 
cooperative interactions of the membrane protomers. The 
ATP synthetase is thus converted into its active or taut form, 
causing it to make ATP. In this way a conformational 
change in the carriers may be converted into the chemical 
change of ATP formation (Figure 6, page 838). 

It must be pointed out that this hypothesis requires that 
any given respiratory assembly undergoes all-or-none 
transitions between two steady states (States 4 and 3), and 
that energy recovery is associated with the transition of the 
assembly rather than with the steady state itself. Because 
each mitochondrion has many thousands of such assemblies, 
the transitions may average out over time to account for the 
observed linearity of ATP formation with electron trans- 
port. In the light of present knowledge of protein confor- 
mational transitions, conformational-coupling hypotheses 
must necessarily have such an on-off character. It is other- 
wise very difficult, if not actually impossible, to construct 
a conformational-coupling mechanism that can function in 
one continuous steady state. It is interesting that such a 
mechanism puts respiratory energy conversion into the 
same class of mechanochemical or chemomechanical pro- 
cesses as those taking place in actomyosin, in ribosomes, in 
microtubules, and in flagella. 

At present it is not possible to choose among these hy- 
potheses; airtight experiments capable of destroying one or 
the other have proved to be very difficult to design. What- 
ever the molecular basis for the energy-coupling process, 
it now appears highly probable that the same basic mech- 
anism will prove to operate in mitochondria, in chloroplasts, 
in bacterial membranes, and may be directly relevant to the 
ATP-dependent electrogenic pumps of the plasma mem- 
brane. 

Mitochondria in neurofunction 

Brain mitochondria are extremely active in protein syn- 
thesis, and exceed mitochondria from liver and certain other 
organs in this activity. Work in our laboratory (Hamberger 

et al., 1970) has shown that mitochondria isolated from 
neuronal cells are considerably more active in protein syn- 
thesis than mitochondria from glial cells. Protein synthesis 
in mitochondria isolated from whole rabbit brain is 
dramatically stimulated if the rabbits are first forced to 
swim in a tank of water for 30 to 40 minutes (Hamberger 
et al., 1969). Whether this increase is due to a systemic effect 
of muscular activity or to psychic activity is not clear. The 
possible role of mitochondria in the synthesis of enzymes at 
nerve endings, particularly enzymes concerned in the 
secretion and metabolism of neurotransmitter substances, 
deserves further study. 

The extraordinary affinity and capacity of most mito- 
chondria, including those of the brain, to segregate Caw 
during respiration (Lehninger et al., 1967) have suggested 
that mitochondria may play a role in excitation-contraction 
coupling and in recovery. Recent investigations have re- 
vealed that mitochondria rather than sarcoplasmic retic- 
ulum may be the major Cat+-segregating organelle in some 
types of muscle, particularly "red" muscles, which are rich 
in mitochondria; similarly, mitochondria may play a role 
in sequestration and release of Ca2+ at nerve endings. 

It has been pointed out that the mitochondrial membrane 
may be a useful model of the excitable neuronal membrane 
(Lehninger, 1968), particularly with respect to the interplay 
between Ca2+ and Na+ or K+, which is now considered to be 
a central process in the transmission of impulses along the 
axon. For one thing, the molecular basis for passage of 
monovalent cations across membranes can be approached 
through study of the characteristic action of valinomycin 
and other ionophorous antibiotics on mitochondrial mem- 
branes. 

It has often been suggested that the neuronal membrane 
is normally poised in a metastable state that responds in an 
all-or-none manner to triggering impulses, leading to 
movements of Ca2+ and Na+. Like the neuronal membrane, 
the mitochondrial membrane also possesses specific binding 
sites for Ca++ and also interacts with monovalent cations 
(Lehninger, 1968). Under certain conditions of pH and K+ 
concentration, rat-liver mitochondria will respond to ad- 
ditions of Ca++ (the stimulus) in a manner suggesting that 
they are poised in a metastable state, i.e., they rapidly take 
up Ca++ and eject H+ and then proceed to reverse and over- 
shoot, to produce a highly damped oscillation resembling a 
slow-motion action potential (Carafoli et al., 1966). Chem- 
ical exchanges across the mitochondrial membrane can now 
be measured with great sensitivity and ease, and much of 
the basic enzymology of mitochondria is understood. The 
recent success of Tupper and Tedeschi (1969) in inserting 
electrodes into mitochondria should now make it possible to 
measure electrical activity of mitochondrial membranes, 
and thus to supplement the extensive biochemical informa- 
tion. 

Although it may be stretching facts to compare the inner 



FIGURE 5A The conformational states of mouse-liver mito- 
chondria. The orthodox conformation (in the absence of ADP). 

mitochondrial membrane with the neuronal membrane, 
such similarities should not be dismissed lightly, as they may 
yield new insights. Some day w e  must come closer t o  a 
unifying theory of membrane structure and function, and 
it may be that the easily accessible mitochondrial membranes 
will yield important clues t o  the function and behavior o f  
the neuronal membrane. 
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73 Neuronal Dynamics and Neuroplasrnic Flow 

P A U L  A. W E I S S  

IN RECENT DECADES, interest in the dynamics of the neuron 
has been enlivened by the realization that nerve fibers are 
not static; that they are more than "live wires" spun out 
once and for all during development for service to the 
finished body as carriers for the propagation and transmis- 
sion of impulses. In the older static-structural image, the 
neuron was tacitly denied some of the essential features of  
what in those days was referred to as "protoplasm." The 
neuron was conceded some limited power of respiratory 
metabolism as fuel for "conductivity," but was denied the 
powers of contractility and, above all, of postnatal growth; 
for growth was measured in terms of cell enlargement or 
cell multiplication, neither of which was observed in ma- 
ture neurons of higher vertebrates, except in post-traumatic 
regeneration. The very fact that regeneration was consid- 
ered to be a reawakening from dormancy, rather than simply 
the intensified expression of a continuously ongoing 
growth process, as which it now has been recognized, is 
telling testimony of the change of view that has occurred. 

This change, which conceded to the mature neuron the 
properties of growth and contractility, thus readmitting it 
to the ranks of full-fledged living cells, has come about by 
the confluence of two streams of facts and inferences. One 
stream has been the dramatic progress of molecular biology 
in resolving "protoplasm" into rather well-defined popula- 
tions of specific macromolecules and more ubiquitous 
smaller molecules and ions, and especially ill the detailed 
identification of the processes of "protoplasmic contractil- 
ity" and "protoplasmic reproduction" i11 molecular terms. 
The other contributing stream was the demonstration of 
the phenomenon of axonal Aow or, more broadly, "neuro- 
plasmic flow." While the nucleated soma of the neuron has 
been conclusively shown to be the major production plant 
for the specific macromolecular systems needed in the neu- 
ronal household, the studies on axonal flow have revealed 
the facts and modes of traflic from the localized production 
centers to sites of consumption and distant destinations. 

As my presentation will indicate, there is distinct "hybrid 
vigor" to be expected from the continued blending of these 
two lines of investigation, for, as in an industrial operation, 
the managerial considerations of the production process 
cannot be separated from those of the distribution and 
marketing. Biochemical research on the neuron has focused 
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predominantly on the former, that is, on the synthesis of 
specific compounds from raw materials, which is the task 
of a chemical industry. Yet, a cell can more aptly be com- 
pared to an industry that shapes its diverse chemical 
materials into such ordered structures as machines or build- 
ings or pipelines. This aspect of the cell as an industry of 
structural devices has only lately come into prominence. 

Turning to what, in the nerve fibers, corresponds to the 
distribution and marketing problems of an industry, there 
are, first, the ecot~ottiical considerations of how much of a 
given product is manufactured in the factory, how much is 
stored, how much is shipped out, where it ends, how long it 
lasts, and if and how demand controls production and ship- 
ping schedules. Second, there are the tecktiological aspects of 
distribution, i t . ,  the means by which the transport from 
source to destination is carried out and regulated. W e  know 
that in the neuron this is effected by axonal flow, but un- 
fortunately, with the exception of transport of ions and 
relatively small molecules across membranes and the inges- 
tion of matter in phagocytosis and pinocytosis, our knowl- 
edge of the mechanism of cellular transport is dismally poor. 
This lack of   roper models accounts for the striking dispro- 
portion in the amount of attention given to the economics 
of the translocation of neuronal material, as against its 
technological ~roblems,  as is well illustrated by such tech- 
nologically naive terms as "migratory protein," as if the 
molecule had legs with which to "migrate." 

W e  evidently are just at the beginning of realizing, 
identifying, and disentangling the complex web of intimate- 
ly interrelated processes that operate in the industrial system 
of the neuron. In this rudimentary state of knowledge, it 
seems far more important to gather further information 
with care and accuracy and to correlate the data from the 
diverse technical approaches involved, such as micro- 
anatomy and submicroanatomy. cytochemistry, cinemicro- 
graphy, hydrodynamics, pharmacology, and so forth, than 
to indulge in sweeping generalizations, or even to give an 
air of finality to reasonably validated ones that are subject 
to further verification. It is my aim to let the following d~s-  - 
cussion reflect this cautionary attitude. 

Neuroilal cell dyilatiiics 

Much detailed information on neuroplasmic synthesis wlll 
be given in subsequent chapters. Detailed accounts of 
axoplasmic flow have been given in several recent reviews 



(Barondes, 1969; Lubiriska, 1964; Weiss, 1963, 1967a, 
1969a). T o  avoid repetition, I shall confine myself to 
sketching the emergence of an integrated and unified con- 
cep: of neuronal dynamics from the variegated collection 
ofdata. 

PROTEIN SYNTHESIS Using the rate of protein synthesis as 
indicator of the intensity of the renewal of the macromolec- 
ular population, the mature nerve cell must be rated as 
close to the most active of all cell types, which include in- 
test~nal mucosa, bone marrow, or certain tumor cells. The 
use of the term "protein" in the singular, disregarding the 
great diversity of protein species, is but a tactical con- 
venlence. The transfer of "genetic information" to a 
cellular feature is safely established through the standard 
formula of transcription of nucleic-acid pair sequences 
from DNA to RNA, followed by translations of messenger 
RNA series into conforming seriations of amino acids to 
yield polypeptides, which then combine to proteins in 
various conformations from linear to three-dimensional 
patterns. From this point on, the safe track of information is 
lost. The continuation of chemical differentiation as the 
result of enzyme activity and of compounding new prod- 
ucts in bulk, that is, in purely scalar terms, can still be 
extrapolated from the same model, but the physic01 order 
restraining the chemical interactions in the cell in co- 
ordinated fashion calls for the introduction (often no more 
than an invocation) of organizing principles generally 
lumped under the term "control," the nature of which is 
not only quite obscure but often not even properly recog- 
nized, let alone critically investigated. 

DIFFERENTIATION VS. PROLIFERATION The whole prob- 
lem of "differentiation" is in this indefinite state. I am not 
talking here about the various ingenious attempts to ex- 
plain the differential changes in the bulk composition of a 
given cell by "gene repression" and "de-repression" which 
have been derived from the study of prokaryotes. The 
generative and the somatic cell are one and the same in 
these simple forms, so they can offer no model for cell dif- 
ferentiation in the higher metazoans, whose many dis- 
parately differentiated cell types, once they have acquired 
special properties, can keep on multiplying almost indefi- 
nitely, each true to its own differentially specialized cell 
type even in an indifferent environment, and even though 
all of them continue to carry the same common genome 
(Defendi, 1964; Ursprung, 1968; Weiss, 1953). Neither the 
manner in which this relative stability of self perpetuation is 
insured, nor the range within which it can be modified, are 
understood; the only well-attested facts are the undiluted 
propagation of specificity in the offspring of an established 
cell line and the limited degrees of transformability of the 
strain. 

This state of uncertainty reflects directly on a prominent 

feature of the mature nerve cell, namely, the absence of 
neuronal cell multiplication. At definite times, varying for 
different parts of the nervous system, neuronal cell division 
ceases in vertebrates in postmetamorphic (or, in the higher 
forms, in perinatal) stages. Now, in most proliferating 
tissues, a given cell has the dual capacity of directing its 
synthetic machinery either toward the production of an- 
other cell of the same type, or toward manufacturing 
specialized cell products (Weiss, 1969b). The decision be- 
tween these alternatives is made either by conditions in the 
microenvironment of the cell or by an internal time clock 
indigenous to the particular cell strain. The question is 
what switches the neuronal machinery from proliferation 
into production. 

Proliferation stops when DNA replication in the nucleus 
ceases, which can be determined by the cessation of the in- 
corporation of thymidine. Mature brain neurons no longer 
incorporate thymidine. * However, Gurdon (1967) has 
shown in a most striking experiment that the nucleus of 
such a nonproliferating neuron of an adult frog can again 
be made to start incorporating thymidine massively if it is 
excised and transplanted into the cytoplasm of an enucleated 
egg. Capacity for DNA replication, therefore, is ever 
present in the neuronal nucleus, but is actively suppressed by 
the nuclear environment (Jacobson, 1968). In my own ex- 
perience with many thousands of amphibian central nervous 
systems, I remember having seen only two instances of 
mitotic figures in mature neurons with fully developed 
axons and neurofibrils; in both cases they were in ectopic 
position in the central canal. Perhaps the capacity of 
cerebrospinal fluid to unblock DNA stasis in mature 
neurons might be worth testing. 

At any rate, the absence of DNA replication restricts the 
observed high rate of protein synthesis to the role of main- 
taining the existing cellular unit and to producing specific 
products assigned to that cell type, which, in the present 
case, include "neurohumors" and "neurosecretions" of the 
older literature as well as the enzyme systems instrumental 
in their manufacture. However, while in most other ter- 
minal cells of the mature organism the internal catabolic 
degradation of the macromolecules is spatially so closely 
intermingled with their replenishment by neosynthesis that 
bulk determinations reveal only the balance sheet of the 
account, the sharp localization of the production site in the 
neuron makes the latter into a natural separator between the 
two phases. 

NUCLEAR PRIMACY The cell dynamics of the neuron 
brings to mind that of another cell that also has an ec- 
centrically located nucleus, namely, the alga A~et~lbrrlaria 
(Brachet, 1965). The nucleus in this single-celled alga lies at 

* Sporadic residual straggler neurons have been reported, however, 
by Altman (1967). 



the end of a long stalk, the other end of which forms char- 
acteristic structures roughly comparable to nerve endings. 
When such an alga is enucleated by amputation of the 
lower nucleated end, it can survive and even regenerate 
ablated tops, although its viability declines as does also the 
rate of residual protein synthesis in the enucleated fragment. 
At any rate, the fact that protein is still synthesized for some 
time in the absence of the nucleus is noteworthy. A more 
detailed analysis of this synthetic process, however, has 
reduced its comparability to the neuron by showing that 
autonomous DNA-containing chloroplasts in the enucleate 
fragments permit the continuation of RNA synthesis. This, 
in turn, actuates continued protein synthesis, as evidenced 
by the active incorporation of isotopically labeled amino 
acids into isolated chloroplasts comparable to such other 
cell organelles as mitochondria (Reich and Luck, 1966) and 
basal bodies of cilia (Randall et al., 1967), which have their 
own DNA machinery. 

By contrast, the axon offers a much clearer and cleaner 
demarcation from the nucleated soma. The only DNA- 
equipped organelles in axoplasm, the mitochondria, assume 
less than one per cent of the axonal volume. The main 
axonal mass from the axon hillock down is free of ribo- 
somes, and although low amounts of RNA not attributable 
to contaminations have been reported to be present in a few 
types of nerve fibers (Edstrom, 1969), evidence of active 
protein synthesis along the course of the axon (Singer, 1968) 
has generally been questioned (Droz, 1969). The burden of 
protein synthesis in the neuron thus rests conclusively upon 
the soma. This primacy of the nucleated territory does not 
necessarily imply exclusivity, and the synthesis of some 
proteins at nerve endings has been asserted (Austin and 
Morgan, 1967). In this connection, one must also consider 
that, daily, each nerve ending receives hundreds of mito- 
chondria through the axonal flow. These then break down, 
raising the question of whether, perhaps, the resulting re- 
lease of mitochondria1 DNA and RNA might not be in- 
strumental in the reported protein synthesis at nerve ter- 
minals (see below). 

AXONAL FLOW AS DRAINAGE When axonal flow was 
first demonstrated, all that was certain was that substance 
leaves the cell body at a rate that advances the cylindrical 
columll of the axon from one to a few millimeters daily 
(Weiss and Hiscoe, 1948). Fate, function, and composition 
of the flow were at first wholly conjectural. It was sheer 
assumption when I suggested, in contradiction to Ram6n y 
Cajal, that the axon itself cannot synthesize the replace- 
tnents for that population of its macromolecules that is sub- 
ject to continual catabolic degradation, and that axonal 
flow therefore represents a system in stationary balance 
between its own self-consumption and its replenishment 
from the manufacturing center located in the cell soma. 

Enzymes and other proteins suggested themselves as the 
most indicative markers for measuring the flowing con- 
tingent. The high ammonia liberation from nerve, recorded 
in the older literature, could then be regarded as an index of 
protein de-amination. A calculation based on this tenuous 
argument yielded an average nerve protein half-life of a 
few weeks, which corresponds to the more direct and ac- 
curate later determinations (Lajtha, 1964) of protein turn- 
over in brain. Calculating further, from this short life 
expectancy, the rate at which a supply stream would have 
to compensate for the continual depletion to maintain a 
steady state, we calculated an advance of the feeder column 
at an average daily rate of one millimeter (Weiss and 
Hiscoe, 1948). The identity of this value with the observed 
rate of the axonal flow was suggestive, but not conclusive, 
evidence for our interpretation of axonal flow and of its 
premises. The clinching proof came only from the study 
of translocations of isotopically marked protein. 

Before turning to them, let me mention a few points on 
method. Bulk measurements are particularly uninformative 
when one deals with inhomogeneous sources-for in- 
stance, mixtures of nerve cell bodies, nerve fibers, glia cells, 
and vascular tissue, such as are being used in metabolic 
assays of slices or homogenates of central or peripheral 
nerve tissue. The delicate micro-techniques of separating 
pure neuronal cell bodies from their associated glial cells 
(Hydtn, 1967) and of extruding pure axonal core from the 
enveloping myelin and Schwann cell (Edstrom, 1964; 
Koenig, 1965) promise to circumvent this difficulty, pro- 
vided the trauma involved and the microscopically in- 
distinct residual contaminants prove to be negligible. Some 
of these difficulties can be bypassed by comparing intact 
peripheral nerve with nerves transformed into cords of 
Schwann cells as a result of earlier transection (see below). 

A further cautionary note pertains to the frequent treat- 
ment of protein as if it were in free soluble form. While 
identifiable microscopic and submicroscopic aggregates of 
structural proteins are clearly recognizable, systems devoid 
of such conspicuous criteria are still rather elusive, and the 
empirical division, after extraction, into soluble and insoluble 
proteins can hardly represent the graded scale of complex 
formations. This consideration has a crucial bearing on our 
understanding of the cohesiveness of the substance flow 
from the cell body. Sufficient evidence has been accumu- 
lated by now to prove conclusively that the one-millimeter 
type of axonal flow consists of flow of the whole axon as a 
structurally cohesive setnisolid system, rather than as substance 
flow within an axon that is consolidated in a fixed position. 
There is also considerable evidence for liquid transport 
channels within the cohesive axonal matrix, but this IS a 
second system sui getleris, which must not be confounded 
with the moving reference system within which it lies - 

enclosed. Until we have more concrete information about 



the structural properties of the axoplasmic matrix beyond 
what is implied in the general term of "thixotropic gel," we 
cannot take it for granted that "nonstructural" proteins are 
necessarily freely mobile. Just as an isotope-labeled amino 
acid serves as a marker for the protein in which it is incor- 
porated, so it may be necessary to consider the protein 
prima facie as a marker for a larger substance continuum 
with which it is physically and chemically linked. 

As in the coacervation of gels in general, this aspect im- 
mediately raises the question of water as a structural com- 
ponent of the neuronal matrix. I know of no data on how 
much of the approximately 85 per cent water content of the 
neuron is freely exchangeable, how much is chemically 
bound to hydrated compounds, and how much is physically 
enmeshed in the tangled structure of the large macromole- 
cules. Preliminary explorations in my laboratory (Kreutz- 
berg, unpublished) have shown that tritiated water, locally 
applied to the soma of spinal-ganglion cells, gradually ap- 
pears in significant proportions in the peripheral axons of 
the spinal nerves issuing from those cells; it is distinguishable 
from water exchanged peripherally across the axonal sur- 
face. Systematic explorations of this problem on a broader 
scale are urgently needed. 

Aizalysis by radioisotopes 

We can now take up briefly the rather spectacular advances 
made in tracking protein down the axon by isotope label- 
ing. The early experiments using 32P and 14C as markers did 
not go much beyond confirming the phenomenon of axonal 
flow and, in some cases, its average velocity of one mm per 
day (Weiss, 1961b). A major step forward came only with 
the introduction of tritiated molecules as tracers by Droz 
and Leblond (1963). Amino acids as protein markers have 
been applied (I) by single-pulse injections into an animal; 
(2) by regional injections (Ochs et al., 1962; Miani, 1964); 
(3) by strictly localized application to the cell bodies of 
origin of the test neurons (Taylor and Weiss, 1965; Weiss 
and Holland, 1967; McEwen and Grafstein, 1968; Rah- 
mann, 1968) ; and (4) by explanting neurons into the labeling 
solution (Weiss, 1967b). The following paragraph sum- 
marizes results with (1) by Droz (1969). 

A few minutes after intravenous injection of tritiated 
leucine in the rat, radioactivity is detectable in the nucleus of 
the neuronal soma. The evidence seems adequate that its 
source is protein-incorporated, rather than free, amino 
acid. Sampling at graded intervals after injection reveals the 
sequential spreading of the labeled protein from the nucleo- 
lus to the rest of the nucleus, and from there to the perikar- 
yon. After two to five minutes, the concentration of labeled 
protein has become highest in the RNA-rich Nissl substance, 
reaching a peak in the Golgi body at about half an hour, and 
reaching the smooth reticulo-endothelium a few hours 

later, where some of it may remain for days. Some of the 
protein, however, bypasses the complex cytoplasmic ma- 
chinery and moves directly from the nucleus into the axon, 
at the base of which the first traces of the label appear as 
early as 20 to 30 minutes after the injection, which, one 
notes, corresponds to the one-millimeter daily rate (40 
micra per hour). These observations thus have succeeded in 
separating at least two different geographic pathway sys- 
tems for the newly synthesized proteins. Correlated with 
these data, Droz has found different residence times of two 
classes of protein within the cell soma: a transitory popula- 
tion that leaves the soma within one day, and a second group 
that occupies the cell space for about two weeks. Tentative- 
ly, one might identify the short residence group with the 
protein components of the moving axonal matrix, perhaps 
including neurofilaments, whereas the population of longer 
residence would go through the serial changes in which, 
according to Droz, newly synthesized protein is being 
"accumulated, segregated and conjugated" in the Golgi 
complex. While the establishment of this clear-cut dichot- 
omy among classes of protein marks a significant forward 
step, our technical inability to discern finer subspecifications 
within each class remains a major challenge for the future. 

FUNCTIONAL ADAPTATION Thus far I have dealt with the 
chemical production machinery as if it were autonomous. 
Ever since the classical experiments of Hydtn and his col- 
laborators, however, it has been evident that the intensity of 
protein synthesis in the neuron varies sensitively with the 
level of functional activity (Hydtn, 1967). Increased activity 
expresses itself not only in chemical terms in a rise of RNA 
and protein, but also in morphological changes, such as 
enlargement of nucleolus, nucleus, and perikaryon. This 
hypertrophy is evoked by prolonged excitation (Hamberger 
and Hydtn, 1945), as well as by increased trophic demands 
upon the neuron, such as during the regenerative regrowth 
of a severed nerve fiber (Murray and Grafstein, 1969) or 
when neurons are made to take over a larger area of terminal 
innervation by profuse peripheral branching (Wohlfahrt 
and Swank, 1941 ; Edds, 1950). Reciprocally, reductions of 
the load or demands placed upon the neuronal soma man- 
ifest themselves in a lowering of the production rate, which 
in favorable cases (e.g., after permanent severance of a 
nerve fiber with blockage of the regeneration of the stump) 
is marked by size regression (Weiss et al., 1945) proceeding 
from nucleolus to nucleus to perikaryon and finally to the 
caliber of the axon (Cavanaugh, 1951). The so-called "axon 
reaction" after the transection of a nerve fiber is a composite 
of this regressive phase, superseded rapidly by the progres- 
sive changes subserving the regenerative process. 

PROTEIN SYNTHESIS IN EXPLANTS In order to extricate 
the neuronal cell bodies from the network of complex 



relations in the whole animal, we have tried to extend the 
analysis to isolated nerve centers in vitro with a minimurn 
of trauma. Postnatal spinal ganglia of mice or rats, explanted 
with their capsule into nutrient solutions, proved to be ade- 
quate for the task. In the presence of tritiated leucinc, their 
radioactivity mounted according to a regular, repeatable 
time course, becoming stabilized two to three hours after 
explantation (Weiss, 1967b). At the time, more than half of 
the labeled amino acid was found to be actually incor- 
porated in ganglionic protein. Unexpectedly, it took as 
long as a three-hour chase in ordinary nonradioactive 
leucine or even leucine-free balanced salt solution to rid 
the ganglion of the nonincorporated remainder. Extending 
the tests to other tissue samples of about one cubic milli- 
meter or less, we found that spinal ganglia, spinal cord, 
peripheral nerve, liver, and muscle fragments had time 
courses and saturation levels of protein neosynthesis that 
were characteristically different for each type of tissue 
(Weiss et al., in preparation). 

Fragments of peripheral nerve, the axons of which had to 
be assumed to be nonparticipating in protein synthesis, gave 
the highest values. This made us suspect that the Schwann 
cells surrounding the axons have an inordinately high rate 
of protein synthesis. To  test this presumption, we compared 
fragments of normal nerve with those of distal stumps of 
nerves severed two weeks previously, so that their axons 
had degenerated and been replaced by hypertrophic 
Schwann cells. Counts of radioactive protein per micro- 
gram (after immersion for two hours in 3H leucine, followed 
by a one-hour chase) were proportionately higher in the 
degenerated, axon-free, samples than in the normal, axon- 
containing ones, The high rate of protein neosynthesis in 
peripheral nerve must therefore be allocated to the Schwann 
cell (and associated endoneurial cells), without any demon- 
strable participation ofthe axon. 

The most puzzling results, however, were obtained when 
we compared protein synthesis in live tissue samples with 
that in tissues frozen solid on dry ice, kept frozen over night, 
and then thawed (Weiss et al., in preparation). It turned out 
that the specific differentials according to tissue types among 
the different parts of the nervous system, liver, and muscle 
were fully retained in the devitalized samples, whereas the 
differences between the frozen samples and the live controls 
for the same tissue were negligible; the only exception was 
peripheral nerve, in which the values for the frozen frag- 
ments were distinctly lower than those for their live 
counterparts. 

These few examples may illustrate the puzzles and sur- 
prises we have encountered in our tests of explanted tissue 
fragments. I therefore shall not dwell on them further except 
for one set of experiments of such ~otential significance for 
pharmacology that it deserves to be added here. In the 
presence of sodium barbital, the radioactive count after two 

hours was only about half that of the control; and neural 
tissue fragments that were first labeled and then supple- 
mented with barbiturate, leaked appreciable amounts of 
protein into the medium, the correspondence between the 
exuded and the retrieved amounts having been verified by 
radioactivity counts. Comparable tests with liver fragments 
indicated that the leakage is distinctive of neural tissue, 
being about 15 times greater from spinal cord and sciatic 
nerve than from liver. This investigation on a hitherto un- 
suspected action of narcotics should be extended with more 
refined techniques. 

Having now briefly exemplified both the potentialities 
and the limitations of studies of the production plant of the 
neuronal cell body, with all their capriciousness and varia- 
bility according to the techniques used (e.g., pulse labeling 
vs. homogenate assay vs. explantation), ostensibly ag- 
gravated by our lumping measurements of many disparate 
component processes under a common blanket, let us now 
look at least at some of the neuronal components that can be 
singled out because of their structural characteristics-the 
organelles. 

Netrrorzal organelles 

The study of neuronal organelles and other inclusions is, of 
course, subject to the uncertainties of the electron micro- 
scope technique, which, depending on the state of the tissue 
and the methods of fixation, exaggerates certain fine- 
structural features, while failing to record others. The extent 
to which physiological fluctuations of the internal milieu, 
for instance, might affect the electron-microscopic visibility 
of a given fine structure in nerve has rarely been taken into 
consideration. Due allowance for such variability is made in 
the following brief account. 

MITOCHONDRIA During unimpeded axonal flow, ultra- 
thin sections of myelinated axons show an average of two 
mitochondria per section. However, when the flow is 
locally dammed up, many hundreds of mitochondria pile 
up within a few days in the sections immediately upstream 
to the obstruction (Weiss and Pillai, 1965), proving that the 
axonal flow carries the mitochondria from the perikaryon 
cellulifugally (Kapeller and Mayor, 1967). Besides passive 
carriage, mitochondria may exhibit some independent 
local motility within narrow range (Pomerat et al., 1967). 
Arrested in their convection, they rapidly degenerate 
(Weiss and Pillai, 1965). We find the same accumulations 
and disintegrations also at the nerve endings (Mayr and 
Weiss, in preparation). Density and cellulifugal convection 
rate of mitochondria at the axonal flow rate (1 mm = 

about 1,000 times mitochondrial length, per day, or one 
mitochondrial length per minute) indicate a daily produc- 
tion rate of mitochondria within thc cell body it, the 



neighborhood of 500. Mitochondria1 enzymes, such as 
succinic acid dehydrogenase (Friede, 1959) and DPN- 
diaphorase (Kreutzberg, 1963), have been recovered in high 
local concentrations at the upstream ends of blockages of 
axonal flow, which now is readily explained by the local 
accumulation of their carriers. 

After disruptions of nerve continuity more violent than 
the mild constrictions used in our method, e.g., after a 
tight ligature, crush, or transection (Lasek, 1967), fleeting 
accumulations of mitochondria1 and other enzymes have 
been observed at the distal end of what in these cases is a 
traumatized tissue segment (Lubin'ska et al., 1963). TO 
ascrlbe this, without further evidence, to a reversal of 
axonal flow in the distal stump, is gratuitous: the upstream 
navigation of a powerdriven riverboat does not signify 
that the river is flowing backwards. Conceivably, the distal 
accumulation, which subsides within a few days, could be 
explained as follows. The breakdown of the damaged nerve 
segment establishes a local center of high acidity and elec- 
tronegativity, which attracts mitochondria toward the 
lesion by galvanotaxis, and perhaps positively charged 
molecules, including some enzymes, by the familiar "de- 
marcation," or injury current, of severed nerve fibers. Al- 
though as yet unsupported by direct experiments, this or 
some similar explanation seems superior to "flow reversal," 
which is contradicted by all direct observations on mature 
nerve fibers (Mayor and Kapeller, 1967). 

The breakdown of mitochondria at the blind distal end of 
axons raises a crucial question, already alluded to above: as 
they disintegrate, to what extent does their content of 
DNA, RNA, and nucleotide molecules undergo decom- 
position? Considering the evidence for some autonomy of 
protein synthesis in nerve endings (Barondes 1969), is it not 
conceivable that some residual, undecomposed transcrip- 
tion and translation machinery for protein synthesis is 
released horn the disintegrated mitochondria and activated 
in situ? If true, this notion would still leave the nucleated 
soma of the neuron with a monopoly for macromolecular 
reproduction, expanded by shipping a subsidiary branch 
factory to an outlying location. 

NEUROTUBULES The "neurotubules" (neuronal micro- 
tubules) are relatively stiff structures of + 220-Angstrom 
diameter that run the length of the axon in bundles and are 
fi-equently associated with mitochondria. Their composi- 
tion and structure are dealt with by other contributors to 
this book. As a tentative concept of their origin, I submit 
that they grow forth continuously from bases in the 
nucleated soma by a process of stacking onto their open 
central ends the near-globular subunits (Schmitt and Sam- 
son, 1969) of which they are known to be composed; these 
units might well be part of that protein population of 
prolonged cytoplasmic residence cornmutated on its passage 

through the Golgi body. Pari passu with this accretion 
at its root, the finished stem of the tubule would be drawn 
out continuously toward the periphery by the axonal flow. 
Such growth of elongate structures from their basal ends is 
common in organisms (for instance, the growth of cilia 
from their basal bodies). This concept implies that the 
number of neurotubules along the whole length of a given 
axon cannot increase. In other words, peripheral branching 
of neurotubules on an extensive scale could not be expected, 
although an occasional apical fission might be envisaged. 

To test this premise, we have made counts in serial 
sections of axons with near-terminal branchings (Mayr et 
al., in preparation). As predicted by our concept, the sum of 
neurotubules in the branches was equal, within the limits of 
counting error, to the total number of tubules in the com- 
mon stem. Thus, even though the axon branches, the in- 
dividual neurotubules do not. Another requirement for the 
concept is that if the driving mechanism for the axonal 
advance is paralyzed, while the central addition to the base 
of the neurotubules continues, a tangle of twisted neuro- 
tubules should be observable in the cell body.* 

Notions about the configuration of the distal ends of 
neurotubules are vague. Mechanical considerations intimate 
that the tubule is closed. If it serves as a canal for substances 
to be discharged at the end, that distal lid must be assumed 
either to undergo intermittent rupture or else to become 
pinched off, forming the wall of a vesicle. Evidence for the 
latter alternative, directly bearing on the formation of 
synaptic vesicles, has been advanced (Pellegrino de Iraldi 
and De Robertis, 1968) and the actual pinching off of such 
vesicles from the blind ends of neurotubules, closed by a 
constriction of the nerve, has been observed (van Breemen 
et al., 1958). However, the identification of such vesicles 
with true synaptic vesicles is still debatable. 

NEUROFILAMENTS In contrast to t+ straight neuro- 
tubules, the neurofilaments, 70-100 Angstrom units in 
diameter, show a more wavy course. They also seem to run 
continuously and unbranched from the cell body to their 
terminations. The evidence for this is found in our recent 
observation that, at least in certain types of peripheral nerve 
fibers, the neurofilaments are spaced at very regular lateral 
intervals from one another, the histogram of the intervals 
showing a sharp peak at 428 Angstriim (Weiss et al., in 
preparation). The geometry of this grid suggests either the 
presence of longitudinal channels (unresolved in the electron 
microscope) in the matrix between them or a sort of linear 
macrocrystalline organization of the matrix itself, as seen in 
other ground substances (Weiss, 1968, pp. 24-122), but 
nothing further can as yet be said about this regularity. 

* Isotope labeling o f  colchicine-binding protein of neurotubules has 
confined their advance at the one-mm rate (J.-0. Karlsson, unpubl.). 



INTERTUBULAR CANALS The suggestion of such 400-A- 
wide spaces parallels another system, better resolvable by 
the electron microscope, of longitudinal canals of about 
600-800-Angstrom diameter ("inter-tubular canals"), which 
we have seen in the matrix of certain axons in overosmicated 
preparations (Weiss, 1969a); both in location and size 
order, these correspond to the highly regular "honeycomb" 
cross sections observed in axons, both central and periph- 
eral, in a considerable variety of pathological conditions 
(Morales and Duncan, 1966; Hirano et al., 1968). In line 
with our earlier comments about electron-microscopic 
visibility, one might assume that this canalicular system is a 
true microstructural system, the electron-microscopic dem- 
onstration of which is marginal in normal nerve, but is 
improved by more favorable local conditions of a patholog- 
ically altered internal milieu. 

Fast tra$lc 

The presence of such preformed channels in different types 
of neurons is intimately related to the demonstration in 
recent years of fast transport routes between cell body and 
nerve endings. Various radioactively labeled substances 
were found to span that distance at speed some 100 times as 
fast as the one-millimeter advance of the axonal column it- 
self (Miani, 1964; Dahlstrom and Haggendal, 1967; Karls- 
son and Sjostrand, 1968; Lasek, 1968; McEwen and Graf- 
stein, 1968; Ochs et al., 1969). In such cases, the velocity 
curve of labeled proteins showed two separate peaks, one 
registering the standard one-millimeter daily rate of the 
axon, the other signaling the faster traffic. There are thus at 
least two distinct traffic systems in operation. Whether the 
tr&c rate in the fast system of a given axon type is uniform 
is not yet known. The velocity curve of the axonal advance 
itself, however, spreads out with time (Taylor and Weiss, 
1965), which indicates rate differences among the in- 
dividual fibers of a given nerve. Moreover, according to 
cinemicrographic recordings of axonal flow, the velocity 
within a given axon seems to decline transversely from the 
central axis toward the surface. 

In this connection, it should be noted that since the 
axonal advance represents volume flow (ca. 10 cubic micra 
per minute), that is, displacement of three-dimensional 
mass, measurements in linear (e.g., millimeter) units disregard 
variations in the cross-sectional area. In first approximation, 
this has been acceptable. However, with greater refinement 
of our knowledge, the caliber of nerve fibers will have to be 
taken into account. This point is illustrated, for instance, by 
the comparison between axonal flow rates in young and old 
rats, which, in measurements on the linear advance scale, 
suggested a marked decline with age (Droz, 1969). How- 
ever, since the caliber of nerve fibers increases steadily with 
powth, an average increment of 60 per cent would readily 

account for the observed linear deceleration, even if the 
daily volume outflow from the cell body remained con- 
stant. In the same sense, linear velocities in submicroscopic 
narrow channels within the axonal matrix need not indicate 
particularly high production rates of the substances in 
question. This is one reason among many why the fast 
transport observed must be viewed as an intra-axonal 
phenomenon, not to be confounded with the flow of the 
axonal matrix. Neurotubules, intertubular spaces, and 
similar continuous channels from cell body to periphery are 
logical candidates for the role of pipelines for substances to 
be shipped in solution from the manufacturing center to 
distant work stations. 

As Kreutzberg (1969) in my laboratory has shown, the 
neurotubules qualify in that sense. On the premise that 
neurotubules share their main properties with the micro- 
tubules of other cell types, and considering that the motility 
of the microtubules that constitute the spindle fibers of the 
mitotic process can be immobilized by colchicine, minute 
amounts of this drug were injected into peripheral nerves. 
This blocked the passage down the axons of acetylcholin- 
esterase locally within the injected stretch, but did not inter- 
rupt the continued flow of the axon itself, as evidenced by 
the continued downward progress of the mitochondria, 
assayed by their enzymes. The piling up of catecholamines 
in their production center in the neuronal soma after 
colchicine treatment (Dahlstrom, 1968; Karlsson and 
Sjostrand, 1969) leads to a similar conclusion. 

Transport mechanisms 

These considerations of possible traffic routes are intimately 
related to the question of the physical conveyor mechanisms 
effecting the cellulifugal substance transfer. The bimodal 
rate distribution between the slow axonal convection and 
the fast intra-axonal conduction (see above), indicates that 
each is actuated by a separate and independent mechanism. 
The blockage, by moderate dosages of colchicine, of one 
but not the other supports this view. There is, moreover, 
evidence for a retrograde, cellulipetal transmission of 
' 6  messagesw along the axon, not explicable in terms of 
standard impulse transmission, which calls for a third 
axonal communication system, although not necessarily one 
involving molecular transfer. The three systems, therefore, 
are reviewed here separately. 

NEUROPLASMIC FLOW As stated in the beginning, the 
quantitative mechanostructural analysis of the deformations 
resulting from the constriction of axons has conclusively 
proved that the solid axonal matrix-and, as mentioned 
earlier, presumably also part of the associated water-move 
as a single cohesive, viscous, somewhat plastic, body within 
the Schwann (or glia) cell, with or without an interposed 



laminated sheath of myelin. On elementary mechanical 
principles, a unidirectional translatory movement of such a 
column can result only from propagated waves of pressure 
differentials (e.g., traveling contraction-relaxation oscilla- 
tions) sweeping unidirectionally over its length. The proto- 
type of such a drive is a peristaltic wave. The pertinence of 
this model for axonal flow is documented (a) by the fact 
that the movement continues in isolated fragments of 
nerve, and (b) by the observation that when two ligatures 
are placed around a nerve in tandem, exoplasm dams up at 
the "upstream" sides of both the upper and the lower block 
(Weiss and Hiscoe, 1948; Dahlstrom, 1967; Mayor and 
Kapeller, 1967). This evidence would not be fully con- 
clusive if it were based only on nerves studied in toto 
(Dahlstrom, 1967), as part of the fibers might have remained 
unconstricted, hence unblocked, at the upper level; but our 
original demonstration (Weiss and Hiscoe, 1948) of tandem 
damming in sirgle fibers of doubly constricted nerves re- 
moves that reservation. We know, therefore, that the 
contractile energy must be available at every level of the 
axon, but be activated "domino"-fashion in cellulifugal 
direction. As a model for such a self-propagating process, I 
have suggested a chemomechanical energy transduction in 
incompressible fluid bodies covered by lipid-protein mem- 
branes (Weiss, 1964). The nerve fiber could satisfy the con- 
ditions of the model. 

Although actual proof for this or any other hypothetical 
mechanism of the drive is still lacking, the sheer fact of its 
peristaltic character has been rather well established, as it 
could be directly recorded visually by time-lapse cine- 
micrography of living, mature, myelinated nerve fibers 
(Weiss et al., 1962; Weiss, 1963). Representative scenes 
from the vast footage of film taken in this manner over the 
years by my collaborators (mostly A. C. Taylor, M.D. 
Rosenberg, and A. Bock) have been shown on many oc- 
casions and are being prepared for more general circulation. 
Only the most pertinent observations can be reported here. 
(1) The constrictive wave definitely travels over the strface 
of the axon, involving visibly both the myelin sheath and 
the axolemma. (2) The axonal contetzt itself is propelled 
passively by the surface wave; for instance, if a local 
obstruction (e.g., a kink or a fold) impedes the smooth ad- 
vance of the content, the axonal column on the upstream 
side of the block becomes longitudinally compressed and 
dilated until its pressure head at the block overcomes the 
obstruction and the whole column can again proceed. (3) 
In the early phases of Wallerian degeneration of fibers 
severed from their central cell bodies, each of the fragments 
(Ram6n y Cajal's "ovoids"), into which the fiber breaks up, 
continues to show peristalsis. (4) In all axons thus far 
observed, whether intact or fragmented, the frequency of 
the surface waves is the same and remarkably constant, with 
a mean duration of 17 minutes per cycle (i.e., three to four 

pulses per hour), at a mean velocity of propagation adequate 
to account for the common axonal flow rate of 50-100 
micra per hour. In contrast to the continuity and regularity 
of the drive, the actual advance of the content varies with 
local conditions of the traffic channel, and hence appears to 
proceed in spurts. (5) No records have as yet been taken of 
unmyelinated fibers. (6) The paucity of mitochondria in 
the axon, in contrast to their great abundance in the 
Schwann cell, makes one favor the latter as the source of the 
etlergy srrpply for the peristaltic drive. On the other hand, 
many observations, calculations, and mechanical considera- 
tions tend to discount the possibility that the Schwann cell 
with its pulsation (Pomerat, 1961), which it has in common 
with other cells observed in vitro (Weiss, 1961a), is of itself 
the driving inechanisitl; it just provides the fuel, as it were, 
but not the machine. 

With the cinemicrographic data on hand, we have gone 
on now to construct a hydrodynamic model to reproduce 
the peristaltic axonal drive to allow a quantitative study of 
the major variables. Save for a few theoretical treatments of 
very recent date (Fung and Yih, 1968; Shapiro et al., 1969), 
the assumption that a superficial prcssurc wave and dcfor- 
mation of small amplitude could set and keep the interior 
mass in flowing motion has not been substantiated. Our 
mechanical model (constructed with the collaboration of 
Professor Martin Levy and Mr. Robert Biondi of my staff) 
has now verified that assumption, opening a direct tech- 
nological approach to the finer analysis of the parameters of 
axonal flow. In combination with our cinemicrographic 
studies (not reviewed here) of shifts of the axonal content 
produced artificially by localized pressure on explanted 
nerve pieces, we have reasons to expect an early substitution 
of solid information for the current vague conjectures about 
the mechanism of axonal flow. 

FAST-TRAFFIC MECHANISM Unfortunately, the same 
optimism hardly seems warranted in respect to the mechan- 
ism of fast intra-axonal transport. I have given above the 
fine-structural indications for preformed transport chan- 
nels, such as the neurotubules and intertubular spaces, but 
even if confirmed in their role, their operative mechanism 
would still remain conjectural. The physical preconditions 
for traffic in those submicrodimensions (Weiss, 1969a) are 
so exacting that no incontrovertible explanation is presently 
in sight. An ingenious speculation, implying the faculty of 
microtubules for propelling larger particulates on their out- 
sides, has been suggested by Schmitt (1969). However, the 
general applicability of that hypothesis seems questionable 
in the light of the extensive observations made in our 
laboratory by Green (1968) on the role of the microtubules 
of pigment cells in the massive concentration and dispersion 
movements of the large (one micron) pigment granules in 
response to drugs; in these experiments, a constraining role 



of microtubules on the orientation of the granular displace- 
ments was unmistakable, but analyses by the electron 
microscope and by cinemicrography failed to substantiate a 
motile role of the tubules in the propulsion of the granules. 
My own, no less speculative, proposal for a motile mecha- 
nism of tubules for intratubular convection is the following. 
If we accept the current thesis that globular protein sub- 
units compose the spiral chains of which the walls of the 
tubules presumably consist (Shelanski and Taylor, 1968), we 
need only presume that (1) a chemical, electrical, or me- 
chanical energy input at one end produces a change in 
molecular conformation, which entails a reduction of mole- 
cular volume, and, hence, a closer packing, i.e., a local 
constriction of the tubule; (2) some tubular content is 
thereby squeezed out into the neighboring sector of the 
tubule; (3) the conformational change, which started at the 
base of the wall, triggers a corresponding change at the 
adjacent level, resulting in a constriction of the latter; (4) 
the content is thereby propelled further; and so forth, in 
what amounts to a peristaltic advance. 

Because this scheme, although plausible, is no less unsub- 
stantiated than any other, the safest answer to the question 
of fast intra-axonal transport mechanisms remains "We just 
do not know." 

RETROGRADE MESSAGE TRANSFER In the matter of as- 
cending information passed on to the neuronal cell body 
from its peripheral extensions in ways other than impulse 
conduction, we are just as much in the dark. The postulate 
of such a cellulipetal message service rests on (a) the 
"chromatolytic reaction" of the perikaryon of a neuron, 
which arises whenever a nerve fiber has been severed; and 
(b) the fact that the central cell body "knows" the specific 
type of peripheral organ on which its axon happens to have 
terminated (Weiss, 1965). 

As I have indicated above, the notion of a reversed bulk 
flow as message carrier can be dismissed as unfounded. In 
fact, there is no reason for presuming that the communica- 
tion relies at all on massive substance transfer. One possible 
mode of action might be the rapid passage of charged 
molecules along interfaces by an electrically actuated "mo- 
lecular bucket brigade." We  have found that in tendon, 
which consists of rhythmically banded collagen fibers em- 
bedded in a matrix of mucopolysaccharide, the spreading of 
molecules that carry a net electrical charge, but not of 
neutral ones, occurs preferentially and rapidly along the in- 
terfaces between fibers and matrix (Weiss, 1961a). Electron 
microscope analysis (Grover, 1966) suggested a saltatory 
transfer of the molecules &om one heavy dark baPd of the 
collagen fiber to the next (a distance of 640 Angstrom 
units), those bands marking the clustered positions of the 
polar amino-acid side chains. If a similar phenomenon could 
be demonstrated for nerve, the interfaces between neuro- 
filaments and axonal matrix might qualify as the "message 

carriers," which, incidentally, would also allow us to assign 
a useful function to the neurofilaments. 

Whether applicable to nerve or not, the unexpected ex- 
pedition of molecular transfer along interfaces in tendon 
once more intimates how many more principles of basic 
relevance to the understanding of cellular dynamics may 
still be waiting to be discovered and how unwarranted it 
would be to rely solely on our present stock of knowledge 
for the interpretation of such novel problems as those which 
keep arising in the study of neuronal dynamics. 

The fate ofthe neuronal substance 

One of the problem areas is, of course, the fate of the axonal 
material that is incessantly flowing down from the peri- 
karyon. It makes up about 15 per cent of the mass of the 
axonal column, the rest being water and small molecules 
diffusing in and out. Of  that 15 per cent, an unknown fiac- 
tion must be allocated to constituents of known fate, 
namely (a) traxismitters of central origin, which are dis- 
charged, and (b) mitochondria, which break down. Further- 
more, if we accept the concept that the neurotubules and 
neurofilaments are perpetually renewed from their peri- 
karyal bases and commensurately disintegrated at their dis- 
tal ends, we can also subtract their mass from the account 
sheet. Accordingly, the fate of no more than perhaps 10 per 
cent of centrally produced axonal substance remains to be 
accounted for. 

This would be essentially the protein component en- 
gaged in the sustenance of the living state of the axon itself, 
i.e., largely the enzyme systems needed in local metabolism 
along the line. In view of the short half-life of neuronal pro- 
teins, counting by weeks (Lajtha, 1964), on the one hand, 
and the absence of local sources for enzyme replenishment 
for the enormous metabolizing mass of the axon on the 
other, one might have had to postulate a supply stream 
from a far-off factory, such as has now been empirically dis- 
covered. We, therefore, feel entitled to assign the major 
portion of the missing balance in our account to the re- 
pletion of the catabolically degrading units of the axonal 
enzyme population. If the slow axonal flow were the supply 
vehicle, uniform delivery over the whole length would re- 
quire not only a flow-velocity gradient declining from 
axonal core to surface, for which there is some evidence, but 
also insulation of the traveling molecules against proteolysis 
during their long trek (circa one year from spinal cord to 
toe in man). If, on the other hand, enzymes are transported 
by the rapid intra-axonal system (note, for instance, the 
blockage of acetylcholinesterase by colchicine, reported 
above), questions arise as to their ubiquitous availability 
along the whole axon. So, it would seem best, for the 
present, not to speak of "enzymes" in that generality, 
ignoring the different needs, routes, distributions, and 
destinations for each class and, above all, to restrain corn- 



mitnlent t o  speculative intcrprctations as long as n o  firmer 
ground on  which t o  base it is at hand. 
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74 Axoplasmic Transport: 

Physical and Chemical Aspects 

P E T E R  F.  D A V I S O N  

THE SUBJECT OF axoplasmic transport has become popular 
recently and has been reviewed by several authors (Barondes 
and Samson, 1967; Schmitt and Samson, 1969; Weiss, 1969; 
Grafstein, 1969). My purpose is not to add to these reviews 
but to discuss certain aspects of the transport phenomena 
that merit further investigation and interpretation. 

Neurons synthesize and turn over protein rapidly; after 
the local administration of radioactive amino acids to ner- 
vous tissue, neurons become densely labeled in comparison 
with satellite and connective-tissue cells (Droz, 1969). In 
studies on roach and crayfish, maximal protein labeling is 
achieved within hours and then much of the protein is 
catabolized again, but 10 to 20 per cent is long lived, and of 
this much moves from the cell body and along the axon 
(Smith, 1967; Fernandez and Davison, 1969). Proteins 
labeled in this way have been used by many investigators 
to study the process of axoplasmic transport in various 
animals. If cycloleucine is substituted for leucine or if the 
incorporation of 3H-leucine into protein is blocked by 
puromycin, the movement of a labeled protein is not ob- 
served. 

Many proteins move along axons at from 1 to 3 m m  per 
day as Weiss and his coworkers found originally, but cer- 
tain materials, often particulates, move more rapidly, and 
rates of as high as 2800 m m  per day have been reported 
(Jasinski et al., 1966). The existence of "slow" and "fast" 
transport has led to the belief that there must exist at least 
two molecular mechanisms that move the contents of the 
axon distally. The characteristics of these processes are dis- 
cussed below, but the justification for discriminating two 
mechanisms is considered in a later section with reference 
to the constraints that the experimental findings place on 
any mechanism that is postulated to explain the transport. 

Experimental parameters ofaxoplasmic transport 

peak. Fernandez and Davison (1969), however, found that a 
small injection of very high specific activity 3H-leucine into 
a ganglion of the crayfish nerve cord leads to the synthesis 
of labeled protein over a brief period, and some of this 
protein is subsequently detectable moving caudad along the 
cord at 1.1 m m  per day. For periods of up to 14 days, at 
20°C, this moving column of protein is confined to a 1-mm 
length of cord (Figure 1). One characteristic of laminar flow 

12 

Distance,  mm 

FIGURE 1 The distribution of 3H-leucine incorporated into protein 
in 1-mm segments of the cravfish nerve cord. A. 12 davs after in- - 

DISCRETE LOCALIZATION Many experimenters have ob- jection of label into the third abdominal pnglion (the injected 
segment is hatched in the histogram and marked with an arrow is 

served that labeled protein moves the axon as a broad the diagrammatic representation of the cord above). 8. 12 days 
after the label injection, as above, and 11 days after the injection bf 
colchicine into the fifth ganglion. The normal 1.1 mm per day - - 

P E T E R F. D A v I s o N Department of Biology, Massachusetts caudad movement has been interrupted at a distance of 4 mm from 
Institute of Technology, Cambridge, Massachusetts. Preserrt add re.^^: the colchicine injection site. The dashed line shows background 
Boston Biomedical Research Institute, Boston, Massachusetts counts. 



in a tube is the parabolic velocity profile within the fluid: 
the liquid at the center of the tube travels at twice the aver- 
age velocity of the contents of the tube, and the velocity 
approaches zero at the wall itself. This flow profile may be 
readily demonstrated by sucking a small volume of dye into 
a fluid-filled capillary (Figure 2). Such a dispersion of labeled 
protein certainly does not take place in the slowly moving 
protein of the axon, so we may dismiss the concept that this 
transport representsflow of dissolved protein driven by any 
mechanism. Furthermore, the sharp "front" of rapidly 

A ,  

transported protein in the cat sciatic nerve, described by 
Ochs et al. (1969), precludes any flow process in this in- 
stance of rapid transport, as well. The coherence of the slow 
transport suggests that the axoplasm is gel-like, entirely 
consistent with the physical characteristics of extruded squid 
axoplasm (Huneeus and Davison, 1970). Alternatively, 
parallel mechanisms averaged over the whole cross section 
of the axon might effect a concerted transport that main- 
tains a linear front. 

CONSTANT VELOCITY The displacement of labeled pro- 
tein along the axon from the site of synthesis can be mea- 

12 24 cm 

D ~ s t a n c e  f r o m  o r i g i n  

FIGURE 2 The expected dispersion of a soluble labeled protein per- 
fusing an axon under laminar flow is shown by the distribution, 
assayed at three different times, of dye injected into and then 
pumped along a water-filled tube 0.7 mm in diameter, 300 mm 
long (equivalent to the dimensions of a 14-mm-long, 30-micron 
axon in a crayfish cord). Each tube was cut into l-cm segments, and 
the dye was eluted from each and measured. The spread results 
from the parabolic velocity across the tube. 

sured with some precision as a function of time. Experi- 
ments on the crayfish have shown that the slow movement 
is linear with time up to at least 16 days. Many axons narrow 
progressively with distance from the soma, which may 
imply that transport rate is "independent" of axon diam- 
eter. 

CONCENTRATION GRADIENT Peterson et al. (1967) have 
shown that no concentration gradient of protein can be 
detected in the cat optic nerve to account for protein trans- 
port. Furthermore, such a mechanism cannot explain a 
constant transport rate, and it could not be effective in 
maintaining flow over distances greater than a few centi- 
meters. 

PROTEIN GROWTH The progressive displacement of pro- 
tein along the axon could be explained by the growth of 
filamentous protein structures from the soma. This possi- 
bility is negated by the failure of an inhibitor of protein 
synthesis acting in the soma to block slow transport (Peter- 
son et al., 1967). 

TEMPERATURE DEPENDENCE The rate of movement of 
protein in the crayfish cord as a function of temperature has 
been found to be proportional to the temperature (in degrees 
centigrade), except that movement ceased at 3' C, although 
it was readily observable (0.3 mm per day) at 5' C (Fernan- 
dez et al., 1970). The linearity with temperature could sug- 
gest that physical, as well as chemical, factors limit the rate, 
and the cessation of movement between 3' and 5' C could 
indicate the disruption of the transport mechanism. It may 
be noted that certain microtubules dissociate at low temper- 
atures (Tilney and Porter, 1967). 

INTRINSIC PROCESS Several investigators (e.g., Dahl- 
strom, 1967) have shown that rapid transport persists in a 
segment of axon defined by two ligations. The source of 
movement must therefore be sought among the structures 
within the axon, without immediate reference or reaction 
to the activity of the cell soma or termini. 

COLCHICINE EFFECTS The interruption of the rapid trans- 
port process by local application of colchicine to a nerve 
has been reported by Dahlstrom (1968). Inhibition of the 
fast, and a lesser effect on the slow, processes have been re- 
ported by Kreutzberg (1969) and Karlsson and Sjostrand 
(1969). On the other hand Fernandez et al. (1970) did not 
study the rapid transport, but observed that a local injection 
of colchicine inhibited slow transport for as much as 14 
days and for 2 to 4 mm around the injection site (Figure 1). 
In view of the demonstrated binding specificity of col- 
chicine for microtubule protein (Borisy and Taylor, 196?), 
the experiments strongly suggest the involvement of micro- 
tubules in the axon with some aspect of the fast transport 
process and the slow. 



COMPLEXITY OF TRANSPORTED PROTEINS Several authors 
have compared the rapidly and slowly transported axoplas- 
mic constituents and have found a preponderance of partic- 
ulate materials in the rapidly moving and soluble proteins 
in the slowly moving labeled fractions. In view of the 
tendency of certain of the axoplasmic proteins of squid to 
aggregate (Huneeus and Davison, 1970), this discrimination 
between particulate and soluble protein could be unreliable; 
therefore, Fernandez et al. (1970) dissolved the crayfish 
cord in 8 M urea and separated at least eight components in 
urea by gel electrophoresis. The specific activity of these 
proteins was roughly constant. In particular, no dip in 
specific activity was observed in the region of the gel where 
the rnicrotubules subunit (a major protein component of 
the crayfish axon) was expected to migrate (Figure 3). 
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FIGURE 3 Gel electr~phero~ram of protein labeled by injected 
3H-leucine and isolated four days later from the slow-moving 
protein in the crayfish cord. The protein was extracted and an- 
alyzed in 8 M urea, 0.05 M mercaptoethanol (Fernandez et al., 1970). 
The histogram shows the concentration of tritium in 3-mm slices 
of gel; the graph shows the distribution of protein as revealed by 
dye-staining and densitomet~~. Clearly, a complex population of 
proteins of roughly uniform specific activity is present. The posi- 
tion where the microtubule protein was expected to move is shown 
by the arrow. The second and third sharp peaks on the left of the 
diagram correspond to the interfaces in the discontinuous gel. 

It may be concluded that the microtubules form part of 
the population of slowly moving proteins that includes all 
the major protein constituents of the axoplasmic gel. It 
follows that the faster-moving proteins must be minor 
constituents, as has indeed been noted (McEwen and Graf- 
stein, 1968). 

BIDIRECTIONAL TRANSPORT Several workers have report- 
ed the accumulation of specific axonal constituents on both 
sides of a ligature, and have concluded that transport may 
be directed both toward and from the soma, although it is 
generally agreed that net transport is consistently somato- 
fugal (see Lubiiiska, 1964; Dahlstrom 1967). The signif- 
icance of these observations has been questioned (Weiss, 
1969), so we do not take issue here on the implications of 
these observations for the mechanisms of axoplasmic trans- 
port. The observations of Lasek (1968), however, on ax- 
oplasmic transport in the bipolar cells originating in the cat 
dorsal-root ganglion show that, although transport is 
somatofugal, it is not always orthodromic. Therefore, if the 
transport is in any way correlated with, perhaps to sustain, 
electrical or transynaptic activity, the direction of the action 
potential does not define the direction of protein move- 
ment. 

These observations on transport listed above clearly limit 
the hypotheses that are devised to explain the mechanisms 
of transport, if the constraints can be generalized to all 
species. 

Possible mechanisms ofaxoplasmic transport 

From the preceding discussion, we must conclude that the 
mechanism underlying the fast and, possibly, also the slow 
transport processes is present in any isolated segment of 
axon. It also appears probable that any energy-transducing 
mechanism capable of propelling a significant weight of 
axoplasm should be sufficie~ltl~ structured to be resolvable 
by electron microscopy. The only consistent entities dis- 
cernable by electron microscopy of axons are the axonal 
membrane, neurofilaments, microtubules, and occasional 
vesicles and mitochondria. The probability that any of the 
first three structures is involved is discussed below. 

THE NERVE MEMBRANE Weiss has suggested that the 
propulsion of the contents of the axon may be effected by 
a slow (17-minute period) somatofugal, peristaltic wave that 
traverses the nerve membrane (see Weiss, 1969). The origin 
of this contractile process has not been defined precisely. It 
could arise from the neuronal or Schwann-cell membranes, 
although thus far no contractile proteins have been isolated 
from these sources. The propulsive efficacy of a peristaltic 
wave depends on the shape and constancy of the waveform 
and the consistency and thixotropy of the tube contents. An 
investigation of the correlation between the temperature 
dependence of the wave velocity and the transport process, 
and between the transport velocity and the axonal diam- 
eters, should be able to determine if the wave is responsible 
for the slow-transport process, but these experiments have 
not yet been performed. It appears plausible that peristalsis 
could account for the process by which the bulk of the 



axoplasmic constituents are moved (in the form of a gel). 
If such is the case, it appears that we must look for a second 
mechanism that transports selected components, which may 
be primarily vesicular, at a more rapid rate. 

The possibility remains that a transport mechanism other 
than peristalsis originates at the cell inner membrane; the 
geometry of the situation requires that if this mechanism 
exists it probably drives the bulk transport rather than the 
fast, for the vesicular contents of the axon generally are not 
peripherally located. The mitochondria are an exception to 
this statement; they are often distributed conspicuously 
close to the axon membrane, a fact that supports the idea 
that energy-demanding processes occur at the surface. We 
do not know whether these processes include those con- 
cerned with axoplasmic transport or only those concerned 
with the maintenance of transmembrane bioelectrical 
processes. 

MICROTUBULES Microtubules have been found to be 
prominent in many cellular regions where transport pro- 
cesses are found in various types of cells. They delineate the 
path followed by chromosomes in mitosis, by melanin 
granules in melanocytes, and by nuclei in a virus-induced 
cell syncytium (Holmes and Choppin, 1968). They also line 
the tentacles of the protozoan Tokoyhrya, where a rapid 
flow of cytoplasm occurs. These and other examples have 
been discussed elsewhere (Schmitt, 1968; Schmitt and Sam- 
son, 1969); in many instances, no organized structure but 
the cell membrane and the microtubules are detectable 
where materials are transported, and the possibility has been 
frequently voiced that the microtubules are the propelling 
agency. However, Porter and his colleagues, who have 
investigated microtubules intensively in many kinds of 
tissue, have interpreted the role of microtubules as cyto- 
skeletal in most instances (Porter, 1966). Although the flex- 
ing of the tails of sperm, of flagella, or of the protozoan 
axostyle appears to relate to the microtubular structures they 
contain, the structures in these instances are paired or 
aggregated and adenosine triphosphatase activity has been 
observed in certain attendant structures (Gibbons and Rowe, 
1965). It is, therefore, not obvious that the chemomechanical 
functions of these more complex microtubular structures 
can be extrapolated to the dispersed populations found in 
neurons and most other cells (see also Tilney and Gibbins, 
1968). The only definitive claim that tubular structures in 
the axoplasm mediate transport of protein is by Kasa (1968). 
In this instance, however, the electron micrographs do not 
show characteristic microtubules but rather show irregular 
structures resembling smooth endoplasmic reticulum. 

Very recently Tilney and Gibbins (1969) concluded that 
microtubules may be not a static cytoskeleton but the 
precursor and directive agency responsible for eccentric cel- 
lular outgrowth. This opinion leaves open the question of 

their participation. Do they serve as a structure that merely 
constrains the direction of cytoplasmic movement, like a 
railway track, while the chemomechanical forces from some 
other structure power the movement? Or do they, as their 
specific binding of energy-rich GTP suggests, provide the 
motive power and direction for transport? Such a transport, 
moving stepwise along a filament, is familiar in the progres- 
sion of a ribosome along ribonucleic acid during protein 
synthesis. Schmitt (1968) has recently postulated a trans- 
lation mechanism involving an adenosine triphosphatase- 
generating interaction between the subunits of the mi- 
crotubule surface and selected particulates in the axoplasm 
that have the appropriate surface structure. The fastest 
transport rate in axoplasm would require a displacement 
across each subunit of the microtubule surface in approxi- 
mately one millisecond. 

NEUROFILAMENTS The possibility of the participation in 
transport along axons of neurofilaments, 100 A in diameter, 
is suggested by their prominence in most axons and their 
lack of other known function. Moreover, other acidic 
protein filaments (albeit of smaller diameter, 30-60 A) in the 
cytoplasm of amoeba (Morgan et al., 1967), nitella, and 
slime molds are believed to be implicated in cytoplasmic 
flow or streaming (Nagai and Rebhun, 1966). Indeed, Adel- 
man and Taylor (1969) have isolated from Physaruitl the 
actin-like filaments and a myosin-like component with 
which they interact in a contractile process. Neurofilaments, 
however, are notably sparse in the narrow, sympathetic 
nerve fibers through which norepinephrine and its syn- 
thesizing enzymes are rapidly transported. Furthermore, 
they are also infrequent in developing neurites that, in 
their growth, must place heavy demands on the axoplasmic 
transport systems (Peters and Vaughn, 1967). (Droz, 1969, 
reported that transport is three times as rapid in young as in 
mature rats). In mature axons, the microtubules are partly 
replaced by an increase in the number of neurofilamcnts. 
This circumstantial evidence militates against, but does not 
disprove, the involvement of neurofilaments in axoplasmic 
transport. It is also improbable that neurofilaments and 
microtubules interact in any consistent manner, bec~use 
they often are disposed in discrete assemblies and are not 
intermixed over an axon cross section. Schmitt and Dav~son 
(1961) suggested that material might movedown the hollow 
core of these filaments, as they appear to run uninter- 
ruptedly from the cell soma to axon termini, but such a 
movement in a narrow channel presents a novel and un- 
explored hydrodynamic situation. If means of communica- 
tion between the cell periphery and soma must be sought, 
the filaments remain a possibility, but their participation in 
somatofugal transport remains dubious. It is possible s hat 
their function is purely structural, providing the framework 
of the axoplasmic gel, for the maintenance of an extended 



tube of cytoplasm without constrictions or collapse would 
appear to be a demanding process. 

The replacement of microtubules by neurofilaments in 
the axons of a maturing animal, and the appearance of 
filamentous structures in the place of microtubules in col- 
chicme- and vinblastine-treated animals (Wisniewski et al., 
1968), have led to the speculation that the tubules and neuro- 
filaments might represent two conformations of the same 
protein subunit. Such a speculation, at least, of all the spec- 
ulatlons discussed in this paper, can be laid to rest. In 
experiments on the axoplasm of squid we have isolated the 
protein subunits of microtubules and neurofilaments after 
guanidine hydrochloride denaturation and shown them to be 
distinct by the following criteria: amino-acid composition 
(Table I), gel electrophoresis, and molecular weight 
(Davison and Huneeus, 1970). Antibody has been made to 
the denatured protein subunit (filarin) of the neurofil- 
ament; this antibody reacts with native and denatured 
filarin, but not detectably with the microtubule protein or 
with muscle actin. The difference between these filamentous 
structures is also emphasized by their markedly different 
ease of dissociation. 

TABLE I 

Atnino-acid cotnpositiorzs offibrous proteirls 
from squid axoplastri 

(moles per 100 moles amino acid) 

Neurofilament * Microtubules t 

Aspartic acid 13.5 9.4 
Threonine 5.2 5.8 
Serine 8.7 8.6 
Glutamic acid 16.9 12.6 
Proline 2.3 6.1 
Glycine 5.4 8.8 
Alanine 7.7 7.3 
Valine 5.1 5.5 
C ysteine 1.4 1.5 
Methionine 5.9 2.6 
Isoleucine 3.5 4.0 
Leucine 6.5 6.5 
Tyrosine 2.0 3.0 
Phenylalanine 1.6 3.0 
Lysine 9.0 4.1 
Histidine 1.1 1.7 
Arginine 5.5 4.6 

*The averages of highly concordant analyses on three separate 
preparations of electroph~reticall~ pure neurofilament preparations. 
t The average of two preparations, one obtained by preparative gel 
electrophoresis. In certain cases, agreement was not satisfactory, so 
that these values may need to be amended. 

OTHER MECHANISMS The fact that the prevalence of 
microtubules in cells was not generally recognized until 
glutaraldehyde was used as a fixative for electron micro- 
scopy should give us warning that we are not necessarily 
yet aware of all the apparatus with which the neuron is 
endowed. Indeed, J. D. Robertson (this volume) reports that 
Peracchia has found previously unrecognized septae across 
crayfish axons, the visualization of which depends on 
improved fixation. Therefore, we may not yet be aware of 
neuronal structures that may be responsible for one or 
another aspect of axoplasmic transport. 

How many transport mechanisms? 

Although the consistent observation that axoplasm moves 1 
to 3 mm per day and the frequent detection of a faster trans- 
port process have led to the discrimination of "slow" and 
"fast" transport systems, it is noteworthy that the latter 
ranges from 10 to 3000 mm per day, and it is by no means 
obvious that these velocities can be mediated by one mech- 
anism; and if they are, it must also be recognized that any 
mechanism that can spa11 such a range of speeds might also 
drive the slow transport. To take an example, Burdwood 
(1965) has reported that the brief displacements of mito- 
chondria in neurons by saltation have a velocity similar to 
the highest velocities reported in axonal transport. Thus, if 
there were some continuously functioning molecular 
machinery, such as a conveyor belt, with which the various 
axonal constituents associated intermittently and with 
characteristic frequencies, this same mechanism could drive 
material selectively with various speeds, and the normal 
"slow" movement of the mitochondrion would result from 
irregular and infrequent jumps at the "fast" rate. The two 
transport rates cannot be discriminated on the grounds that 
the slow movement is a bulk process, because the gel char- 
acter of the axoplasm would insure bulk transport even if 
only one component of the matrix-the neurofilaments, for 
example-were directly propelled. 

The existence of two independent mechanisms would be 
irrefutable, however, if they could be discriminated by 
function or drug sensitivity. Lasek (1968) has shown that 
the slow movement in a bipolar neuron occurs both ortho- 
dromically and antidromically at the bifurcation. If the 
rapid transport, which in some axons, at least, pertains to 
neurotransmitter, were directed only to the presynaptic 
region, there could be no doubt about the existence of at 
least two mechanisms, but this experiment has yet to be 
reported. 

The pharmacological evidence is uncertain; studies show 
that both slow and fast transport processes are inhibited by 
colchicine (albeit, the fast at a lower concentration). Further- 
more, microtubules were still observed by electron micro- 
scopy in the crayfish nerve cord treated with colchicine 



(although it remains a possibility that they were non- 
functional). Therefore, colchicine does not unambiguously 
distinguish two mechanisms or implicate microtubule func- 
tion exclusively in either process. If, however, the sldw 
transport is driven by peristalsis, it is probable that a second 
mechanism is available for the faster transport, and present 
evidence would suggest strongly that the microtubules are 
involved; in this case, the effect of higher concentrations of 
colchicine on slow transport could reflect the cytotoxicity 
of the drug (Angevine, 1957). 

Concltrsions 

In summary, although there is convincing evidence for 
axoplasmic transport, the mechanism, or mechanisms, are 
unknown. It is likely, but not certain, that more than one 
distinct transport process occurs; the slow may be mediated 
by peristalsis in the nerve membrane and the,fist may in- 
volve microtubules-but whether the microtubules define 
the direction of transport or the direction arld propulsive 
power, and how they may d o  so, is not yet clear. Experi- 
ments have been discussed that could amplify our present 
knowledge. 

An even larger problem remains unsolved: What is the 
function of the rapid turnover of protein in the neuronal 
soma, and what are the purpose and destiny of the proteins 
that are transported along the axons? O f  the former we can 
say little. O f  the latter, the slowly transported proteins are 
clearly a complex mixture representing, as mentioned 
above, most of the proteins in the axoplasm. Weiss (1969) 
has suggested that the slowly transported proteins may be 
consumed, during their passage down the axon, in replacing 
catabolized enzyme in the membrane and elsewhere, but 
our experiments (Fernandez and Davison, 1969) on the rate 
of depletion of labeled protein in its passage along the cray- 
fish cord show that at least a significant fraction of the 
transported protein reaches the terminal segments of the 
axons. This result is not surprising, in that, if most of the 
slow proteins are destined to replace enzymes and other 
proteins, many should reach the synaptic regions because 
the synapse is clearly the site of considerable metabolic 
activity, whereas the only known function fulfilled by the 
axoplasm in the length of the axon is the preservation of the 
flow mechanisms and the viability of the axoplasm and the 
membrane. However other nonenzymic proteins reach the 
axon termini. A significant fraction of the protein traversing 
the axon is microtubule protein; whether its function is 
completed on reaching the presynaptic extremities or the 
subunits provide the raw material for other structures in the 
synapse is unknown. The intriguing possibility remains that 
certain proteins have functions not yet understood, and with 
further study new dimensions of neuronal function may be 
discovered. Among the compounds transported must be 

those trophic factors influencing the postsynaptic cells, and 
any other agencies that may facilitate, restrict, or direct 
chemical transmission. Considerable evidence has been 
found relating drug-induced interruption of protein syn- 
thesis to a block in learning consolidation (e.g, Agranoff et 
al., 1967). The effect of such inhibitors does not demonstrate 
that protein synthesis itself is the mechanism by which 
memory is stored, but merely that it is a necessary con- 
comitant to the processes by which storage occurs. Thus, 
further study of the protein metabolism of the nervous 
system gives promise of a better understanding of all aspects 
of neuronal function, and a characterization of transsynaptic 
activity may give insight into the coordinate activity of the 
brain that is the basis for higher nervous functions, including 
integration and learning. 

The experimental work by the author and his co-workers 
described in this paper was supported by Grant N B  00024 
from the National Institute of Neurological Diseases and 
Blindness, United States Public Health Service. During the 
preparation of the manuscript the author was supported by 
Grant N B  08525 from the same Institute. 
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75 Molecular Biological Approaches to 

~europhysiological Problems: A Correlation 
P H I L L I P  G. N E L S O N  

IT WAS MY TASK at Boulder to suggest to the participants of 
the syxnposium on Molecular Neurobiology subjects at the 
cellular or system level of nervous-system functions that 
would be particularly rewarding as judged from the view- 
point of the neurophysiologist. In this brief essay, some of 
those points are discussed, as indicated at the outset of the 
symposium, and a few additional ideas are gleaned from the 
proceedings. 

On the broad front of the symposium (and of the Inten- 
sive Study Program as a whole), the methods of molecular 
biology are being applied fruitfully to neurobiology, al- 
though particular psychological and neur~physiolo~ical  
problems, such as sensory coding, the mechanism of mem- 
ory, and learning, are less susceptible at this time to that ap- 
plication. A case in point is the role of protein, generally 
considered to be the effector of the cell. N o  neuroprotein 
has been found that plays a central role in neuroscience, as, 
for example, myosin plays in myoscience. In this conncc- 
tion, G. M. Edelmall argued that it would be better to 
mount a long-range program of characterizing brain-spe- 
cific proteins one by one as they are discovered, rather than 
to seek a protein that, for hypothetical reasons, may be 
thought to play that central role. S. H.  Barondes expressed 
similar views regarding brain glycolipids and glycoproteins. 
If, in the course of such investigations, he said, a proteill of 
demonstrable importance is discovered, it will then be ap- 
propriate to apply the full armame~ltarium of molecular 
biological methods to its characterization. 

T h e  nctiorl poterrtinl rriccharlisrri 

A problem central to ncurophysiology and ncurobiology, 
and one with a very long history, is that of the mechanism 
of the production of the action potential and its modulations 
that have been observed in neurophysiology. The impor- 
tance of sodium, potassium, and calcium ions in the genera- 
tion of the action wave itself has long been known. Hodg- 
kin and Huxley (1952) have provided a quantitative treat- 
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ment of the ionic movements involved in the action poten- 
tial, and the ionic hypothesis has been of enormous value to 
virtually every practicing neurophysiologist. Tasaki ( 1  968) 
has proposed an alternative hypothesis-the two-stable- 
state model of membrane excitability-because some of 
his experimcntal observations, particularly with internally 
pcrfused squid axons, seemed inconsistent with the Hodg- 
kin-Huxlcy model. Tasaki has also attempted to incorporate 
some structural or molecular features into the bistable-state 
model of the neuronal membrane. A large number of ele- 
gant electrical mcasLlrements and manipulations have been 
made of interllal and external ionic constituellts surrounding 
the ncrve membrane, but it is probably fair to say that these 
have not discritninated really decisively between the ionic 
hypothesis and the two-stable-state hypothesis of how 
ncrve membranes work. It is interesting that in the labora- 
tory represented by Keynes, and in Tasaki's laboratory, the 
techniques now being used for studying excitable mem- 
branes are directed explicitly toward the question of the 
membrane structures, the molecular species, responsible for 
excitability (Tasaki et al., 1968; Keynes, this volume). These 
include the optical methods, described by Keynes and 
Tasaki, which include light-scattering and birefringence 
studies and changes in fluorescent materials that have been 
incorporated in the membrane. McConnell's work on spin 
labeling of excitable membranes was also directed at this 
type of question. In addition, the studies of artificial systems 
involving lipid bilayers, which have been shown to exhibit 
some degree of excitability when treated with oligopeptidcs 
such as alamethicin, seem to offer great promise in demon- 
strating the molecular basis of excitability (M~~eller  and 
Rudin, 1968; Eigen, this volume). 

In the analysis of central nervous system function, the 
mechanism of action-potential generation is frequently 
taken for granted. It is assumed that the action potential is 
required and is sufficient to conduct information between 
points in the nervous system; the various coding methods 
for conveying informatiorl by this all-or-none action poten- 
tial are much studied. In general, however, the interpreta- 
tions of such information transmission in the nervous sys- 
tem have not been concerned with the mechanisms of the 
action potential as such. Transmissio~l of information by 



axons across relatively large distances undoubtedly relies on 
an all-or-none, reliable, transmission mechanism. It is prob- 
able, however, that in central structures involving highly 
branched systems of axons-in particular at the axonal 
terminations-there are many points of low safety factor at 
which blocking of the action potential does take place. In 
fact, there is good evidence that at least intermittent block- 
ading of conduction in branched axonal systems is, perhaps, 
common. KrnjeviC and ~ i l e d i  (1958) showed that at the 
neuromuscular junction there is blockade at axonal branch 
points. 

Old observations by Barron and Matthews (1935), and 
recent work by Raymond (1969) at the Massachusetts Insti- 
tute of Technology, have demonstrated that intermittent 
conduction or periodic failure of conduction in axons occurs 
in the spinal cord. In the dendritic trees of neurons the ques- 
tion of partial conduction of action potentials is certainly 
very real. LlinLs et al. (1968), Nelson and Frank (1964), and 
Nelson and Burke (1967), among others, have studied den- 
dritic spike generation and have discussed the possibility 
that there is a wide variation in the coding function per- 
formed by neurons and that the variation depends on the 
different degrees of spike generation in the arborization of 
the dendrites. 

With respect to modulations of the excitatory mechanism 
required in physiological function, it may be mentioned 
that the processes of accommodation and adaptation in neu- 
rons can play an important role in determining the behavior 
of a given neural system. "Accommodation" refers to a 
property ofexcitable membrane that causes the effectiveness 
of an excitatory stimulus to be strongly dependent on the 
rate of application of that excitatory stimulus. This prop- 
erty of accommodation varies considerably between differ- 
ent types of neural tissue, and in the motor control system 
of the mammalian nervous system it is differentiated in a 
functionally meaningful way. The motor neurons in the 
lumbosacral spinal cord can be distinguished in terms of the 
kinds of muscle fibers they innervate. Some motor neurons 
innervate slow-twitch, red muscle fibers, such as are com- 
monly found in the soleus muscle; at the other extreme, 
some motor neurons innervate fast-twitch muscle fibers, 
such as are found in the gastrocnemius muscle. The mechan- 
ical properties of the soleus muscle unit seem optimally de- 
signed to provide the steady tonic contractions that are re- 
quired for maintaining posture, whereas the mechanical 
properties of gastrocnemius fast-twitch muscle units seem 
much better designed for initiating movement, providing 
rapid bursts of high tension development. Almost none of 
the motor neurons supplying the slow-twitch soleus muscle 
fibers (type S) exhibit any significant degree ofaccommoda- 
tion to slowly increasing excitatory input. 

With regard to the motor neurons innervating the large 
amplitude, fast-twitch muscle units (type F), on the other 

hand, about half of the cells do exhibit substantial degrees of 
accommodation; that is, they respond much better to tran- 
sient or rapidly changing excitatory stimuli and tend to be 
much less responsive to very slowly varying excitatory 
stimuli (Burke and Nelson, in preparation). In addition, 
when steady excitatory currents are passed across the cell 
membrane in these two classes of motor neurons, the motor 
neurons innervating the tonically functioning soleus muscle 
cells tend to show much more sustained repetitive firing 
than do the class of motor neurons innervating the fast- 
twitch fibers of the gastrocnemius muscle (~ishelevich, 
1969). Thus, at the level of the membrane properties of the 
individual motor neurons there has been a differentiation in 
the property of the excitable neuronal structures such that 
the motor system has divided into a group of tonically firing 
muscle cells and a group of muscle cells that tend to be acti- 
vated only transiently. Similar and probably functionally 
significant differences in the membrane properties of corti- 
cal pyramidal cells have been described by Takahashi (1965). 

In vitro studies 

Detailed study by molecular biological methods of neural 
systems such as that described above is extremely difficult, 
but there has recently been developed an in vitro prepara- 
tion that shows some interesting properties and possibilities 
from the standpoint of studies of excitable membranes. 
Augusti-Tocco and Sato (1969) have worked with a tissue 
culture preparation of the mouse neuroblastoma cell line. I 
have been working with this preparation in collaboration 
with M. Nirenberg and B. W. Ruffner at the National Insti- 
tutes of Health, and many of the cells of these cultures have 
been found to exhibit electrical excitability (Nelson et al., 
1969). Examples of these properties are shown in Figures 1 
and 2. Although the responses obtained did depend on the 
conditions of the recording, it appears that there is a true 
range of excitable properties in these cells. That is, under 
standard conditions of membrane potential and culture con- 
ditions, some cells show much more marked spike-generat- 
ing activity than others, and some cells, indeed, showed es- 
sentially passive membrane properties. This preparation, 
therefore, may be a favorable one in which to study bio- 
chemical correlates of varying degrees of electrical excit- 
ability. 

The physiological role oJneuroiza1 
structural geometry 

An area that should be of great concern to neurobiologists 
relates to those processes that govern the genesis and main- 
tenance of the complex neuronal geometry so characteristic 
of the central nervous system. Both the elaborate dcndritic 
trees and the highly complex axonal ramifications are 
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FIGURE 1 Mouse neuroblastoma cell. A. The cell is from a active response. C, D. Examples of rectification. The limes 
culture that had been treated with trypsin to dissociate the labeled D and H indicate pulses of current that evoke 
cells five days earlier. The cell was examined electrophysio- changes in voltage across the cell membrane labeled d and 
logically soon after the culture had passed the logarithmic h, respectively. S designates the steady current used to ad- 
phase of growth. Total time in vitro was 108 days. B. An just the voltage across the cell membrane, s. 

among the most striking features of the nervous system. The 
Scheibels (1969) have provided an elegant picture of neu- 
ronal configurations throughout the nervous system, and 
Ram6n-Molinar (1968) has attempted to generalize about 
the enormously varied dendritic structures that he has stud- 
ied in various portions of the nervous system. Possible com- 
mon functions have been suggested for neurons that exhibit 
relatively regularly branched dendritic trees and those with 
more specialized tufted, wavy, or "idiodendritic" trees, 
which are seen in other portions of the brain. 
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Both Weiss and Davison (this volume) have discussed the 
problem of neuroplasmic flow and the possible role of sur- 
face contractile processes or neurofilaments and microtu- 
bules in that flow. This neuroplasmic flow would certainly 
participate in the replenishment of materials at the synaptic 
junctions at the end of cellular processes, either dendrites or 
axons, and this would seem to be one of the important func- 
tions of the flow. Lumsden (1968) has raised the question of 
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whether neurofilaments and microtubules may play some 
role in determining the branching patterns of axons. It 
might be that some relatively simple molecular instruction 
mechanisms utilize these fibrous proteins of dendritic and 
axonal processes to determine the form of even very com- 
plicated branched dendritic or axonal systems. Weiss has 
emphasized that surface contact and guidance phenomena 
undoubtedly are important in the generation of both 
branched systems and processes. It is obvious that the shapes 
of neurons in different parts of the nervous system are in- 
strumental in determining the functions of neuronal sys- 
stems, and the molecular basis for this highly elaborate 
cellular morphology is a crucial problem for molecular 
neuro biology. 

Electrical properties of dendritic structures 

An important problem in electrophysiology has been to 
determine some of the electrical properties of the neuronal 
dendritic structures. Wilfrid Rall (1967) has provided a 
quantitative mathematical model that is capable of dealilig 
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FIGURE 2 A. The large, round cell, indicated in the ~hoto-  broken lines represent portions of the records that were 
graph by the microelectrode, was studied. The culture was filled in during reproduction. C. Two action potentials 
in the stationary phase of gowth; total time in vitro was 66 elicited by a pulse of current. D. An example of "off-excita- 
days. B. Repetitive action potentials recorded soon after the tion." An action potential was evoked by turning 08 the 
cell was penetrated by the microelectrode. The action po- pulse of current. The top of the action potential is not 
tentials took place in the absence of stimulating current. The shown. 

with these structures. Lux and I  elso son and Lux, 1970) set 
out to answer two questions about these neuronal dendrites 
by examining motor neurons in the spinal cord of the cat. 
W e  wished to know, first, what percentage of the physio- 
logically effective surface area of the cell was represented by 
dendritic membranes; second, how far away, electrically 
speaking, the ends of the dendrites were from this trigger 
zone in the cell body, i.e., what percentage of the synapses 
that occurred on the surface of  the motor neurons were on 
the dendrites and how effective the dendritic synapses 
would be in initiating spike activity in the cell body. 

It has turned out that between 80 and 90 per cent of the 
effective receptive surface of the motor neuron is on the 
dendrites and that even the farthest portions of the dendritic 
tree are only between one and two equivalent electrotonic 
lengths away from the cell body. The synapses appearing on 
the farthest portions of the dendritic tree thus have a steady- 
state attenuation factor of between about 3 and 9. The ef- 
fectiveness of these synapses is attenuated, but even the 
synapses situated most distally have a significant effect on 

the spike-initiating zone in the cell body. The entire 
dendritic tree, therefore, is significant in terms of spike 
initiation and must be taken into account in attempts to 
relate dendritic structure to the possible functional prop- 
erties of a given cell. 

Spec$city of interrzeuronnl corznections 

Crucial for an understanding of  nervous system function is 
the degree of specificity of connections between neurons. 
H o w  carefully are the complicated axonal terminal 
ramifications and the dendritic trees of neurons inter- 
digitated and how specifically are synaptic connections be- 
tween the nerve cells regulated? Burke (1967a, 1968a) has 
looked carefully at the connections between sensory fibers 
from muscle and the motor neurons that innervate those 
same muscles. The experimental arrangement used in 
studying this problem is shown in Figure 3. This arrange- 
ment made it possiue to record intracellularly with micro- 
electrodes from individual motor neurons, to stimulate 



FIGURE 3 Experimental arrangement for studying properties of 
cat spillal motor neurons and the muscle fibers they innervate. Cir- 
cuitry to the left allows stimulation and recording of single motor 
neurons through intracellular electrodes (center). Strain gauge 
(SG) records mechanical activity of muscles. Abbreviations: MG, 
medial gastrocnemius muscle; SOL, soleus muscle; LG, lateral 
gastroctlemius muscle; CAL, calibration pump. (From Burke, 
1967a.) 

these motor neurons and record the tension developed by 
the muscle fibers they activate, and to record synaptic 
activity produced when diff'erent muscle nerves were 
stimulated either by electrical stimulation or by stretching 
the nluscles to which the motor neurons were connected. 
As has been pointed out above, motor neurons can be 
divided on the basis of the characteristics of the muscles 
they innervate. If one looks at these groups of motor 
neurons on the basis of the nature of the synaptic con- 
nections from affkrent sensory fibers, there also appears to 
be some differentiation. The synaptic potentials produced in 
motor neurons intlervatillg the slow-twitch type of muscle 
units (type S) were larger and of somewhat longer time 
course than were the synaptic potentials produced in the 
motor neurons innervating the fast-twitch muscle fibers 

(type F). 
An extensive study of the shapes of unitary postsynaptic 

potential generated by activity in a single afferent fiber has 
indicated that the time course is related to the location of 
the synaptic endings on the dendritic tree of the motor 
neurons (Burke, 1967b; Rall et a]., 1967). Synapses that 
occur in the peripheral parts of the dendritic tree tend to 
produce slower, longer-lasting synaptic potentials because 
of electrotonic effect. Synaptic potentials generated by 
endings that are close to the recording site in the cell body 
are much sharper and faster. The longer time course of the 
synaptic potentials that are produced by stimulating the 
population of afferent fibers in the peripheral nerve indi- 
cates that a higher percentage of the endings on slow- 

twitch motor neurons are in the peripheral parts of the 
dendritic tree. 

The differences in the time course of the postsynaptic 
potentials d o  not seem to be very dramatic, but if one looks 
at the summation of asynchronously occurring, unitary, 
postsynaptic potentials generated by muscle stretch, the 
effect of this differential localization of synaptic endings is 
considerable (Burke, 1968b). More substantial and sustained 
depolarizations take place in slow-twitch motor neurons, 
and repetitive activation occurs much more commonly and 
readily (Figures 4 and 5). 

Thus, in this final output loop of the nervous system, in 
which the muscle fibers and the sensory fibers come from 
the muscle to end on the motor neurons, we have a 
functionally significant differentiation. The motor neuron 
membrane properties, the cell size, the axonal conduction 
velocity, the contractile properties of the muscle fiber, the 
specific connections of the afferent fibers in terms of the 
motor neuron with which they connect, and even the 
location of those endings on the dendritic tree have all been 
specified in such a way as to optimize the performance of 
the system. The slow-twitch motor system is optimized for 
the steady development and maintenance of contractioils 
and fine gradations of this steady tension, whereas the fast- 
twitch system appears to be optimized for providing 
rapidly changing, high increments of tension that last for 
only a brief period; that is, their purpose is to initiate 
movement. 

In addition, segregation of synapses on different parts of 
cortical cells, depending on the source of the synaptic end- 
ings, has been shown by Globus and Scheibel (1967a, 
1967b). 

Plnsticity iiz izetiroizal Jirrzctioiz: use - distrse 

An area of great interest to neurobiologists is that of 
plasticity in nervous function. Perhaps, in its simplest form, 
this may be put as the question of alteration of synaptic 
function as a result of use or disuse of the synaptic region. 
Can electrical activation of a synapse produce a long-term 
change in the efficacy of that synapse? Functional and 
morphological effects of altered activity have been dem- 
onstrated in the visual system (Hubel and Wiesel, 1965; 
Globus and Scheibel, 1967c; Cragg, 1969). 

Recent work by Norman Robbins and Gerald Fischbach 
(in preparation) indicates that such synaptic plasticity does 
take place in a relatively simple preparation that allows 
detailed study of the relevant synaptic mechanisms. T o  
demonstrate this, they used the neuromuscular junction of 
the soleus muscle of the rat. They showed that when the 
hind limb of a rat is immobilized by pinning of the ankle 
and knee joint, the activity of the soleus muscle of the limb, 
as rccordcd c lc~trom~o~raphical ly ,  goes down by a factor 
of 20 or so. Because the electromyographic activity is the 



FIGURE 4 Records from a type F medial gastrocnemius muscle 
(MG) motor unit illustrating "phasic" response pattern to maxi- 
mum MG muscle stretch (about 14 mm extension from resting 
length). Records A and B: intracellular potential records (upper 
trace in each record), showing depolarizations produced by sum- 
mated asynchronous EPSP activity during MG muscle stretch 
(signaled by deflections of the myograph tension record, the lower 
trace in each record). The unit did not fire to the stimulus either 
before (record A) or after (record B) a 15-second tetanus to the 
MG nerve at 250 pulses/sec. Calibration for A and B : 10 mV and 
1-0 sec. Record C: EPSP response, again without spike (lower 

trace, arrow), elicited by sharp tap to the string connecting muscle 
and myograph (arrow in upper trace, which is MG tension record; 
tension change of about 100 g produced by a tap). Note that a re- 
flex twitch of the MG muscle follows the tap, indicating that other 
units were activated by the stimulus. Calibrations: 5 mV and 50 
msec. Record D: antidromic spike; calibration 50 mV and 1-0 
msec. Record E :  muscle unit twitch (lower trace) produccd by 
intracellular stimulation (at artifact in upper trace) ; muscle at about 
100 g passive initial tension, with background active tension sup- 
pressed by deep peroneal tetanus (see Figure 1B). Calibrations: 20 
g and 50 msec. 

FIGURE 5 Records from a type S MG motor unit (same animal as 
the unit in Figure 4) illustrating "tonic" response to MG stretch. 
Record A: intracellular record (lower trace) shows spontaneous 
firing without muscle stretch and more rapid sustained discharge 
during MG stretch of about 12 mm (signaled by deflection of ten- 
sion record in upper trace). Calibrations: 50 mV and 1-0 sec. 
Record B: regular unit firing with small (about 20 g) tension on 
MG muscle, with an interposed EPSP and spike response (lower 
arrow) elicited by tap to the myograph string (at arrow in the 

upper tension trace). Calibration: 50 mV and 50 msec. Record C: 
submaximal MG monosynaptic EPSP (lower trace) for EPSP 
wave form measurements. Upper trace is potential at the dorsal 
root entry. Record D: maximum MG EPSP recorded during 
blockade of antidromic invasion of the motor neuron with hyper- 
polarizing current passed through the microelectrode (hence the 
sloping baseline). Calibrations for C and D:  5 mV and 1-0 msec. 
RecordE : muscle unit twitch response (lower trace) to intracellular 
stimulation. Calibrations: 2 g and 50 msec. 



direct consequence of neural activity, the experiment 
shows that pinning of the limb reduces the activity of 
soleus motor neurons. They then looked at acetylcholine 
receptors in the postsynaptic regions in the muscles. The 
chemosensitive region or the number of acetylcholine 
receptors in the muscle increased. Thus, disuse leads to an 
increase in the number of receptors or a spread in sen- 
sitivity. They then studied the output of transmitter from 
the ncrves coming from these disused muscles and found a 
drop-off in the ability of the disused nerves to maintain the 
output of synaptic transmitter in the face of repetitive 
stimulation. The number of quanta released per second is 
expressed as a function of the frequency of stimulation for 
the normal and disused junctions, as shown in Figure 6. 
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FIGURE 6 The relationship between frequency of nerve stirnula- 
tion and transmitter output (in quanta per second) in the rat soleus 
nerve muscle preparation in vitro. Results are from normal muscles 
and muscles immobilized for the periods indicated. 

This shows a fall-off of about 20 per cent in the ability of 
disused nerve to maintain transmitter output in the face of 
rapid repetitive stimulation. Quanta1 output may have 
been higher in the disused junctions at lower rates of 
stimulation. 

Metabolic regulation of synaptic function 

One of the most exciting aspects of this symposium was the 
discussion of the various ways in which synaptic function is 
controlled. There are several possible mechanisms by which 
electrical activity might relate to the metabolic events at the 
synaptic junctions and thereby regulate the effectiveness of 
the synaptic regions. Action potentials in extremely small 
structures, such as the presynaptic axons or boutons, would 

produce rather large changes in the ionic composition of 
both the intracellular and the extracellular fluids. With 
activity, sodium ingresses, which would be expected to 
stimulate the sodium- and potassium-activated adenosine 
triphosphatase. The consequent splitting of adenosine 
triphosphate could well affect a number of metabolic pools 
in the tissue. It has been shown (Birks and Cohen, 1968a; 
Dunant, 1969) that a blockade of the sodium pump by in- 
hibitors such as ouabain promptly affects synaptic trans- 
mission, presumably because of intracellular accumulation 
of Na ions in the presynaptic terminal (Birks and Cohen, 
1968b). Complex changes in spontaneous and evoked end- 
plate potentials begin within a matter of minutes, and in an 
hour or so the spike-generating mechanism is blockaded. 

The protein synthetic mechanisms in the synaptosome 
have been shown to be sensitive to the concentration of 
N a  or K ions in the incubating medium (Shooter, this 
volume; Morgan and Austin, 1968; Appel et al., 1969). In 
contrast to the sensitivity of  the ribosomal protein-synthe- 
sizing system, in synaptosomes the optimum concentration 
of sodium for incorporation of radioactive amino acid into 
protein is high ( 5 0 m ~  or more), which is more than one 
would expect to find intracellularly under normal con- 
ditions. If repetitive spike activity occurred in a very small 
structure, such as a synaptic ending, intracellular con- 
centration of sodium ion could increase appreciably. This 
increase could reasonably be expected to stimulate protein 
synthesis in the synaptic ending, which would provide a 
natural way to couple electrical activity to biochemical 
activity. Kakiuchi et al. (1969) have shown that electrical 
and chemical stimulation of brain slices increases the level 
of  cyclic adenosine monaphosphate in the slices by a 
factor of 10 or so. The mechanism of this stimulation is not 
worked out, but production of cyclic AMP clearly could be 
expected to affect many metabolic processes in brain tissue. 
This, therefore, represents another mechanism whereby 
electrical activity could be coupled to metabolic activity. 
Whittaker (this volume) has discussed the preparation of 
synaptosomes and of constituents of synaptosomes. These 
preparations are favorable for the study of synaptic function 
and plasticity. The relationship of electrical activity to 
metabolic activity in neural structures can clearly be ap- 
proached by presently available techniques. 

Co~znectionistic versus distributed, parallel 
processing in brain function 

The kinds of questions discussed here arise naturally and in- 
evitably from one concept of the nature of brain function, 
namely, the cellular, connectionistic model of central ner- 
vous function. This view of the central nervous system 
holds that the processing of information by the brain is 
determined by the specific patterns of converging and 
diverging connections between different nerve cells at dif- 



ferent levels of the brain. That framework has undoubtedly 
beer) successful when investigators are dealing with the 
handling of information in the specific sensory systems 
(Hubel and Wiesel, 1962) and motor control systems. It is 
reflected in the theory of the "command neuron" in inver- 
tebrates (Kennedy et al., 1969) and perhaps has been carried 
to its extreme by ~ i cke lg ren  (1969) in supposing the 
existence of "concept neurons." Various patterns of 
synaptic convergence and divergence are considered to re- 
sult finally in the firing of a single cell, the activity of which 
could relate to a single specific, even a very complex, con- 
cept or high-order mental construct. 

Experimentally, however, the single-cell approach to 
understanding brain function encounters severe difficulty as 
one goes from the specific sensory motor system to the 
higher associative areas of the brain. Even if the firing of a 
single cell were uniquely related to some complex con- 
figuration of events in the external or internal world, 
the possible combinations of events become effectively in- 
finite and experimentally unapproachable. As the possible 
kinds of stimuli become larger than the stimulus represented 
by particular sensory modalities, it becomes impossible to 
determine the unique set of events that would be most ap- 
propriate to trigger the firing of a given cell. This is an 
ad hoc, or nontheoretical, quality of the specific con- 
nectionistic model of the brain that makes it extremely dif- 
ficult to generalize, except in a vague way, about how the 
"associational" brain functions. In addition, some observa- 
tions seem to pose a serious challenge to the specific con- 
nectionistic view. 

The experiments of Lashley (1929) have been taken to 
pose such a challenge. The deficits in psychological func- 
tions produced by circumscribed lesions appear to be not 
nearly so specific as one might expect. That is, similar 
deficits may result when similar amounts of tissue are 
taken from rather different areas of the brain, so that a 
degree of equal potentiality of cerebral tissue was postu- 
lated by Lashley. Several criticisms of these experiments 
and their interpretation have been made (see Kandel and 
Spencer, 1968). John (1967) and John and Morgades (1969) 
made electrical recordings from widely distributed sites in 
the brain, and found relatively similar electrical activity as a 
correlate of various discriminative performances of trained 
animals. This was interpreted as indicating a more global, 
distributed, homogeneous response of the brain in distinc- 
tion to what might be expected in a highly specific con- 
nectionistic model of brain function. An analogy has been 
drawn between this sort of distributed storage of informa- 
tion and that represented by the photographic technique of 
holography. Longuet-Higgins (1968) has shown that 
principles similar to those underlying the hologram can 
provide a basis for a distributed storage of temporal infor- 
mation. 

Adey et al. (1969) have suggested that the extracellular 

space in the brain has a highly specific macromolecular 
composition and that important aspects of brain functions 
are mediated by this extracellular matrix of macromole- 
cules. It might be expected that mucopolysaccharides and 
other macromolecules in the extracellular space and large 
molecules on the surface of neurons would be altered by 
electrical activity of nerve cells, and thus represent a 
possible substrate for the storage of information. That is, 
memory could reside in this extracellular compartment. 
Experiments of Baylor and Nicholls (1969a, 1969b, 1969c) 
on the central nervous system of the leech indicate clearly 
that interactions between nerve cells and glia may be 
mediated by extracellular accumulation of potassium re- 
sulting from the activity of nerve cells, and they raise the 
question of whether there may be a relationship between 
glial cells and specific groups of neurons that may be 
coupled by this glia-potassium mechanism. Extracellular 
current flows certainly mediate some degree of interaction 
between nerve cells, as has been shown in spinal motor 
neurons (Grinnell, 1966 ; Nelson, 1966). 

Specific connections between nerve cells undoubtedly 
play a dominant part in the processing of information by the 
nervous system. Nerve cells, however, exist in a complex 
milieu, and extracellular ionic and macromolecular con- 
stituents undoubtedly play an important, still largely un- 
explored, role in modulating and modifying the function 
of the neurons. To discover if extracellular constituents and 
glial cells play a primary role in neural transactions remains 
a challenging aspect of molecular neurobiology. 
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76 Molecular Neurobiology: An Interpretive Survey 

F R A N C I S  0. S C H M I T T  

THE SYMPOSIUM ON MOLECULAR NEUROBIOLOGY, with its 
associated plenary lectures, was productive of many new 
facts and concepts brought out in the lectures and informal 
discussions. This summational essay-not a review-must 
perforce be selective in the subjects and material to be 
treated; many interesting aspects will not even be men- 
tioned, although some ideas generated after the symposium 
are included. 

The division of the material into four sections-mem- 
branes, neuronal junctions, neurobiosynthesis, and neuro- 
plasmic kinesis-is arbitrary, but the manuscripts group 
agreeably in this way. The order of discussion of individual 
papers is not the same as that in which the papers were 
presented. 

Membrane systems 

Until recently, ideas about the molecular organization of 
cell membranes followed a rather simple model. In 1925, 
Gorter and Grendel maintained that the cell membrane 
was only a few molecules thick. That it contained thin 
layers of "protein" as well as a bilayer of mixed lipid was 
suggested by Danielli and Davson (1935). Their theory was 
made highly probable by polarization optical and X-ray 
diffraction analyses of myelin membranes (Schmitt and 
Bear, 1939; Schmitt et al., 1941). The structure, seen in the 
electron microscope as two parallel dense lines, was popular- 
ized as the "unit" membrane by Robertson (1967). 

The lipid-protein trilamina, which forms the continuous 
portion of the cell membrane, may be referred to as the 
matrix. From the outer surface of the matrix, stringy chains 
("fuzz") of glycoprotein or glycolipid may extend for 
varying lengths (see Figure 1). This integral part of the 
membrane plays an important role in the cell's interaction 
with its microenvironment and with other cells (Schmitt 
and Samson, 1969). Upon or within the film matrix are 
situated such molecular devices as ion carriers and per- 
meases, ion pumps, receptors, and other equipment to 
carry out special functions, e.g., the propagation of the 
nerve impulse. 

F R A N  c I s O. s c H M I T T Chairman, Neurosciences Research 
Program, Massachusetts Institute of Technology, Brookline, Massa- 
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Much remains to be discovered about cell membranes. 
For example, do they contain DNA (only recently dis- 
covered in mitochondria) or RNA? Where is adenyl cyclase 
situated relative to receptors and the sources of its substrate 
adenosine triphosphate (ATP)? The special devices (pumps, 
permeases, and so forth) are thought to be distributed 
sparsely (about several dozen per square micron) over the 
surface (see Figure 2). The trilaminar matrix, as such, may be 
primarily a convenient interfacial barrier to the cell's micro- 
environment and a bearer of the molecular machines. This 
model of the real neuronal membrane is doubtless over- 
simplified. 

Delbriick (this volume), a leader in molecular genetics for 
a generation, considers that the present state of knowledge 
of membranes resembles that of chromosome organization 
30 years ago, and he predicts that discoveries of membrane 
organization will rank with the greatest in molecular 
biology. It is from such a viewpoint that the membrane 
section of the symposium is here surveyed. 

Should neuroscientists, like molecular geneticists of two 
decades ago, seek a macromolecular type that performs 
specialized functions by virtue of particular composition and 
structure? Do we seek enzymes and other substances which 
carry out topochemical reactions that integrate and "cyber- 
neticize" membrane functions, and do we relate these to 
vital processes in the cell center and in the cellular micro- 
environment? Do allosteric interactions between membrane 
subunits and enzyme assemblies play an important role in 
this integration? From our knowledge of other membranes, 
especially those of mitochondria, can we pose productive 
technical and conceptual strategies for investigating the 
membranes of neurons and glial cells? 

THE MEMBRANE MATRIX The molecular organization 
of the membrane matrix is fruitfully studied crystallo- 
graphically in nerve myelin. Recently there has been a 
recrudescence of interest in the investigation of myelin 
structure with improved X-ray diffraction methods: about 
15 orders of the large (approximately 180 A) repeating 
period have been recorded (Kirschner and Caspar, 1969; 
Worthington and Blaurock, 1969), and detailed crystallo- 
graphic data have been obtained. At the same time, there 
has been a saltation in our understanding of the protein of 
myelin, the subunits of which have been isolated in water- 
soluble form (Folch-Pi and Sherman, 1969; Sherman and 
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consisting of lipid-protein matrix (after the Wallach- 

Folch-Pi, 1970), and the role of lipid in determining myelin 
stability has been assessed (O'Brien, 1965; O'Brien and 
Sampson, 1965). 

A point of major interest is whether the current analyses, 
as did those of the early studies (Schmitt et al., 1941), 
require the assumption of continuous lipid bilayers. It seems 
improbable that the data could be adapted to models that 

. . ' .  . .  . . depict the membrane as composed of protein subunits with 
lipid molecules inserted in molecular folds and oriented in a 

rrier relatively unspecified manner, although such a structure 
may exist in the mitochondria1 membrane for which the 
model was devised (Green and MacLennan, 1969). In some 

KtCorrier membranes, cooperative allosteric interaction may occur 
between protein molecules capable of transition between 
two stable states, as suggested by Changeux et al. (1967; 
Changeux, 1969). 

Optical rotatory dispersion and circular dichroism data 
have been interpreted to indicate that protein in the mem- 
brane matrix structure interacts with lipid not through 

Macromolecules Electrogenic Pump electrostatic bonds, as held in the conventional trilaminar 
theory, but rather by hydrophobic interaction of protein 

FIGURE 2 Diagrammatic illustration of sparsity of pump, chains extending throughout the thickness of the mem- 
carriers, and other membrane effectors in the matrix of the brane. In this view, the lipid does not form a continuous 
membrane. bilayer (see Schmitt and Samson, 1969). The consensus of 



the symposium participants was that the theoretical basis for 
any of these models is not rigorous and that lipid bilayers, 
at least in portions of the membrane, are not excluded by the 
evidence. 

The preparation of a variety of specially designed elec- 
tron spin labels offers much hope for our gaining important 
information about the fluidity of membrane matrix, pre- 
sumably in the lipid-rich portions. McConnell (this volume) 
sees the protein and the carbohydrate components as con- 
ferring solidity to the matrix, whereas unsaturated lipid 
chains favor fluidity. Myelin lipids are rich in unsaturated 
chains, and these may promote chain fluidity (see Luzzati 
et al., 1969). What protects these unsaturated linkages from 
auto-oxidation? Can fundamental membrane properties 
(e.g., maintenance of fluid regions that permit transmem- 
brane penetration of carriers) be controlled by alteration of 
the state of oxidation of lipid double bonds? Whether 
blisters seen in electron micrographs of freeze-etched prep- 
arations indicate regions of fluidity in membrane matrix 
is not yet certain; electron microscopists tend to associate 
such regions with processes of endocytosis or exocytosis. 

Experiments on various types of membrane models, as 
described by Delbriick (this volume) and Eigen (this vol- 
ume), will doubtless provide important new insights into 
membrane structure and dynamics, particularly when 
kinetic aspects are investigated by fast relaxation methods 
and applied to bilayer and vesicular models (Eigen, 1968; 
Eigen and De Maeyer, 1970). 

M~BRANE-MOUNTED MOLECULAR MACHINES AS SPE- 
CIFIC ION CARRIERS The mechanism by which cells, 
especially neurons, distinguish Na+ from K+ has eluded cell 
physiologists for generations. The conventional notion that 
ions are transported through the membrane by ion-specific 
"channels" explains little at the molecular level, although 
Onsager (personal communication) expressed the opinion 
that channels formed by specific chemical groupings (e.g., 
protein side-chains) of membrane molecules may suffice for 
ion-specific transport. The concept of polypeptide cages, 
highly specific with respect to the ions that they enfold and 
carry across the cell membrane, bids fair to solve this age- 
old problem. It is as if the "channel" (peptide cage) itself 
moves across the membrane with its specific ion cargo. 

The picture conveyed in the recent work on bilayer 
models (Tosteson, 1969; Eigen and De Maeyer, 1970) is 
illustrated in Figure 3. The cation is stripped of its solvate 
water molecules seriatim, one by one, as the ion enters the 
carrier cage and bonds coordinately with oxygen atoms of 
the cage. A conformational shift causes the cage to close. 
The side chains of the peptide cage are directed outward 
and, being hydrophobic, minimize interaction with lipid 
and facilitate transport of the peptide-enclosed ion through 
the membrane. In lipid bilayer model systems, the addition 

of certain peptides and antibiotics changes the electrical 
resistance of the bilayer by orders of magnitude and does so 
specifically with respect to particular ions, e.g., Na+, 
K+, Ca2+, and Mg2+. 

Whether such small-molecule carriers actually exist in 
brain-cell membranes is unknown, and it will be difficult 
to isolate and chemically characterize carriers because they 
are probably present in the membrane in very low con- 
centrations-perhaps one part per million. Eigen (this 
volume) suggests that the carrier function may be borne in 
cells by a small molecule linked with an allosteric pump 
protein, by conformational changes of a specific membrane 
protein, or by other membrane constituents. The energy 
source and the coupling for this transport are unknown. The 
possibility was posed that, by recycling, the carrier might 
make round trips across the membrane with s&cient 
rapidity to account for the data of Hodgkin and Huxley. 
Eigen suggests that, at least in bilayer model systems, 
recycling might occur in about one millisecond. 

The question was raised at the symposium whether trans- 
mitter molecules (e.g., quaternary ammonium compounds) 
might cross the synaptic membrane by a rapid-transit 
carrier mechanism. It was not immediately apparent how 
such an unorthodox view might be tested, nor did partic- 
ipants press for an alternative to the canonical quantal- 
exocytosis hypothesis of transmitter release, discussed in 
more detail below. 

The significance of the Na+ pump in determining post- 
synaptic membrane potentials was emphasized, especially 
as related to the accumulation of ions in thin dendritic 
branches in which even moderate activity might substantial- 
ly change the Naf concentration of the neuroplasm (Car- 
penter and Alving, 1968; Marmor and Gorman, 1970; 
Pinsker and Kandel, 1969). It is believed that the frequency 
of firing in thin C-fibers is limited by the capacity of the 
Na+ pump. 

EXCITABLE MEMBRANES The excitable mechanism in 
neuronal membranes involves molecular devices that are 
not only sparsely distributed in the membrane (about 10 to 
20 per /.i2) and dficult to detect by physical means, but 
also are fast operating (lo4 seconds and maybe much 
faster). On the assumption that the process involves change 
in orientation or conformation of macromolecules or their 
parts, Schmitt and Schmitt (1940) attempted to discover 
such changes by use of a highly sensitive method for detect- 
ing transient changes in birefringence associated with the 
action wave. These experiments yielded negative results. 
Recently, in the laboratories of Keynes (Cohen et al., 1968) 
and ofTasaki (Tasaki et al., 1968,1969), positive correlations 
were found between bioelectrical parameters and changes in 
birefringence, light scattering, and emission by fluorescent 
probes; in these experiments the signal-to-noise ratio was 
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FIGURE 3 Diagrammatic representation of peptide ion carrier to indicate 
role of change in solvation of ion and in conformation of peptide carrier. 

greatly augmented by the use of time-averaging computers. 
The correlations are well described and evaluated by Keynes 
(this volume). The small (0.01 to 0.1 per cent) changes of 
birefringence, light scattering, and fluorescence emission 
depend on the membrane potential rather than on Naf 
conductance, and hence tell little about the molecular mech- 
anism of the action wave. Also, current-dependent changes 
in light scattering and in fluorescence emission may be 
referable not to membrane changes, but to changes in 
external compartments of the neuronal microenvironment. 
This discouraging conclusion of much brilliant experimental 
work over many years is tempered by the hope that, as 
knowledge is accumulated about ion carriers, optical 
methods may yet be devised for ion-carrier detection and 
characterization. For example, Frank et al. (1969) found 
birefringence changes in bilayer systems to which lipid- 
soluble carrier molecules had been added. 

The fast-spike wave is important in conveying informa- 
tion rapidly from one neuron to the next in neural circuits. 
However, slow-wave processes, particularly in dendrites, 
may play a significant role in neural transactions and infor- 
mation processing in the brain. Here is an area of great 
promise for biophysical and biochemical investigation. The 
problem of the postsynaptic potential, usually explained in 
terms of Naf, K+, and C1- conductances, i.e., the ionic 

effectors rather than the molecular-reacting system, should 
be re-examined in the light of  recent studies of specific Ion 
carriers and of membrane ultrastructure. 

Recent electron-microscope investigations suggest that 
certain synaptic structures, still poorly characterized, may 
be functionally important not only in guiding synapse for- 
mation in the developing nervous system, but also in con- 
trolling the moment-to-moment synaptic activity of the 
adult nervous system. Also worth noting is the powerful 
role of scanning techniques, clearly indicated in the work of 
Lewis et al. (1969), which show details of synaptic con- 
nectivity. 

The end bulb, cleft, and postsynaptic tissue possess a rich 
ultrastructure. More is involved than vesicles and mcm- 
branes whose variations of polarization underlie impulse 
transmission in neuronal circuits. The end bulb is full of 
equipment, and there is what may be called a "synaptic 
apparatus" that may provide a degree of continuity between 
presynaptic and postsynaptic junctions across the cleft. '[*he 
term "synaptic apparatus" is here used to denote a Fro- 
teinaceous structure, including presynaptic dense projec- 
tions, cleft structure, and subsynaptic web. 



THE SYNAPTIC APPARATUS From the plenary lectures of 
Robertson (this volume) and of Bloom (this volume), as 
well as from descriptions by Akert (Pfenninger et al., 1969; 
Akert and Pfenninger, 1970; Bloom et al., 1970), we learn 
that a synaptic apparatus exists which, to judge from its 
staining properties, may extend from far inside the pre- 
synaptic terminal to deep within the postsynaptic neuro- 
plasm and may occur in brain synapses in a wide spectrum 
of animal forms. The nature of the cleft-material, which is 
more difficult to preserve, remains conjectural. 

Little is known about the chemical nature or function of 
the synaptic apparatus. In all ~robability, it is proteinaceous 
and contains basic groups that stain with ethanolic phos- 
photungstic acid and bismuth iodide (Bi14). Zinc iodide 
(ZnI) apparently complexes with osmium tetroxide 
( 0 ~ 0 4 )  inside vesicles. 

Perhaps, as in the case of the mitotic apparatus, it will be 
possible, through the development of special methods, to 
isolate the synaptic apparatus, to characterize the protein, 
and to deduce the function of the apparatus. The amount 
and the organization of the synaptic apparatus increase 
with development until, in maturity, a complex structure 
is formed that consists of dense projections extending from 
the presynaptic membrane well inside the terminal; a 
hexagonal, weblike plaque facing the presynaptic mem- 
brane; and a fibrous web penetrating into the postysnaptic 
cytoplasm. Some of the properties suggest the presence of 
elongate (protein?) macromolecules or filaments parallel 
to the axis of the synaptic apparatus and normal to synaptic 
membranes. 

The trilaminar membranes limiting the presynaptic and 
the postsynaptic structures are readily distinguishable &.om 
the synaptic apparatus, but it is possible that, at particular 
regions, the membranes are pierced by the fibrous synaptic 
apparatus. Preliminary experiments described by Akert 
(see Bloom et al., 1970) suggest that Ca2+ may be import- 
ant in binding presynaptic and postsynaptic membranes 
and that this binding is reduced by the high ionic strength 
of the extraction medium. 

The intercellular cleft, considered by physiologists pri- 
marily as a medium for the diffusion of transmitter, is 
shown by special techniques to contain a substantial com- 
plement of macromolecular material, including glycopro- 
tein, glycolipid, and perhaps mucopolysaccharide. Accord- 
ing to Bogoch (1965, 1968, 1969) and Barondes (1969a, 
1969b, this volume), this material commonly found in 
intercellular space and in the microenvironment of neurons 
may provide specificity and molecular recognition import- 
ant In the ontogenetically correct linking of neurons and 
perhaps in the consolidation of experiential information. 
Examples of molecular surface recognition in various cell 
types are well known. An impressive example is the specifi- 
cation of pathways for the homing of lymphocytes in the 

vascular-lymphatic system; alteration of the terminal groups 
of the carbohydrate chains by treatment with glycosyl or 
fucosyl transferases changes the pattern of the lymphocyte 
homing (Gesner and Ginsburg, 1964). 

Barondes (1968) found that a portion of the protein 
synthesized in the soma and transported down the axon is 
conjugated with carbohydrate moities in the synaptic 
terminal; the glycoprotein thus formed presumably passes 
through the synaptic membrane and becomes part of the 
surface of the presynaptic membrane or is contained in the 
intercellular cleft material. In the view of Bogoch (1968; 
personal communication), alteration of carbohydrate 
(glycoprotein) end groups is a fast topochemical enzymatic 
reaction that plays a central role in molecular specification 
of synaptic function, hence also in phenomena such as 
information processing and memory consolidation. 

The synaptic cleft may be the locus of a kind of valving 
of synaptic function through intrusion of glial membranes 
and processes into the space (see Bunge, this volume). 

Synaptic receptors for biodynamically active substances 
such as transmitters, hormones, and perhaps certain trophic 
substances represent a fascillatillg and inlportallt subjcct for 
molecular neurobiological investigation. Receptors are 
usually pictured as being macromolecular, probably protein 
in nature, and situated on the cleft surface of the postsynap- 
tic membrane. Two strategies of research have been con- 
sidered to characterize receptors: 

I .  Afinity labeling, in which the molecular topography 
of the receptor is deduced from molecular parameters of 
substances able, in varying degrees, to bind to the receptor 
and to elicit the appropriate physiological response. Thls 
type of investigation is being employed profitably by 
Karlin (1969). 

2. Direct isolation of receptor molecules, in the manner 
effectively demonstrated by Gilbert (this volume) for 
genetic repressors. Such a possibility, still little explored, is 
mentioned by Shooter (this volume). 

The membrane-bound enzyme adenyl cyclase is tholight 
to be in close interaction with receptors and to be alloster- 
ically activated by them (Figure 4). This enzyme converts 
ATP to cyclic adenosine monophosphate (AMP), a nucleo- 
tide containing energy (of hydrolysis) greater than that of 
ATP (Greengard et al., 1969). Cyclic AMP appears to be a 
common effector in cells, a second messenger, bringing 
about results usually attributed to hormones or other highly 
biod~namic substances, including synaptic and neuromus- 
cular transmitters. The investigation of the biological and 
biochemical role of cyclic AMP and adenyl cyclase has 
expanded rapidly in the last few years. Its role in brain-cell 
function was the subject of a recent Work Session of the 
Neurosciences Research Program (see Rall and Gilman, 
1970).  loom and his colleagues (Siggins et al., 1969; 
Bloom, this volume) have discovered important facts about 
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FIGURE 4 Diagrammatic representation of the role of membrane-bound 
adenyl cyclase in the postulated linkage between transmitter and intracellular 
effector (3', 5', cyclic AMP). 

the regulatory role of cyclic AMP in cerebellar function and 
have also demonstrated an antagonistic effect of prosta- 
glandin on norepinephrine action on Purkinje cells. 

TRANSFER OF BIODYNAMIC MOLECULES AT THE SYN- 
APSE; TRANSMITTER DYNAMICS The synapseonce it is 
formed developmentally-carries out a number of informa- 
tion-processing functions (see Bloom et al., 1970), one of 
which is transferring excitation across junctions through 
release by the action wave of a chemical transmitter. The 
transmitter diffuses rapidly across a 200-A strait of "saline" 
and activates receptors, which, in turn, mediate Na+ or C1- 
permeation and cause excitation (depolarization) or inhibi- 
tion (hyperpolarization). Another part of the dogma is that 
vesicles, acting as storage repositories and capable of mov- 
ing, by yet unspecified means, to the synaptic membrane, 
discharge their quantal contents of transmitter into the cleft 
by a process of exocytosis. Certain aspects of this simplistic, 
canonical view of synaptic function were questioned during 
the symposium in the light of new facts discovered in recent 
pharmacological and biochemical investigations; new and 
interesting alternatives were suggested. 

Only a small fraction of brain synapses has been clearly 
specified with respect to the transmitter involved. It is 
possible that, in addition to at least five transmitters known 
to satisfy rigorous criteria, many other putative transmitters 
may exist. In the usual view, specificity of the transmission 

is determined primarily by the receptor apparatus rather 
than by the transmitter. In some synapses (e.g., Aplysia) 
both excitation and inhibition may be mediated (Wachtel 
and Kandel, 1967). 

The quantal hypothesis that Katz (Castillo and Katz, 
1956; Katz, 1965) proposed for the nerve-muscle junction 
has not been definitively proved to apply to cortical 
synapses; the role of bioelectrical factors in effecting the 
release, presumably by exocytosis, of transmitter from pre- 
synaptic vesicles, is far from clear. Spike waves are not 
required for release, nor is Na+ ion conductance (Moore 
and Narahashi, 1967); reduction of membrane potential by 
as little as 6 millivolts, in the case of amacrine cells, may 
liberate transmitters (Rall, this volume). Other dissident 
facts have often been quoted: cases in which vesicles are on 
the ''wrongV side of a junction physiologically, are on both 
sides of a junction, or are in electrotonic junctions at which 
function presumably requires no transmitter. 

Interest centered particularly on release mechanisms. It 
seems clear that, even according to the exocytosis hypoth- 
esis, the vesicle, in emptying its contents into the synaptic 
cleft, does not fuse the lipid and the protein of its wall with 
those of the presynaptic membrane. Whittaker (this vol- 
ume) found that the chemical compositions of the two 
membranes differ; they are immunochemically distinguish- 
able; moreover, extensive stimulation does not exhaust, or 
even demonstrably reduce, the number of vesicle>, as 



attested by electron microscopy (see Bloom, this volume; 
Kety, this volume). No evidence was found at the electron- 
microscope level for the view that vesicles move to, and 
touch, the presynaptic membrane to discharge transmitter 
(see Gray, 1966). The observation of "blisters" in freeze- 
etched preparations suggested that the transmitter may be 
liberated laterally from the end bulb rather than at the 
region of synaptic adhesion (see also Peters and Kaiserman- 
A bramof, 1969). 

Valuable clues to an understanding of the transmitter- 
release mechanism, as well as other synaptic functions, come 
from recent investigations of the release of neurohormones 
from the neurosecretory cells, of epinephrine and norepine- 
phrine fiom the chromaffin cells of the adrenal medulla, and 
of norepinephrine from adrenergic neurons, as in the splenic 
nerve. The material released resembles in kind and propor- 
tion the contents of the vesicle, i.e., transmitter (norepine- 
phrine), protein (chromogranin proteins, dopamine 0-hy- 
droxylase), and ATP. These investigations support the 
exocytosis theory and the notion that, upon excitation, 
the vesicle at the membrane surface briefly punctures 
the presynaptic membrane, discharges its soluble content, 
recedes from the membrane, and re-enacts the cycle of 
filling with, or synthesizing, transmitter in preparation 
for another release (see Iversen, this volume). How- 
ever, Whittaker, in fractionation studies, found transmitter 
(acetylcholine) not only in the vesicles, but also in solution 
in the terminal cytoplasm; the evidence indicated that the 
most recently synthesized transmitter is in the soluble 
cytoplasmic pool and that it is from this pool that the trans- 
mitter is released (see also Robertson, this volume). 

As an alternative to the vesicle-exocytosis hypothesis, 
Kety (this volume) proposes that, although vesicles act as 
storage receptacles, the presynaptic membrane may also 
store and release transmitters. K. Rosenheck (personal com- 
munication) suggested that not only may the vesicles func- 
tion as stores for transmitter, but also the soluble proteins 
may have a specific function in facilitating transmitter 
movement during stimulation. 

Synaptic physiology offers much challenge to the molec- 
ular neurobiologist. Not the least of these challenges con- 
cerns the transmission from neurons to innervated tissue of 
substances not involved in transmission of excitation, but 
required for the specification, differentiation, or mainten- 
ance of the innervated cells. These "trophic"-the word is 
probably as inadequate as the word "transmitterw-sub- 
stances, as well as the processes by which they are released 
or delivered from presynaptic endings, remain almost com- 
pletely unknown (see Guth, 1969). 

Discoveries of neuroplasmic flow and fast somatohgal 
transport of synthesized products to endings relate closely 
to the problem of the synapse and its possible role in proc- 
esses other than those of impulse transmission. The fate 

and the function of nontransmitter, nonhormonal materials, 
including mitochondria, which are not consumed en route 
to the endings but are nevertheless discharged into extra- 
neuronal space at the synapse, are regrettably still unknown, 
A substantial amount of organic material must be catab- 
olized or otherwise removed. A fraction of this material is 
protein. Useful clues are furnished by a study of neurosecre- 
tion. The peptide hormones pass down the axon in granules 
that also containspecific proteins, the neurophysins, and ATP. 
The chromogranins and several other proteins (enzymes) in 
small quantities accompany catecholamine in dense core 
vesicles both in the adrenal medulla and in the sympathetic 
neurons (e.g., splenic and vas deferens), which are the only 
ones thus far studied. Why the neuronal soma produces 
protein to accompany catecholamine down the axon 
remains a mystery, as does the function of the protein 
liberated at endings in amounts greater than that of trans- 
mitter. Why should ATP (present in stoichiometric, 1:4, 
proportions to catecholamine in the ch romdn  granule) 
presumably, after making the intravesicular journey down 
the adrenergic axon, be extruded along with transmitter 
into the synaptic extraneuronal space? Do still-undiscov- 
ered, energy-requiring reactions take place there? Are they 
related to the metabolic maintenance of brain tissue or to 
still-uncharacterized neurophysiological processes? 

Could we be entering a period in which the theoretical 
basis of neurophysiology may be as thoroughly revised as it 
was when neurohumoral, rather than bioelectrical, trans- 
mission of the impulse was demonstrated to occur at most 
synapses (see Schmitt and Samson, 1969)? Will macromole- 
cules, proteins (e.g., chromogranins), conjugated proteins, 
polysaccharides, and enzymes play an important role? 
Could they, through interaction with transmitters or with 
synaptic structures, give rise to chemical modulation of 
function, especially to physiological or psychological plas- 
ticity? These possibilities were discussed in some detail at a 
recent NRP Work Session on Macromolecules in Synaptic 
Function (Bloom et al., 1970). 

Biosynthesis andgene expression in brain cells 

Little is known about mechanisms of gene expression 
specifically relevant to the functioning of neurons and glia 
(see Ebert, 1967). Processes may take place in eukaryotes, 
and especially in their nervous tissue, that are markedly 
different from the prototype that has emerged from a decade 
of brilliant investigations of prokaryotes. Many new dis- 
coveries along this line were brought out in the symposium 
organized and chaired by Edelrnan (this volume). Especially 
interesting to students of plasticity are transcriptional and 
translational variants that may be especially sensitive to 
ionic strength, particular ions, and certain biodynamic 
molecules. 



Recent experiments indicate that physiological (i.e., 
electrical or transmitter) stimulation of individual, charted, 
Aplysin ganglion cells increases RNA production that is 
related to the postsynaptic potential, but not to spikes 
produced by antidromic invasion (Peterson, 1970; Peterson 
and Kernell, 1970; Kernell and Peterson, 1970; but see 
Berry, 1969). 

Synthesis of specific proteins such as tyrosine hydroxylase 
is decreased by the administration of inhibitors of protein 
synthesis, according to Weiner (personal communication) 
and Axelrod (see Mueller et al., 1969; Thoenen et al., 1969). 
Although nothing is yet known about the linkage between 
membrane and biosynthetic processes, this line of investiga- 
tion seems very promising (see Bloom et al., 1970). An 
interesting suggestion made by Weiner (1970) is that in- 
hibitors of protein synthesis that block permanent memory 
storage may act by blocking the synthesis of enzymes 
necessary for the synthesis of transmitters, without which 
synaptic transmission in the relevant circuits would be 
abolished along with learning and consolidation. 

Approaches to the problem of gene expression from the 
comparative and the evolutionary views may also prove 
profitable (M. J. Cohen, this volume). For example, elec- 
trical depolarization of Cllirorlorr~us gland cells leads to 
chromosomal puffing, i.e., to greatly accelerated production 
of RNA; the linkage between bioelectrical and synthetic 
processes is unknown. 

Textbook portrayals of the neuron-usually the verte- 
brate motor-effector neuron-are probably far from 
typical; patterns of dendrites, axons, and terminal branch- . - 
ings vary greatly in the central nervous system and in 
various animal forms. Cohen points out that the pattern of 
many invertebrate neurons differs importantly from that 
characteristic of vertebrate neurons in the relative isolation 
of the soma, which contains the biosynthetic apparatus, 
from the bioelectrical signal-conducting dendrite and from 
axonal mechanisms. Correlated with this isolation is the 
stereotyped behavior of many invertebrates. 

Physiological and psychological plasticity apparently 
require active participation of biosynthetic and metabolic 
regulatory processes in neurophysiological function. The 
role of a few "command" neurons (Wiersma and Ikeda, 
1963; Kennedy et al., 1969; Wilson, this volume) in in- 
vertebrates is substituted in vertebrates by a multiplicity of 
neurons, highly differentiated in structure and connectivity. 
Important in the present context, however, is the close 
linkage between gene expression and bioelectrical param- 
eters. In the study of this linkage in fortunately chosen 
invertebrate forms (e.g., Aylysia and certain insects) lies 
promise for rewarding molecular neur~biolo~ical research. 
Such work may establish a base line for the investigation of 
more complex vertebrate neurons capable of plastic altera- 
tion subserving learning and memory. 

In the broad spectrum of neurochemical research prob- 
lems, the search for brain-specific macromolecules, partic- 
ularly proteins, produced by gene expression in brain cells 
offers much promise. The catalogue of these proteins 
presently includes the S100, 14-3-2, antigen a, and certain 
myelin proteins. As more are added to the list, understand- 
ing of their localization and specific function will provide 
important growth points in neur~chemistr~. Nevertheless, 
the brain-cell problem is more subtle than that of other 
tissues (e.g., muscle, which depends for function on relative- 
ly high concentrations of effector proteins, actin and 
myosin). Much more may be involved in brain functioning 
than is implied in impulse propagation and transmission; 
processes different from those commonly met in other 
tissues may be responsible for the storage, retrieval, and 
psychological utilization of experiential information of the 
brain. 

Equally interesting and profitable, as Shooter (this vol- 
ume) has ably shown, is the study of the response of brain 
cells to stimulation or inhibition of gene expression by 
highly potent biodynamic agents such as hormones (of 
which insulin provides an excellent investigative model), 
transmitters (and enzymes necessary for their synthesis), 
still ill-defined trophic substances, and, most spectacularly, 
nerve growth factor, the study of which has been brilliantly 
developed by Levi-Montalcini (see Levi-Montalcini and 
Angeletti, 1968). From the work of Shooter (this volume) 
and his colleagues (see A. P. Smith et al., 1969) has come a 
better understanding of the biochemical characterization of 
this substance, its constituent subunits, and their role in 
neur~biolo~ical phenomena. Meanwhile, it remains to be 
definitively demonstrated that nerve-growth-factor action 
is not an epiphenomenon. 

ORGANELLES The study of the specifically neuronal role 
of mitochondria and other organelles is in an early phase. 
In brain cells, unlike other tissues, these organelles may 
travel relatively large distances from cell center to cell 
periphery at the endings of axons and dendrites. The most 
obvious purpose of this transport process is to provide ATP 
energy along the way, to bring metabolites, proteins, 
specific enzymes (such as transmitter-synthesizing enzymes 
carried in vesicles), and trophic and other regulatory sub- 
stances to axonal endings. What becomes of the organelle 
residues at endings? Are endings graveyards in which 
organelles, the usefulness of which has ended, are dis- 
membered and disposed of, or does organelle-borne cargo 
(e.g., enzymes, proteins, ATP) participate in dynamic 
processes at endings? 

Lehninger (this volume) points out that mitochondria 
provide a valuable model for neuronal membranes with 
respect to ultrastructure (role of enzyme assemblies, struc- 
ture proteins, and other machincry), to ion transfer (effccts 



of valinomycin and other carriers), and even to bioelectrical 
properties. Mitochondria have been impaled by electrodes, 
and membrane potentials have been measured as a function 
of the composition of the microenvironment (Tupper and 
Tedeschi, 1969a, 1969b, 1969~). 

Neuroplasmic kinesis 

One of the most active areas of molecular neurobiology 
today and one that brings into full play the wide range of 
metabolic, biogenetic, and bioelectrical dynamics of neurons 
is that of neuroplasmic flow and fast transport of neuroplas- 
mic constituents. Although we are still largely ignorant 
about the nature, fate, and function of the transported 
material and the mechanism of transport, investigation of 
this newly opened territory is spurred by the hope of finding 
experimental answers not only to problems of neuronal 
dynamics already posed, but to the possibility that the prob- 
lem of memory and learning may also be illuminated. The 
major issues are discussed by Weiss (this volume, Chapter 6), 
who first opened up the field experimentally, and Davison 
(this volume) provides a critical evaluation of theories of 
mechanism of flow and transport. It remains but to mention 
certain points raised at the symposium and to indicate my 
own views regarding some of the issues. 

Cytoplasmic flow and fast specific transport are apparent- 
ly ubiquitous in neurons and probably in many other types 
of cells, but the phenomenology varies over a wide range of 
cell types, depending on their specialized function. Similar- 
ly, the ultrastructural factors, e.g., ratio of microtubules to 
neurofilaments and the presence of vesicles and mito- 
chondria, may vary widely. Therefore, Weiss's caution 
against premature attempts at explanations and generaliza- 
tions is warranted. 

It seems probable, as Weiss long ago proposed, that slow 
(about 1 mm per day) flow is a mass movement of viscid, 
semisolid neuroplasm generated by mechanisms that remain 
turned on genetically perhaps throughout the life of the 
neuron. A possible explanation of this flow is Weiss's sug- 
gestion of peristaltic contraction of membranes-neuronal, 
glial, or both in combination. No specific biophysical or 
biochemical mechanism for the peristalsis has, however, yet 
been provided. Membranous systems (e.g., mitochondria 
and certain kinds of vacuoles) may contract. The axon- 
Schwann cell interface is in some cases (as in some crustacean 
and molluscan axons) highly, although irregularly, ser- 
rated, mitochondria being concentrated at the interface and 
oriented with respect to the inpocketings of the serrations, 
as though energy were required tor local processes (see 
Geren and Schmitt, 1954, 1955). This may be a reflection 
of peristalsis-like contraction. 

Peristaltic contractions that move constituents by hydro- 
static pressure, whether at the cellular or organelle level, 

cannot explain fast transport or other properties of cyto- 
plasmic flow that move particulates, such as dense-core 
vesicles, specifically with respect to other neuroplasmic 
components, such as microtubules and neurofilaments. Pres- 
ent evidence favors the view that mechanisms underlying 
the slow bulk flow differ from those producing fast trans- 
port of particular materials, such as transmitter-containing, 
dense-core vesicles in adrenergic neurons. Velocities of fast 
transport range from about 20 to 2000 mm per day; dif- 
ferent axon types manifest different velocities, as, for ex- 
ample, various kinds of striated and smooth muscles show 
different contraction velocities and frequencies. 

Materials most rapidly transported seem to be packaged 
in particulate, vesicular form (neurosecretory granules, 
dense-core vesicles, lysosomes). As in fast transport in other 
cell types, including movement of chromosomes, pigment 
granules, and various kinds of vesicles, so in neurons the 
transport occurs in close association with microtubules. 
The evidence is admittedly circumstantial, but it is par- 
simonious to assume that microtubules are essential in the 
transport process and perhaps act as directional guides and 
possibly as energizing substrates for the transport of vesicles 
and membrane-bound particulates. 

In a speculative model, along the lines of modern muscle 
theory, I have postulated (Schmitt, 1968; Schmitt and Sam- 
son, 1968) that chemomechanical energy coupling takes 
place between subunits of the microtubules and those of the 
vesicle surface membrane: a sliding or saltating vesicle 
theory is suggested, analogous to the sliding filament theory 
of muscle contraction (Huxley, 1969). Some evidence has 
been adduced to support this hypothesis. Recently D. S. 
Smith et al. (1970) have obtained electron micrographs of 
unmyelinated axons and synapses in the central nervous 
system of lamprey (Petromyzon marinus) ammocoetes. They 
reveal almost diagrammatic clustering of vesiclzs around 
microtubules. It remains to be seen whether such instances 
represent isolated cases with no general significance or 
whether clustering is widespread, but, as do microtubules 
themselves, requires special preparative techniques for pres- 
ervation and visualization in the electron microscope. The 
momentary contact between vesicles and microtubules dur- 
ing the postulated saltation might be highly metastable and 
dficult to preserve and demonstrate in that microscope. 

The protein of brain microtubules, present in substantial 
amounts in developing neurons (Dutton and Barondes, 
1969), has been obtained in purity (Marantz and Shelanski, 
1970), and vesicles have been isolated from nerve tissue by 
various workers. Therefore, simple systems containing 
microtubules and vesicles can now be investigated and a 
model for saltatory transport can be developed. For ex- 
ample, supercontraction of purified actomyosin was used 
by Szent-Gyorgyi as a model for muscle contraction, and 
the addition of ATP to glycerinated preparations (muscle, 



dividing cells, ciliated cells, and so forth) permitted investi- 
gation of details of contractile mechanisms. 

Because of the relation between microtubules and neuro- 
fibrils (see Schmitt and Samson, 1968) and because micro- 
tubules may reveal transport routes in the perikarya, den- 
drites, and axons of neurons, the descriptions of neurofibrils 
in the classical neurohistological and neurophysiological 
literature may suggest functional significance. 

The directional transport of materials in cells by vesicles 
or particulates may, in evolution, possibly antedate muscle 
as a means of chemomechanical energy coupling to trans- 
port protoplasmic components. Transport was readily 
demonstrable and measurable in neurons because their 
elongated axons greatly facilitate testing with radioactive 
and fluorescent tracers. Clearly the investigation of trans- 
port in neuroplasm ranks high in the list of priorities for 
molecular neur~biolo~ists and may have general biological 
significance. 

The symposium demonstrated that, among the neuro- 
sciences, molecular neurobiology is in a fruitful period, 
not only in re-examining time-honored tenets in the light 
of modern molecular biological concepts and techniques, 
but also in perceiving opportunities for new neurophysio- 
logical and electron-microscopic discoveries. Significant 
advances have been made since the 1966 NRP Intensive 
Study Program. 

Axoplasmic movement and fast transport have been 
examined in many neuron types, the parameters governing 
the phenomena have been better defined, and progress has 
been made in understanding physicochemical mechanisms. 
The study of trophic effects on innervated tissue has bene- 
fited from this upsurge of activity, although little is yet 
known about the identity of trophic substances-other than 
acetylcholine-and the mechanism of transfer from pre- 
synaptic to postsynaptic structure. 

Synapse study is in active ferment: new discoveries have 
been made of ultrastructure and of the neurochemistry of 
synaptosomes and other particulates isolated after frag- 
mentation; new data have been obtained on the mechanism 
of release of transmitter and the possible information pro- 
cessing of macromolecules in synaptic function. The inter- 
position of adenyl cyclase into the receptor-effector train 
via cylic AMP suggests that a substantial revision of views 
tacitly accepted by neurophysiologists during the last two 
decades may be imminent. 

Membrane neurobiology has been geatly stimulated 
by widespread studies of membrane structure and properties 
in general, of lipid bilayers with and without activating 
additives, and by new concepts of specific transport of ions 
through membranes. 

~ i t t l e  has been learned about the molecular or ultra- 
structural mechanisms involved in distributed, parallel- 
processing, holistic activity of the brain, which is thought 
by some investigators to occur with the neurophysiological- 
ly more conventional connectionistic processing of expe- 
riential information in learning, memory, and other brain 
processes (see Nelson, 1967; this volume). Attention has 
been called to the outer surface of brain-cell membranes 
and to macromolecular (polysaccharide, glycoprotein, and 
glycolipid) constituents of intercellular spaces continuous, 
interconnecting compartment throughout the brain-as a 
possible substratum for such phenomena. However, other 
than changes in impedance and slow potentials (Adey, 1969), 
little has yet been adduced to explain these central phenom- 
ena of brain function. This situation is understandable; the 
reductionist, physicochemical approach requires that the 
higher-level phenomena be reasonably well characterized 
before mechanisms can be deduced effectively. 

Lessons learned from the evolution of genetic theory can 
be profitably applied to problems of brain function 
(Schmitt, 1965) whether or not molecular coding proves a 
primary process in the latter as in the former. Develop- 
mental and genetic biologists of the 1920s and 1930s-the 
elite of those days-were sure that key clues to the be- 
wilderingly complex phenomenology of genetics and 
development must be sought at the cellular or higher-sys- 
tems level. To  be sure, the pound rules of this important 
segment of life science had to be established at the cellular 
and organismic level, but the conceptual breakthrough came 
from a combination of finding the simplest systems (micro- 
organisms and viruses) that displayed the phenomena and 
of discovering the macromolecules (DNA and RNA), their 
structure, and chemodynamic properties that subserve the 
genetic process. 

1s any particular macromolecular type likely to prove as 
important a key to unlock the mysteries of brain function as 
it was in the case of genetics? ~nterestin~ly, molecular 
biologists-the elite of our day-also seem certain that the 
key to brain function is to be sought at the cellular or 
higher-systems levels. The !ground rules in the brain sciences, 
comparable with those of genetics of the mid-twentieth 
century, have not yet been deduced. Much, however, has 
been learned in recent years about the properties of macro- 
molecules and their complexes and of fast reactions that 
may govern macromolecular interaction; these may well , - 
prove relevant to major brain problems. 

Many workers from other fields the world over are join- 
ing the ranks of investigators of neuroscience. The intel- 
lectual atmosphere today contains the distinct intimation of 
great discoveries of utmost importance to man-the func- 
tioning of his own brain and the nature of his being. To 
realize the potential of neuroscience requires not only con- 
centration on particular levels-molecular, cellular, neural, 



or behavioral-but, importantly, on  a mutual sharing of the 
precepts and conceptual insights of  scientists of  demon- 
strated originality at each level, under conditions that foster 
intellectual and conceptual "allosterism." This is the raison 
d'itre of  the Neurosciences Research Program. 
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AND CONTROL 

AT THE 

MOLECULAR LEVEL 

T h e  Kendrew model o f a  three-dimensional structure 

ofribonuclease-S was made available through the 
courtesy of Frederic M. Richards, whose chapter begins 

on page 901. T h e  path of the backbone of the 
polypeptide chain is shown by the dark tubing. T h e  

strong, specijic interacrion whereby the enzyme 
binds 3' pyrimidine nucleotides at its active site is a 
clear example of molecular recognition. 
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77 Prefatory Comments on 

Recognition and Control at 

the Molecular Level 
G. M. E D E L M A N  

SOME JUSTIFICATION, BUT NO APOLOGY, must be made for the 
fact that this symposium does not include a single paper ex- 
plicitly concerned with the neurosciences. One of the major 
accomplishments of the last ISP was to dispel naive expecta- 
tions that the nervous system worked by encoding informa- 
tion about the world directly into macromolecules. None- 
theless, a detailed understanding of the workings of the 
nervous system will obviously depend on a knowledge of 
the structure, function, and interaction of specific proteins, 
nucleic acids, and small molecules. Only beginning have 
been made in isolating and determining the function of 
specific neural proteins, and the role of protein synthesis in 
neuronal behavior is not yet understood. Moreover, much 
remains to be understood about simpler systems before an 
attempt can be made to apply our knowledge of molecular 
biology successfully to the, more complicated problems of 
the nervous system. 

This symposium on recognition and control at the molec- 
ular level was planned, therefore, with two maior purposes 
in mind. The first was to provide neuroscientists with some 
views of the relation between the structure and function of 
proteins and nucleic acids, particularly in terms of problems 
of gene expression. The second was to emphasize recent 
explorations into the properties of DNA and special pro- 
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tein systems in eukaryotic organisms, because the nervous 
system has evolved in eukaryotes. 

There is sufficient justification for-considering the molec- 
ular genetics of eukaryotes as a subject in itself. Recent in- 
vestigations of a number of systems in eukaryotes suggest 
that other modes of control may be operative in addition 
to those described for micro-organisms. There are a number 
of phenomena in eukaryotes that may provide clues to the 
evolution and workings of complex systems of differentia- 
tion. They include: (1) multiple copies of genes and the oc- 
currence of differential gene amplification; (2) chromosome 
diminution and elimination; (3) systems of metastable and 
transposable control elements at the chromosomal level, 
such as those found in maize; and (4) allelic exclusion and 
evidence for translocation of DNA in the biosynthesis of 
immunoglobulins. The immune response represents a selec- 
tive system that has evolved to contend with unexpected 
molecular interactions. Although none of the detailed 
mechanisms of the immune response may have correlates 
in nervous tissue, the concepts developed to analyze im- 
munity at the molecular level will be useful in molecular 
neuro biology. 

The list of phenomena I have mentioned could be ex- 
tended but, even so, it might be considered a collection of 
evolutionary curiosities and byways without general sig- 
nificance. It may be more valuable, however, to consider 
these phenomena as suggestive of the idea that control 
over differentiation and specific protein synthesis in eu- 
karyotes requires mechanisms additional to those described 
for prokaryotes. 

With these phenomena in mind, we may ask a number of 
questions about levels of control in gene expression. It is 
clear from the work ofJacob and Monod that protein re- 
pressors function as negative control elements for specific 
operons. Searching efforts are being made to determine 
whether detailed systems of translational control exist. The 
intriguing new possibilities are that replication of portions 
of the eukaryotic genome, as well as somatic recombination 
and transposition of DNA, may also serve as mechanisms in 
the control of gene expression. The stability and reversibili- 
ty of such processes and their direct roles in cellular differen- 
tiation are being examined. The classic idea of constancy 
of the DNA in somatic cells must be reconsidered in terms 

of the precision of the measurements as well as the relatively 
small proportion of the genome that must be affected to 
exert a large change in gene expression. It is pertinent to 
ask whether the existence of multiple copies of genes in the 
eukar~otic genome is a fundamental development in evolu- 
tion. Not only could it change the over-all amounts of 
synthesis of tRNA or messenger RNA, but it might pro- 
vide preadapted pools of genetic information which could 
respond to unexpected selective pressures during evolution. 
In this sense, the existence of multiple copies of genes may 
change the rate of evolution and may have been one of the 
chief reasons for the evolution of the complex chromosomes 
of eukaryotes. 

Characteristically, molecular biologists will go to any 
species for an answer, because of their belief that there is a 
general pattern in the fundamental processes of all or- 
ganisms. For that reason, this symposium was also designed 
to review and extend our knowledge of the control of gene 
expression in prokaryotes. Here we are on more solid 
ground, although there are still many unsolved questions. 
Molecular interactions of DNA and repressors, as well as 
the mechanisms of recombination and replication in phage 
and bacteria, are currently under active study. Such pro- 
cesses also occur in eukaryotes and undoubtedly they will 
bear resemblances to their counterparts in prokaryotes. 

Ultimately, these processes must be understood in terms 
of detailed chemical interaction of specific macromolecules. 
The papers in this symposium were arranged to proceed 
from the primary and tertiary structure of proteins and 
protein-small molecule interactions, through the intricacies 
of protein-nucleotide interactions required in protein syn- 
thesis on the ribosome, and, finally, to a consideration of 
immense structures, such as the chromosomes themselves. 

Such a program sounds overambitious when dissected out 
of the particular fabric made up of the following series of 
papers. Clearly, many details have been given inadequate 
coverage, and no attempt to be inclusive could ~ o s s i b l ~  suc- 
ceed. The main hope, however, is to reveal the molecular 
biological approach to several current problems. At least 
some of these problems have a direct bearing on neurobiolo- 
gy, and all of them will eventually bear in one way or 
another on the analysis of the development and functioning 
of nervous tissues. 



The Structure and Genetics of Antibodies 

G. M. EDELMAN 

THE VERY EXISTENCE of brains capable of learning indicates 
that certain biological systems can deal with enormous 
amounts of information without proportionately great in- 
creases in the amount of genetic material. Systems such as 
the primate brain can cope with unexpected constellations 
of events, all the information for which certainly could 
not have been incorporated in a prior genetic program. 
At the present stage of our knowledge, we do not know 
how the nervous system accomplishes such a feat, but 
examination of simpler systems capable of dealing with 
information that the organism has not seen either in its 
somatic lifetime or in the history of its evolution may give 
us a few clues. 

Perhaps the most extensively analyzed example of such a 
system is the adaptive immune response, which is found 
only in vertebrate species. (For a brief review, the reader can 
consult Nossal, 1967; Edelrnan, 1967; and Jerne, 1967). 
Consideration of the special characteristics of the antibody 
response leads to some general conclusions about the nature 
of biological systems that can contend with unexpected 
events. In addition, it suggests that unusual genetic mech- 
anisms have evolved to deal with such events. The produc- 
tion of antibodies by plasma cells is an example of a system 
of differentiation in eukaryotic organisms that requires 
molecular control mechanisms in addition to those that 
have been so well studied in bacteriophage and bacteria. 
We can hardly say that the immune system provides any- 
thing more than a provocative example, however, for none 
of the detailed genetic mechanisms have been worked out. 

Nevertheless, there are other reasons for beginning this 
section on recognition and interaction at the molecular level 
with a discussion of antibodies. First, antibodies represent 
the only well-studied case of a molecular recognition system 
with selective properties, and there are reasons to expect 
that other examples will be discovered, particularly in the 
nervous system. Second, the analysis of their primary struc- 
tures and the thermodynamics of antigen binding indicate 
that antibodies are as good an example of protein specificity 
as can be found. Third, there is evidence to indicate that 
antibodies, which are very large protein molecules, have 
evolved by mechanisms of gene duplication that may be 
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more general than had been previously suspected from the 
results of analyses of smaller protein molecules, such as 
ribonuclease and lysozyme, A consideration of antibody 
structure thus leads naturally into discussions of the problem 
of multiple genes in eukaryotic organisms. 

The specific aim of the present paper is to review certain 
features of the immune response in terms of knowledge of 
the chemistry, genetics, and evolution of antibodies, par- 
ticularly the prevalent class of mammalian antibodies known 
as yG immunoglobulins. An attempt is also made to relate 
recent findings on the chemistry of antibodies to other more 
general problems of protein structure and differentiation. 

The sequence ofevents in humoral 
antibody production 

Several detailed studies have been made of the kinetics and 
heterogeneity of humoral antibody production after the 
administration of antigens. Classical studies of the immune 
response have shown that introduction of an antigenic 
molecule into vertebrate organisms elicits the synthesis of 
antibodies that can bind specifically to that antigen (Land- 
steiner, 1945). Different systems differ in detail, but the set 
of studies (Uhr, 1964) schematized in Figure 1 will serve as 
an example. 

Following the injection of antigen and after a variable 
latent period, antibody activity rises exponentially in the 
serum for four to five days. The first antibody molecules to 
appear belong to the yM globulins, which have a sedimen- 
tation coefficient of 19s and a molecular weight of about - 
106. Synthesis continues at a diminishing rate for another 
four to six days, and then the level of yM antibodies falls 
with a half-life of 24 hours. 

About one week after the initial injection, there follows 
an exponential increase of 7S antibodies of the -yG immuno- 
globulin class (molecular weight 150,000), which lasts for 
about four days. Synthesis of yG immunoglobulin may 
continue thereafter at lower rates for periods ranging from 
two years to the entire life span of the animal. 

One month after the first injection, when the primary 7s 
response has reached a plateau, a second injection of antigen 
yields a secondary response, consisting of an accelerated in- 
crease in r G  immunoglobulin production. Although a 
secondary response is not seen in yM antibody production, 
a second dose of antigen nine days after the first (when r M  
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FIGURE 1 Sequence of antibody responses to two injections of 
antigen (Ag) spaced about three weeks apart. The antibody level is 
measured in the serum of the animal, and synthesis of two classes of FIGURE 2 Diagram of the complementarity between antibody 
immunoglobulin is stimulated: yM immunoglobulin and yG im- and hapten antigen (the dinitrophenyl group) coupled to a protein 
munoglobulin. The second antigenic stimulus provokes an accel- carrier. The various contours of the antihody active site indicate 
erated and increased ~roduction of specific yG immunoglobulins. the greater or lesser degrees of fit between sites of diyeretrt antibody 
This is known as the specific anamnestic response, or immunolog- molecules and the same antigen. 
ical memory. 

antibody production has ceased) results in the production 
of another peak of synthesis, which suggests that the r M  
response depends on continued presence of the antigen at a 
level higher than that required for yG antibody synthesis. 

The major point to emphasize here is that, regardless of 
their class, the antibodies are capable of binding to the in- 
jected antigen but not to chemically unrelated antigens. 
Moreover, there appears to be a real synthesis by antibody- 
forming cells, not just a release from some store. Upon a 
second encounter with the same antigen, the system shows 
". 
~mmunological memory," i t . ,  the response is more rapid 

and larger amounts of antibodies specific for that antigen 
are synthesized. Thus, antibodies constitute a molecular 
recognition system that is remarkable for its specificity, 
range of response, and control. 

Specijicity and raizcqe iiz aiztigen biizdiizg: 
coi~zplei~leiztarity aizd degeizeracy 

The variety of chemically different antigenic structures is 
enormous:.antibodies may be produced by the injection of 
protein, carbohydrate, nucleic acid, or artificial antigens 
known as haptens. The capacity of the immune system to 
respond to so wide a range of stereochemically distinct 
molecules is as astonishing as the specificity with which 
each antigen is bound. In the past, many immunologists 
(see Karush, 1962) were preoccupied with analyzing the 
thermodynamics and mechanisms of antigen binding by 
antibody molecules. From their studies, it is clear that the 

binding depends on the close complementarity of the shapes 
of the antigen and the antigen-binding site on the antibody 
molecule. This complementarity (Figure 2) has been de- 
duced from studies of cross reactions (Landsteiner, 1945) and 
the nature of the binding: the free energy ranges from ap- 
proximately -4 to - 12 kcal/mole, and hydrophobic in- 
teractions, hydrogen bonds, electrostatic interactions, and 
steric repulsion contribute in varying degrees, depending 
on the particular antigen-antibody reaction. Because this 
type of binding does not differ from that between enzymes 
and substrates, it is tempting to think of antibodies in the 
same way as one thinks of enzymes. 

There are, however, several features of the immune re- 
sponse that indicate that this analogy holds only in the most 
superficial sense. For example, unlike most substrates for 
enzymes, antigens that never existed during the evolution- 
ary history of the organism may be synthesized (Land- 
steiner, 1945). Moreover, antibodies may be elicited by 
virtually any protein molecule from a variety of animal 
species. It is unlikely that all these proteins played a direct 
role in natural selection during the evolution of the im- 
mune response in each vertebrate species. Furthermore, 
unlike the induction of enzymes by substrates, a single 
antigen usually elicits the synthesis of a large population of 
different antibody molecules that, with greater or lesser 
degrees of complementarity, fit the antigen (Fahey, 1962; 
Haber, 1968). Thus, the antibody response is deyet~erate, i.e., 
there is a many-one relationship between antibodies and 
any single antigen, and no single "bcst" antibody has 



evolved for each particular three-dimensional antigenic 
structure. This heterogeneity of antibodies is one of the 
most important features of the immune response, and the 
analysis of its structural basis and biosynthetic origins leads 
directly to several of the most fundamental problems of 
immunology. 

The idea ofselection 

Early attempts to explain antibody synthesis resulted in the 
formulation of a number of so-called instructive theories 
(Breinl and Haurowitz, 1930; Mudd, 1932; Pauling, 1940). 
The fundamental notion underlying these theories was that 
information on the three-dimensional structure of the anti- 
gen was necessary at some stage of the synthesis and folding 
of the polypeptide chains of the antibody molecule. In 
their simplest forms (Pading, 1940), instructive theories 
suggested that the antigen served as a template around 
which was folded that portion of the antibody polypeptide 
chain destined to become the antigen-binding site (see 
Figure 2). 

Instructive theories have now been abandoned (Hauro- 
witz, 1967), largely because the results of analyses of the 
structure of antibody molecules and the cellular dynamics 
of the immune response have made them untenable. They 
have been supplanted by selective theories (Jerne, 1955; 
Burnet, 1959; Lederberg, 1959), which state that the in- 
formation required for specificity and range already resides 
in the organism before exposure to the antigen. The antigen 
serves to stimulate (or select) only those cells that synthesize 
complementary antibodies. As shown in Figure 3, selective 
theories require a minimum of three conditions: (I) the 
organism must contain information for the synthesis of an 
enorrlzous repertoire of different antigen-binding sites, most 
of which may never be used; (2) there must be a mechanism 

for antigen trapping to favor encounter with the appropri- 
ate lymphoid cells; and (3) stimulated lymphoid cells must 
constitute an amplifier of high gain, which is triggered by 
the antigen, so that, after selection of the appropriate cells, 
a significant number of antibody molecules of the correct 
specificity are produced. This is realized by cell division and 
an increased rate of antibody synthesis in the progeny cells. 

Such a system has a number of interesting properties. It is 
clear, for example, that the specificity of the antigen-bind- 
ing function (ABF) is a property of the entire system rather 
than of single antibody molecules. Moreover, the system is 
clonal, i t . ,  each cell synthesizes a single variety of antibody 
molecule and, after encounter with the appropriate com- 
plementary antigen, is stimulated to divide and form 
progeny cells, which synthesize the identical type of anti- 
body at greatly increased rates (Makela, 1967). The released 
antibodies can bind antigen in the fluid spaces of the 
organism or bind to cells, and they can also carry out a 
number of effector functions (EF) which do not depend on 
the specificity of antigen binding. These include comple- 
ment fixation, skin fixation, opsonization, and placental 
transfer (Cohen and Porter, 1964). Egector functions are, in 
one sense, the important functions of antibodies, for they 
carry out the major tasks of the immune system. Neverthe- 
less, it is the binding or recognition function that is of more 
fundamental concern to us here, for it appears to have 
evolved in an unusual way. One additional set of hypotheti- 
cal functions could be classified as effector functions, and are 
of fundamental interest because they may be absolutely re- 
quired to permit the selective system to operate: particular 
structures on antibody molecules may serve to trigger 
mitogenesis and cell maturation after interaction with the 
antigen. Similar or identical structures on antibodies may 
also serve to block these essential steps and lead to a specific 
failure to respond to a particular antigen, a state known as 

D~vers l f l ca t~on and Cornrnltment 
FIGURE 3 A scheme of events in a selective antibody re- 
sponse. The letter n inside stem cells indicates that they are 
uncommitted and pluripotential. For clarity, diversification 

cells 
and commitment are presented as separate events, although A D~vers l f~co t~on 
a detailed model of differentiation from various stem cells is 
not intended. Different Arabic numbers outside each cell 
represent unique immunoglobulins produced after clonal 
commitment. These "receptor" antibodies can interact with Clonal 

commltment 
various antigenic determinants. The degeneracy of the im- p p p p.. . P  mune response is indicated by the recognition of a single 0 0 0 0 - -  . . .  0 antigenic determinant (e.g., A or B) by several different 1 2 3 4 I 

cells, each producing different antibodies which more or 
less fit (see Figure 2). Interaction between a committed cell 
and antigen stimulates amplification, which consists of 
maturation, mitosis, and increased antibody synthesis. I Free (humoral l  antlbodles 



immune tolerance. So far, however, these structures have 
not been identified. 

Although this picture of a selective molecular recognition 
system is qualitatively satisfactory, we lack detailed quantita- 
tive information on many of its features, and we are far from 
a complete quantitative description of the immune response. 
We do not know the number of different antibody specific- 
ities in an organism, the mechanism of their generation, the 
efficiency of the processes of diversification, trapping, and 
amplification, or the features of control required to allow 
the whole system to function (Moller, 1967). One of the 
least-understood features of the system is the rate at which 
the various lymphoid cells encounter the antigen and each 
other. Moreover, very little is known of the chemical state 
of the antigen and the functioning of various anatomical 
and cellular components which insure that the antigen will 
encounter the proper cells. Thus, the antigen-trapping step 
shown in Figure 3 is not simply an encounter between an 
"antigen gas" and a "cell gas" but, more likely, depends on 
special mechanisms that have evolved to insure efficiency of 
encounter. 

Studies on the molecular structure and genetics of anti- 
bodies have yielded detailed information on the steps con- 
cerned with diversification and clonal commitment, and 
the remainder of this paper is devoted to these subjects. 

The structure ofrG immunoglobulin 

The major emphasis is placed on the structure of r G  im- 
munoglobulin, for there are good reasons to believe that 
this most-prevalent class is representative of the main fea- 
tures of antibodies. We now know the covalent structure 
(amino-acid sequence and disulfide bonds) of an entire r G  
immunoglobulin molecule (Edelman et al., 1969). Although 
its three-dimensional structure and the details of the antigen- 
binding sites remain to be determined, we can say a good 
deal about the nature of diversity and- specificity by com- 
paring the entire structure with previous!y analyzed por- 
tions of other immunoglobulin molecules (for reviews of 
previous work, see Cairns, 1967; Killander, 1967; Edelman 
and Gall, 1969). This is meaningful because the three- 
dimensional structures of the molecule and its combining 
sites depend on the amino-acid sequences of its polypeptide 
chains (Haber, 1964). 

A schematic diagram showing the arrangement and fea- 
tures of the polypeptide chains in a typical human r G  
immunoglobulin molecule (Edelman et al., 1969) is given 
in Figure 4. The structure contains two identical light 
polypeptide chains (molecular weight 23,000) and two 
identical heavy chains (molecular weight 55,000). The 
disulfide bonds are linearly and periodically disposed in both 
chains, and it is striking that the light and heavy chains can 
be aligned so that their disulfide bonds are in register. Such 

an arrangement has implications for the evolution and 
function of the molecule, which I discuss below. Each light 
chain is linked to its neighboring heavy chain by non- 
covalent interactions and by a disulfide bond consisting of 
half-cystines V of each chain (Figure 4). Half-cystines VI 
and VII of the heavy chain form the two bonds that link 
these chains and the half-molecules together. Limited hy- 
drolysis of the molecule with proteolytic enzymes, such 
as papain or trypsin, cleaves the molecule into Fab frag- 
ments, which contain the antigen-combining sites, and Fc 
fragments, which mediate certain effector functions (Porter, 
1959). 

Together, the light and heavy chains make up 660 
amino-acid residues, and the symmetry of the molecule 
gives a total of 1320 residues in the entire structure. In con- 
sidering the whole structure, one is struck by the linear 
regional differentiation of the molecule : the amino-terminal 
portions of light and heavy chains contain so-called variable 
regions, which appear to be concerned with antigen bind- 
ing, and the remainder of the molecule consists of constant 
regions, which are devoted to effector functions. This sharp 
distinction must be qualified in the absence of detailed 
knowledge of the three-dimensional structure, but the 
chemical evidence strongly favors the demarcation. The 
definition of variable and constant regions relies on ex- 
tensive analyses of the amino-acid sequence of different im- 
munoglobulins that have been made in a number of labora- 
tories. This subject has been critically reviewed (Cairns, 
1967; Killander, 1967; Edelrnan and Gall, 1969), and no 
attempt is made here to analyze the subject critically or 
historically. For convenience, the protein Eu, the complete 
sequence of which has been determined, serves as a refer- 
ence; obviously other proteins could be used as well. 

Before I discuss the sequence data in detail, I should em- 
phasize again that all the information for the specificity of 
antibodies is contained in the amino-acid sequences of their 
constituent polypeptide chains. It follows from the selection 
dogma that there must be many different sequences. More- 
over, the bulk of the evidence suggests that the information 
is in both light and heavy chains (Singer and Doolittle, 
1966). These facts pose operational problems, for antibodies 
even to a single antigen are heterogeneous, and it is not 
possible to determine an unequivocal amino-acid 'Set$- 
on a complex mixture of proteins. Fortunately for research 
purposes, certain plasma-cell tumors (myelomas) of mouse 
and man ~roduce large amounts of homogeneous immuno- 
globulins. Each myeloma protein appears to have a unique 
amino-acid sequence, although its general structure re- 
sembles that of heterogeneous immunoglobulin. Unfor- 
tunately, however, there is no general way of determining 
the activity or specificity of myeloma proteins for antigens. 
Therefore, we are faced with a peculiar dilemma in struc- 
ture-activity determination: either we must study a 
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FIGURE 4 Structure of a human yG immunoglobulin breviations: VH and VL, variable regions of heavy and light 
molecule Eu from myeloma patient (Edelrnan et al., 1969). chains; CL, constant region of light chain; CHI, C H ~ ,  and 
Site of cleavage by trypsin to form Fab(t) and Fc(t) frag- CH3, homology regions in constant region of heavy chain; 
ments is indicated by dotted line. Half-cystines contributing PCA, pyrollidonecarboxylic acid; CHO, carbohydrate. 
to disulfide bonds are designated by Roman numerals. Ab- 

myeloma globulin, the activity of which is unknown, or we immunoglobulins and they are the main source of data on 

must attempt to determine the amino-acid sequences of an antibody diversity. 

indeterminately large mixture of specific antibodies. Some 
efforts are being made to circumvent this dilemma by Amino-acid sequences oflight and heavy 
searching for homogeneous antibodies (Haber, 1968) or for polypeptide chains: variable and constant regions 
myeloma proteins with the capacity to bind antigens (Eisen 
et al., 1967). Regardless of the structure-activity problem, The amino-acid sequence of the light, or K, chains of protein 

the evidence suggests that myeloma proteins are typical Eu is shown in Figure 5. In multiple myeloma, light chains 

1 10 20 
ASP- ILE-GCN-MET-THR-GLN-SER-PRO-SER-THR-LEU-SER-ALA-SER-VAL-GLY-ASP-ARG-VAL-THR- .-- . . . 

30 40 
I\€-THR--A:G-ALA-SER-GLN-S~R- ILE-ASN-TiR-TRP-LEU-AiA-TRP-TYR-GLN-GLN-LYS-PRO-  

50 60 
GLY-LYS-ALA-PRO-LYS-LEU-LEU-MET-TYR-LYS-ALA-SER-SER-LEU-GLU-SER-GLY-VAL-PRO-SER- . -8- 

70 80 
ARG-PHE- ILE-GLY-SER-GLY-SER-GLY-THR-GLU-PHE-THR-LEU-THR- ILE-SER-SER-LEU-GLN-PRO- 

9 

150 160 

,-re&. --- -- PRO-ARG-CLU-ALA-LYS-VAL-GLN-TRP-LYS-VAL-ASP-ASN-ALA-LEU-GLN-SER-GLY-ASN-SER-GLN- ". - 
170 180 

GLU-SER-VAL-THR-GLU-GLN-ASP-SER-LYS-ASP-SER-THR-TYR-SER-LEU-SER-SER-THR-LEU-THR- 

FIGURE 5 Amino-acid sequence of the light chain of Eu. residues are underlined. The VL region extends to residue 
Positions in which amino acids differ in K chains of the same 108. Variant position at 191 is known to represent genetic 
subgroup (see Figure 6) are indicated by dots under the polymorphism of the constant region, CL. The allelic form 
appropriate residues. Half-cystinyl residues contributing to has a leucine at this position. 
disulfide bonds (see Figure 4) are placed in boxes ; methionyl 



are excreted in the form of Bence-Jones proteins (Edelman 
and Gally, 1962), each with a unique primary structure. 
Because of their purity and relatively low molecular weight, 
the amino-acid sequences of a number of these urinary 
proteins have been determined (Hilschman and Craig, 
1965; Titani et al., 1965; see also Cairns, 1967; and Kil- 
lander, 1967). Comparison of the sequences of different 
Bence-Jones proteins reveals an unusual structure. The first 
108 residues have 41 positions in which different amino 
acids may be replaced in different molecules, whereas the 
last 106 residues show a replacement only at position 191. 
Thus, the chain may be divided into a variable, or V, region 
and a constant, or C, region. The replacement in the C 
region at position 191 is a genetic polymorphism similar to 
that found in other proteins. The evidence indicates that a 
single autosomal gene specifies the C region; for example, 
individuals may be homozygous for valine or leucine at 
position 191 (Baglioni et al., 1966; Herzenberg et al., 1968). 

The genetics of the V region are more complicated. No 
genetic markers have been identified, but examination of 
various proteins has indicated that V regions of K chains fall 
into three subgroups which are nonallelic, i.e., each in- 
dividual has at least three genes specifying the subgroups 
(Milstein et al., 1969). Indeed, on the basis of this finding 
and the evidence for only one C gene per haploid set, it 
appears that each chain is specified by one V gene and one C 
gene (Hood and Ein, 1968). The implications of this unusual 
situation are discussed in detail below. 

Individual proteins within each V-region subgroup differ 
from one another, on the average, by about 10 residues. 
The sites of amino-acid variation and some examples of the 
types of substitution found in one subgroup are shown in 
Figure 6. In a sample of 15 proteins compared, there are 41 
positions in the VK region in which replacements have been 
observed. On the average, there are somewhat more than 
two replacements per variable position, but certain positions 
(e.g., 96) have as many as five amino-acid substitutions. 
Other positions show no variation and, so far, no other 
amino acid has been found to replace a half-c~stinyl 
residue. Most of the substitutions can be accounted for by 
single base changes in the codons corresponding to the 
amino acids replaced. 

Although fewer examples of heavy chains have been 
studied, they also have V and C regions (Figure 7), as well 
as subgroups of V regions (Gottlieb et al., 1968; Hood, 
1969, personal communication). The sequence of the Eu 
heavy chain (Edelman et al., 1969) has been compared 
with two other partial sequences, Daw (Press and Piggot, 
1967) and He (Cunningham et al., 1969), and the data sug- 
gest that the variable region of the heavy chain (VH) is about 
the same size as that of the light chain, so the constant region 
(CH) is about three times as large. Trypsin cleaves the heavy 
chain at lysyl residue 222 to produce the Fc fragment. 

Isolation of a single glycopeptide indicates that the polysac- 
charide portion of the molecule (see Figure 2) is attached at 
asparaginyl residue 297. By comparison with the data of 
Thorpe and Deutsch (1966), it has been suggested (Edelman 
et al., 1969) that glutamyl residue 356 and methionyl 
residue 358 are associated with the Gm specificity and the 
genetic polymorphism of the Fc region. Similarly, the 
arginyl residue at position 214 probably is also associated 
with variation at the Gm locus. Thus, like the CL region of 
the light chain, the heavy-chain C regions contain a few 
variants that are inherited in a classical Mendelian fashion. 
This fact poses a paradox: How can we account for the 
diversity of the V regions and the simultaneous constancy 
of the C regions? 

Origins ofdiversity 

The data on the amino-acid sequences provide a molecular 
basis for the diversity requirement in the selective immune 
response: the different amino-acid sequences of V regions 
result in different three-dimensional structures for the anti- 
gen-combining sites. How such a result is actually achieved 
will depend on the results of X-ray crystallography of anti- 
bodies. In the meanwhile, we are left with the equally 
challenging problem of the genetic origins of the diversity. 
Three theories (see Figure 8) have been proposed at the gene 
level: (1) There is a single V gene for each different V 
region and thus each organism contains an enormous num- 
ber of V genes (Dreyer and Bennett, 1965). Although there 
is probably sufficient DNA for this purpose, the major 
problem posed by the theory is how such a large number of 
duplicated genes remained so alike. It is obvious that the in- 
dividual antigens cannot have been responsible for the selec- 
tion. Because of the great similarity of V genes (see Figure 
6), very strong selective forces must be imposed to maintain 
gene constancy. In view of the fact that we can make many 
immunoglobulins which never serve as antibodies, the 
selection pressure must be small. Moreover, it is difficult to 
explain the evolution of V-gene subclasses and species- 
specific amino acids (Kabat, 1967) from a large number of 
similar genes. (2). There is one V gene for each type of 
chain, and it undergoes somatic hypermutation. After cell 
division, the mutants are selected for, by an as-yet-unknown 
principle, according to their capacity to make antibody 
molecules (Brenner and Milstein, 1966). This theory re- 
quires rapid and efficient somatic selection to favor those 
mutants that make properly folded antibodies (Cohn, 1968). 
The somatic mutation rate must be very high in order to 
produce sufficient variation in a small number of cell genera- 
tions. This requires a special mechanism which affects V 
genes but not C genes or other genes that specify different 
proteins in the cells. Because of the nonrandom nature of 
the interchanges found in V regions, a highly efficient selec- 



KAPPA CHAINS SUBGROUP I  

1 10 2 0 
EU A S P -  I L E - G L N - M E T - T H R - G L N - S E R - P R O - S E R - T H R - L E U - S E R - A L A - S E R - V A L - G L Y - A S P - A R G - V A L - T H R -  I L E - T H R - C Y S - A R G - A L A -  

VAL L E U  L E U  THR SER VAL L E U  ARG I L E  ALA GLN 

PHE 

3 0 40 5 0  
S E R - G L N - S E R -  I L E - A S N - T H R - T R P - L E U - A L A - T R P - T Y R - G L N - G L N - L Y S - P R O - G L Y - L Y S - A L A - P R O - L Y S - L E U - L E U - M R - T Y R - L Y S -  

ASP SER SER TYR ASN 

L Y S  I L E  PHE 

L Y S  

A SN 

GLY L Y S  I L E  I L E  ASP 

60 7 0 
A L A - S E R - S E R - L E U - G L U - S E R - G L Y - V A L - P R O - S E R - A R G - P H E -  I L E - G L Y - S E R - G L Y - S E R - G L Y - T H R - G L U - P H E - T H R - L E U - T H R -  I L E -  

ASN THR SER THR PHE ASP PHE 

L Y  S A L A  

SO 90 100 

S E R - S E R - L E U - G L N - P R O - A S P - A S P - P H E - A L A - T H R - T Y R - T Y R - C Y S - G L N - G L N - T Y R - A S N - S E R - A S P - S E R - L Y S - M E T - P H E - G L Y - G L N -  

GLY GLU I  L E  PHE ASP THR L E U  PRO ARG THR GLY 

GLU ASN L E U  PRO 

ASP PRO 

TY R 

110 120 
G L Y - T H R - L Y S - V A L - G L U - V A L - L Y S - G L Y - T H R - V A L - A L A - A L A - P R O - S E R V A L P H E  I L E - P H E - P R O - P R O - S E R - A S P - G L U - G L N - L E U -  

L E U  A S P  I L E  ARG 

L Y S  PHE 

L E U  

130 140 150 
L Y S - S E R - G L Y - T H R - A L A - S E R - V A L - V A L - C Y S - L E U - L E U - A S N - A S N - P H E - T Y R - P R O - A R G - G L U - A L A - L Y S - V A L - G L N - T R P - L Y S - V A L -  

160 1 7 0  
A S P - A S N - A L A - L E U - G L N - S E R - G L Y - A S N -  S E R - G L N - G L U - S E R - V A L - T H R - G L U - G L N - A S P -  S E R - L Y S - A S P - S E R - T H R - T Y R - S E R - L E U -  

180 190 200 
S E R - S E R - T H R - L E U - T H R - L E U - S E R - L Y S - A L A - A S P - T Y R - G L U - L Y S - H I S - L Y S - V A L - T Y R - A L A - C Y S - G L U - V A L - T H R - H I S - G L N - G L Y -  

L E U  

210 
L E U - S E R - S E R - P R O - V A L - T H R - L Y S - S E R - P H E - A S N - A R G - G L Y - G L U - C Y S  

FIGURE 6 Types of amino-acid substitutions found on comparing 15 K chains of the 
same subgroup. The reference sequence was chosen to be the light chain of protein Eu. 

tive mechanism is required by their theory. So far, no con- 
vincing mechanism has been proposed. (3). There are a few 
V genes that have evolved to contain the mutations, and 
these genes recombine in the precursors of antibody-form- 
ing cells to provide the diverse variants required (Edelman 
and Gally, 1967, 1969). Such V genes would be similar but 
not identical. In certain positions, they are assumed to con- 
tain mutations that differ from gene to gene, and these 
mutations would have been selected for in the ensemble to 

yield diverse sequences after somatic recombination. The 
genes, which have been preselected in evolution, would 
yield enormous diversity if they recombined frequently in 
the soma. Recombination of the tandem array of genes 
would occur intrachromosomally and would not occur be- 
tween tandem arrays corresponding to V-region subgroups. 
This theory must explain how a small set of multiple V 
genes can have evolved as a unit; an attempt at such an 
explanation is given below. 



1 1 0  20 P C A - V A L - G L N - L E U - V A L - G L N - S E R - G L Y - A L A - G L U - V A L - L Y S - L Y S - P R O - G L Y - S E R - S E R - V A L - L Y S - V A L  . . . . .  . . . .  . . . . . .  
3 0 

4 0  S E R - ~ - L Y S - A L A - S E R - G L Y - G L Y - T H R - P H E - S E R - A R G - S E R - A L A -  I L E -  I L E - T R P - V A L - A R C - G L N - A L A -  . . . . . . . . . . . . . . . .  
5 0  6 0  

PRO-GLY-GLN-GLY-LEU-GLU-TRP-MET-GLY-GLY-  ILE-VAL-PRO-MET-PHE-GLY-PRO-PRO-ASN-TYR-  
0 .  . t o .  0 .  .t.. 0 . 0 .  . . .  

70 8 0  
A L A - G L N - L Y S - P H E - G L N - G L Y - A R G - V A L - T H R - I L E - T H R - A L A - A S P - G L U - S E R - T H R - A S N - T H R - A L A - T Y R -  . . . . . . . . . . . . . . . . . . . .  

9 0  1 0 0  
M E T - G L U - L E U - S E R - S E R - L E U - A R G - S E R - G L U - A S P - T H R - A L A - P H E - T Y R - P H E - ~ - A L A - G L Y - G L Y - T Y R -  
t o .  . . . .  . . . .  

1 1 0  120  
GLY- I L E - T Y R - S E R - P R O - G L U - G L U - T Y R - A S N - G L Y - G L Y - L E U - V A L - T H R - V A L - S E R - S E R - A L A - S E R - T H R -  . . . . . . . . .  . . 

1 3 0  140  
L Y S - G L Y - P R O - S E R - V A L - P H E - P R O - L E U - A L A - P R O - S E R - S E R - L Y S - S E R - T H R - S E R - G L Y - G L Y - T H R - A L A -  

170  180  
G L Y - A L A - L E U - T H R - S E R - G L Y - V A L - H I S - T H R - P H E - P R O - A L A - V A L - L E U - G L N - S E R - S E R - G L Y - L E U - T Y R -  

210  
A s N - v A L - A s N - H I s - L y s - P R o - s E R - A s N - T ~ R - L Y s - v A L - A s p - L y s - A ~ G - v A L - G L u - P R o - L y s - s E R - &  

23 0 240  
A S P - L Y S - T H R - H I S - T H R - ~ - P R O - P R O - ~ - P R O - A L A - P R O - G L U - L E U - L E U - G L Y - G L Y - P R O - S E R - V A L -  

250  260  
P H E - L E U - P H E - P R O - P R O - L Y S - P R O - L Y S - A S P - T H R - L E U - M E T -  I L E - S E R L A R G - T H R - P R O - G L U - V A L - T H R -  - 

290 3 0 0  
G L Y - V A L - G L N - V A L - H I S - A S N - A L A - L Y S - T H R - L Y S - P R O - A R G - G L U - G L N - G L N - l Y R - A S X - S E R - T H R - T Y R -  

3 1 0  3 2 0  
ARG-VAL-VAL-SER-VAL-LEU-THR-VAL-LEU-HIS-GLN-ASN-TRP-LEU-ASP-GLY-LYS-GLU-TYR-LYS-  

3 5 0  3 6 0  
G L Y - G L N - P R O - A R G - G L U - P R O - G L N - V A L - T Y R - T H R - L E U - P R O - P R O - S E R - A R G - G L U - G L U - M U - T H R - L Y S -  -.- 

3 9 0  40  0 
TRP-GLU- SER-ASN-ASP-GLY-GLU-PRO-GLU-ASN-TYR-LYS-THR-THR-PRO-PRO-VAL-LEU-ASP-  SER- 

4 1 0  4 2 0  
ASP-GLY - SER- PHE-PHE-LEU-TYR- SER-LYS-LEU-THR-VAL-ASP-LYS- .SER-ARG-TRP-GLN-GLU-GLY - 

4 4 6  
LEU-SER-LEU-SER-PRO-GLY 

FIGURE 7 Amino-acid sequence of the heavy chain of pro- these proteins are probably in different subgroups and there- 
tein Eu. Positions in which amino acids differ in different fore coded by different genes, the number of variable 
heavy chains so far studied are indicated by dots. Because residues in a subgroup is expected to be fewer than indicated. 

Although it has been proposed (Smithies, 1967) that only So far, none of the theories has been tested rigorously. 
two genes are required for somatic recombination, such a Some confusion has arisen from the assumption that certain 
suggestion seems to be ruled out by the existence of three theories are easier to test than others. The obvious critical 
amino acids in one position in light chains of inbred mice experiments are to count immunoglobulin genes by DNA- 
and by the existence of nonallelic (Milstein et al., 1969) V- RNA hybridization techniques and to search for a genetic 
region subgroups. marker in V regions. Unfortunately, these experiments are 
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'3 ""5 "6 'n.2 FIGURE 8 Theories of diversity at the gene level. Germ line 

i evolution: large set of V genes, one for each V region. So- 
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-- 'I '2 "k %.....&I during development of organism followed by selection of 
- - , products in the soma; x indicates different mutations in the 
v, v, v,., v* v. V gene. Somatic recombination: a small set of V genes with 

mutations already selected for during evolution recombines 
in the lymphoid cell to give new combinations of sequences. 

difficult to carry out. If a homozygous marker were found, 
however, the multigene germ-line theory (Dreyer and 
Bennett, 1965) and pauci-gene recombination theory (Edel- 
man and Gally, 1967, 1969) would be weakened. The 
existance of a homozygous marker would suggest that 
there are at most a few V genes, because recombination and 
mutation of a large set of genes during evolution would 
tend to destroy homozygosity. 

The translocation hypothesis, allelic exclusion, 
and the possible bases o f  clonal commitment 

Besides providing a molecular basis for the diversification 
requirement in the selective immune response, studies of 
antibody structure have suggested ways in which the clonal 
nature of the system may have arisen (Edelman and Gally, 
1969). As pointed out in the section on V and C regions, 
there are at least three V genes and only one C gene for K 

chains in each haploid set. Because the heavy and light 
chains appear to be synthesized from a single starting point 
(Lennox et al., 1967; Fleischman, 1967), a mechanism must 
exist for transposing one of the V genes to the C gene so 
that a complete VC gene exists (Dreyer and Bennett, 1965; 
Gottlieb et al., 1968; Edelman and Gally, 1969). One 
mechanism by which such a transposition might occur is 
shown in Figure 9. By translocation and recombination, a 

FIGURE 9 A hypothetical model for translocation of V genes to C 
genes. Episomal V gene crosses over with one of the two C genes, 
and the product is a single VC gene capable of being transcribed. 
Wavy lines indicate regions of recombination and integration. 

V-gene episome may be integrated into the genome, and a 
VC gene with the appropriate start signals may be formed. 
If this event were followed by transcription and translation, 
it would effectively represent an irreversible differentiation 
step. Of the vast set of sequences for which it has the genetic 
information, the cell could make only one or, at most, two 
of the heavy or light chains. In fact, as pointed out above, it 
has been observed that in a heterozygous individual with K 

chains (see Figure 5) having valine and leucine at position 
191, only valine or leucine is actually seen in immunoglob- 
ulin molecules from any given single lymphoid or plasma 
cell. This unusual   hen omen on of allelic exclusion can be 

I 

explained by the translocation hypothesis, for it is highly 
unlikely that both V genes from each parent would be 
simultaneously translocated. 

Translocation is consistent with the observation that a 
committed cell has only one specificity (Makela, 1967). The 
commitment to one type of antibody guarantees that there 
will be no loss of specificity in the system, and thus diver- 
sification is coupled to amplification (see Figure 3) in an 
unequivocal fashion. This, in turn, would assure that the cell 
is most efficient in amplifying the synthesis of its antibody 
molecules. It should be pointed out that the translocation 
hypothesis has not been proved nor has the mechanism of 
translocation been studied; nevertheless the hypothesis ap- 
pears to be compatible with the evidence on antibody 
structure. 

Evolution ofantibodies: gene duplication 
and the domain hypothesis 

An examination of the structure of r G  immunoglobulin 
provides evidence to support a scheme for the evolution of 
the antibody molecule to serve both antigen-binding func- 
tions and effector functions. Protein sequences may be com- 
pared for identical or similar residues by visual inspection. 
In addition, a scheme has been developed (Fitch, 1966a, 
1966b) for comparing polynucleotide sequences that cor- 
respond to the protein sequences. If due caution is used 



1 1 0  
EU VL ( RESIDUES 1 - 1 0 8  ) ASP I L E  U N  MET THR U N  Sf3 PRO SER THR 

EU VH 1 RCSIDUES 1 - 1 1 4 )  PCA VAL  CLN L E U  VAL  CLN SER CLY - ALA 

2 0 3 0 
L E U  SER ALA SER VAL CLV ASP ARC V A L  TtfR I L E  THR CYS ARC ALA SER CLN SER I L E  ASN 

CLU VAL L Y S  L Y S  PRO U V  SER SER V A L  L Y S  VAL SER CYS L Y S  A U  SER CLV CLY THR PHE 

40 
THR - - TRP L E U  ALA TRP TYR CLN CLN L Y S  PRO U V  L Y S  ALA PRO L Y S  L E U  L E U  MET 

SER ARC SER ALA I L E  I L E  TRP VAL  ARC CLN ALA PRO CLV CLN CLY L E U  C L U  TRP MET CLY 

5 0  6 0  
N R  L Y S  ALA SER SER - L E U  C L U  SER CLY VAL  PRO SER ARC PHE I L E  CLY SER CLY SER 

CLY I L E  VAL  PRO MET PHE CLY PRO PRO ASN TYR ALA CLN L Y S  W E  CLN CLV - ARC V A L  

7 0  8 0  
CLV THR CLU PHE THR - - - - - - - L E U  THR I L E  SER SER L E U  CLN PRO 

THR I L E  THR ALA ASP C L U  SER THR ASN THR ALA N R  MEI  CLU L E U  SER SER L E U  ARC SER 

9 0  
ASP ASP PHE A U  THR TYR N R  CVS CLN CLN - TYR ASN SER ASP SER L Y S  MET PHE CLY 

CLU ASP THR A U  PHE TYR PHE CYS ALA CLY CLY TYR CLY I L E  N R  SER PRO GLU CLU TYR 

1 0 0  
GLN k Y  THR L Y S  V A L  CLU VAL  L Y S  CLY 

ASN CLY CLY L E U  VAL  THR 

FIGURE 10 Homology in V regions of protein Eu. Identical 
residues in the amino-acid sequences of VL and VH are 
shaded. Deletions indicated by dashes have been introduced 
to maximize the homology. 

(Nolan and Margoliash, 1968), one may find evidence for 
evolutionary homology, which in general suggests evolu- 
tion from a common gene precursor. Comparisons (Figures 
10 and 11) of the VL, VH, CL, and CH regions of protein 
Eu show that there are a number of homologies in the 
sequences. These are schematized in Figure 12. VL and VH 
regions are homologous to each other and CL is homol- 
ogous to three adjoining regions of CH known as CHI, 
CH2, and CH3. V regions do not show any obvious 
homology to C regions. 

In accord with these findings, we may modify the original 
suggestion of Hill et al. (1966) on the evolution of im- 
munoglobulins in the fashion shown in Figure 13. In this 
hypothesis, immunoglobulins arose by divergence of V and 
C genes, each capable of specifying a polypeptide chain of 
about 110 residues. Gene duplication and subsequent varia- 
tion then accounted for the development of the various 
kinds of V regions and C regions. Evolution of a trans- 
location mechanism to join V and C genes would result in a 
complete gene specifying a molecule with linear differ- 

entiation of function: V regions for ABF and C regions for 
EF (Figure 13). 

Such a proposal is in accord with the covalent chemistry 
and symmetry of the molecule. There is a rotational sym- 
metry axis in the Fc region which passes through the inter- 
heavy-chain disulfide bonds and contains the homology 
regions CH2 and CH3; in addition, a pseudosymmetry axis 
may exist between VH and VL and CL and CHI (see Figure 
4). On these and other gounds, it has been proposed 
(Edelman and Gall, 1969; Edelman et al., 1969) that the 
immunoglobulin molecule is folded in compact domains, 
each consisting of a homology region containing at least 
one active site and serving a separate molecular function 
(Figure 14). Each domain is stabilized by one disulfide bond 
and is linked to neighboring domains by less compactly 
folded stretches of the polypeptide chain. Within each 
group of V or C homology regions, the domains would 
have similar but not identical tertiary structures. VH and 
VL serve antigen-binding functions and are the only 
domains for which the function is known. CL and CHI may 



110 1 20 
EU CL (RESIDUES 1 0 9 - 2 1 4 )  THR V A L  ALA ALA I L E  -0- 
EU CH1 (RESIDUES 1 1 9 - 2 2 0 1  SER THR L Y S  W P R O  SER VAL PHE PRO 

EU CH2 (RESIDUES 2 3 4 - 3 4 1  1 L E U  L E U  GLY GLY PRO SER VAL PHE L E U  

EU CH3 (RESIDUES 3 4 2 - 4 4 6 )  GLN PRO ARG GLU PRO (,LIJ VAL  TYR THR 

LEU AL 
PHE 'PRl 

L E U  PR 

4 PRO SER 

0 PRO I . \ C  

0 PRO SER 

SER L Y S  SER - - THR SER GLY GLY THR ALA ALA L E U  GLY CYS L E U  TYR 

PRO LYS ASP THR LEU ~E?ILE F~~~ A R C  THR P R O  GLU VAL WCYS VAL VAL V A L  ASP VAL 

ARG GLU GLU - - MET. THR LYS ASN GLN VAL  3 W L E U  THR CYS L E U  VAL L Y S  GLY 

140 1 5 0  
ARG GLU ALA L Y S  - - GLN L Y S  ASN 

P I ~ C  PRO E 3  PRO VAL THR VAL - - SER TRP ASN SER - WALA LEU T I ~ P  SER GLY 

SER H I  5 GLU 7EF PRO GLN VAL LYS PHE ~ S N  TRP NR 'VAL ASF CLY - \I?L 'GLN V A L  H I  5 

 PRO SCR ASP I L E  ALA V A L  - - GLU TRP GLU SER AS'J ASP - GLY L L U  PRO GLU 

180 1 9 0  
THR p LEU SER WALA ASP ~ Y R  GLU LYS HI s m S 7 m  ALA KT!F GLU WW THR 

 VAL THR PRO SER sCR-SER L E V  GLY THR GLN - rHR N R  I L E  CYS ASN VAL  ASN 

VAL LEU THR VAL LEU HIS  GLN ASN W LEU ASP E Y T F G L U  TYR LYS CYS LYS VAL SER 

LYS LEU THR VAL ASP Piis-SER'ARG TRP GLN GLU GLY  AS'^ ~ATPHE SER CYS SER VAL MET 

200 
GL. GLY sER s m  - pHE - - ::ON ARG w G L u  

H I S  PRO 5CR ASN THR LY; VAL  - ASP L Y S  ARC V A L  - - GLU LYS SER CYS 

A 5 N  L Y S  -LEU' PRO ALA *FRO I LC - GLU L Y S  THR I L E  L Y S  ALA L Y S  GLY' 

bl s GLU ALA LEU H I  s ASN H I  s TYR W#' GLN LYS ?ZY LEU SER LEU SER 'PRO GLY 

FIGURE 11 Homology in C regions of protein Eu. Identical 
residues are darkly shaded. Dark and light shadings are used 
to indicate identities that occur in pairs in the same positions. 
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FIGURE 12 Diagram summarizing internal homologies in the 11. EVOLUTION O F  TRANSLOCATION MECHANISM 

structure of yG immunoglobulin. Variable regions VH and VL TO JOIN v AND C GENES 

are homologous. The constant region of the heavy chain (CH) is 
divided into three regions, CHI, CI12, and CH3, which are homolo- FIGURE 13 Hypothetical scheme for evolution of antigen-binding 
gous to one another and to the C region of the light chain (CL). functions (ABF) and effector functions (EF) of immunoglobulins. 



FIGURE 14 The domain hypothesis. Homology regions (see Fig- 
ure 11) that constitute each domain are indicated. VL, VH: domains 
made up of variable homology regions; CL, CHI, CH2, CH3: do- 
mains made up of constant homology regions. Within each of 
these groups, domains are assumed to have similar threedimen- 
sional structures, and each is assumed to contribute to an active 
site. The V domain sites contribute to antigen recognition func- 
tions and the C domain sites to effector functions. 

serve to stabilize the interaction of the V domains but may 
also play a role in triggering the cell to mature after en- 
counter with the antigen. CH2 domains contain the 
carbohydrate that appears to be required for export of the 
molecule from the cell (Melchers and Knopf, 1967; Moroz 
and Uhr, 1967). CH3 domains may contain sites for skin 
fixation, but so far no function has been determined for 
these regions. 

Verification of the domain hypothesis will depend on 
electron microscopic and X-ray crystallographic analysis of 
the three-dimensional structure of antibodies. This hy- 
pothesis and the evolutionary scheme discussed above sug- 
gest an over-all sequence of events in the evolution of the 
selective immune response. The first evolutionary event 
may have been the development of a diversification 
mechanism to yield a sufficiently wide variety of anti- 
bodies. These antibodies may have been fixed to cells 
similar to those concerned with delayed hypersensitivity 
reactions. Subsequent development of C genes, transloca- 
tion mechanisms, and carbohydrate fixation allowed for 
export of antibodies and for diversification of effector 
functions, each mediated by a specific domain. This would 
account for the evolution of classes of antibodies other than 
the r G  immunoglobulins. These classes have similar light 
chains, but each has a distinctive kind of heavy chain and 
different effector functions. At present, however, too little is 
known of the amino-acid sequences of the immunoglob- 
ulins of lower forms to specify the detailed order of 
emergence of classes. Nevertheless, there is some suggestion 
that yM immunoglobulins (see Figure 1) were among the 

first antibodies to evolve (Marchalonis and Edelman, 1965, 
1966,1968). 

The sequence of events described above suggests that, 
once a mechanism of diversification was present, the major 
evolutionary developments to improve the selective im- 
mune response were focused on the amplification mechan- 
ism (see Figure 3) and on the refinement of effector functions 
(Marchalonis and Edelman, 1968). 

The foregoing remarks have been concerned with the 
antibody system itself. In the three last sections of this 
paper, some possible implications of the data for more gen- 
eral problems of protein structure and evolution and dif- 
ferentiation are discussed briefly. 

Imp~icationsfor protein structure in general 

Gene duplication has been implicated in the evolution of 
proteins other than immunoglobulins, such as ferredoxin 
(Eck and Dayhoff, 1966) and haptoglobin (Black and Dixon, 
1968). In addition, evidence has been obtained for multiple 
structural genes for polypeptide chains of hemoglobin 
(Schroeder et al., 1968; Hilse and Popp, 1968). These 
proteins do not have the peculiar periodic structure seen 
in immunoglobulin, however. Certain other proteins made 
up of polypeptide chains of great length, such as P-galacto- 
sidase, may have arisen by gene duplication and are .ar- 
ranged in domains. Tandem homology regions in multi- 
chain structures can be arranged in a variety of ways across 
symmetry and pseudosymmetry axes, and such arrange- 
ments may be evolutionarily advantageous-particularly if 
there is a need for linear differentiation of function. It 
would not be surprising, therefore, if tandem homology 
regions were found more generally in large proteins. It is al- 
ready clear that the classical division of proteins into "globu- 
lar" and "fibrous" may require additional categories, for 
r G  immunoglobulin is not a classical globular protein (Val- 
entine and Green, 1967). 

The structural findings on Bence-Jones proteins and im- 
munoglobulins may also have a direct bearing on the pro- 
found problem of determining tertiary structure by pri- 
mary structure (Perutz et al., 1965). Bence-Jones proteins 
may be uniquely suited for the experimental analysis of this 
problem. They represent the only large family of related 
proteins of low molecular weight that have been selected to 
have variable three-dimensional structures. They represent a 
diverse set of amino-acid sequences disposed around several 
basic patterns, such as the subgroups of K and X chains. Thus, 
their V regions have presumably evolved for variation in 
shape, and the C regions for conservation of shape. Al- 
though not conclusive, there is evidence (Edelman and 
Gally, 1962) that each Bence-Tones protein has a different 
tertiary structure. Moreover, Bence-Jones proteins can be 



crystallized and, because of their low molecular weight, it 
should not take an excessive time to analyze them by X-ray 
crystallography, provided that suitable isomorphous deriva- 
tives are obtained. 

From a comparison of a number of Bence-Jones protein 
sequences and three-dimensional structures, rules may 
emerge which will shed light on the folding problem. 
Moreover, if the domain hypothesis is correct, the three- 
dimensional structure of Bence-Jones proteins should re- 
semble that of corresponding portions of antibody mole- 
cules. 

Antibodies and the problem ofmultiplegenes: 
a hypothetical mechanismfor democratic 
gene conversion 

Multigene theories and the pauci-gene somatic recom- 
bination theory for the origin of antibody diversity require 
the existence of a number of very similar V genes in a 
tandem array. Such an array could have evolved by non- 
homologous crossing over between misaligned genes. Such 
a process also may have led to the development of homol- 
ogy regions CHI, C H ~ ,  and C H ~  of C gene subclasses 
(Kunkel et al., 1964) and the evolution of classes of heavy 
chains. Obviously, the rate of duplication must have been 
higher than in other proteins. Once two genes are tandemly 
arranged by this means, however, the number of genes 
could increase rapidly by crossing over among genes paired 
in phase but out ofregister. 

The existence of multiple genes poses the problem of 
explaining how the set appears to evolve as a single unit. 
This problem is not unique to the antibody system, as is 
pointed out elsewhere in this book (Edelman and Gally; 
Thomas). For example, structural genes for ribosomal 
RNA (Ritossa and Spiegelman, 1965; Wallace and Birn- 
stiel, 1966) and for 5 S and transfer RNA (Ritossa et al., 
1966) appear to be repeated many times in higher or- 
ganisms, yet they give relatively homogeneous products 
(Forget and Weissman, 1967; Pinder et al., 1969). 

A mechanism based on the recombination process itself 
has been proposed (Edelman and Gally, 1969, and this 
volume) to account for the evolution of multiple genes as 
units. It is assumed that, in this mechanism, recombining 
genes in a tandem, duplicated set are compared with one 
another by heteroduplex DNA formation (Figure 15). As 
shown in Figure 15, recombination is assumed to occur by 
breakage, reunion, and repair, and DNA synthesis during 
repair leads to gene conversion (Holliday, 1964; Fogel and 
Mortimer, 1969; Stahl, 1969) or nonreciprocal recombina- 
tion. In this way, genetic information can be transferred 
among genes within a set as in the "master-slave" system 
proposed by Whitehouse (1967). The process described 

here is more democratic, for, although there is a strong 
tendency for conformity, no one sequence is imposed on 
the V genes. In any of the V genes, a point mutation that is 
selectively advantageous could spread rapidly along the set 
rather than having to occur independently. Chromosomal 
rearrangements could separate sets of V genes so that each 
set could become differentiated, while genes within a set 
remained relatively similar to one another. 

This gene-conversion mechanism could explain how 
relatively few tandem duplicated genes might remain 
similar. On the other hand, it is difficult to imagine how 
this process could account for rapid changes in a very large 
set of genes. This ~roblem remains as one of the major 
obstacles to understanding the evolution of duplicated 
genes in eukaryotic genomes. 

FIGURE 15 Scheme of democratic gene conversion. Solid hori- 
zontal hes  represent strands of DNA that comprise two sister 
chromatids containing a set of immunoglobulin V genes. The V 
genes are aligned in register, but there is pairing between non- 
identical genes. Solid and open circles represent point variation in 
one of the genes of the set; other genes contain other variations, 
which are omitted for the sake of simplicity. A. Single-strand nicks 
and excisions are made in complementary strands of opposite 
chromatids. B. Double helix is formed between two partially ex- 
cised strands, allowing DNA repair synthesis to occur, as shown 
by dotted limes. C. Newly synthesized regions are incorporated 
into original two chromatids, resulting in formation of hetero- 
duplex DNA. The net result is elimination of point variation from 
one strand of one chromatid and duplication of other point muta- 
tions of the set. By frequent repetition, point mutations could be- 
come represented multiply along both strands or be eliminated 
from the set, depending on selective pressures. Similar processes 
could occur intrachromosomally or between tandem genes of 
paired homologous ch&mosomes. The only essential feature of 
this model is repair synthesis in strands of hybrid DNA. 



The relevance to dz@erentiation in 
eukaryotic organisms 

In one sense, commitment of an antibody-forming cell can 
be considered a well-marked and irreversible differentiation 
event. Compared with other organic differentiation events 
at the cellular level, differentiation of antibody-forming 
cells appears to be distinguished by a kind of microscopic 
singularity. In other differentiated organ systems, such as 
the liver, one can certainly find more than two cells that are 
alike. In the kind of differentiation event seen in antibody 
production, however, each lymphoid cell appears to dif- 
ferentiate to produce one particular kind of antibody mole- 
cule. At the stage of commitment, therefore, one is likely to 
find a high degree of cellular singularity, with each cell 
producing a different antibody. Of course, after stimulation 
of committed cells by antigens, there are whole clones of 
similar or identical cells. In view of the changing patterns of 
antigenic exposure, no two individuals, even uniovular 
twins, would be expected to have similar populations of 
lymphoid cells. The analysis of the population dynamics of 
these cells is one of the challenging areas of modern im- 
munology. 

At present, it is not clear whether the mechanisms of 
cellular maturation and clonal commitment of antibody- 
forming cells will have a general bearing on differentiation 
processes in eukaryotic organisms. The indication that 
eukaryotic genomes contain multiple copies of genes (Brit- 
ten and Kohne, 1967) and the long-standing example of 
transposition of genes in maize (McClintock, 1965) have 
certain resemblances to some of the unusual features of the 
antibody system. If these processes are related to differ- 
entiation in eukaryotes, it is clear that a study of somatic 
genetics and of events at the DNA level of somatic cells 
should be particularly rewarding. Inasmuch as the study of 
somatic genetics is still difficult, analyses (Lindahl and 
Edelman, 1968; Lindahl et al., 1969) of enzymatic mechan- 
isms of repair and recombination in eukaryotic cells may 
also provide valuable information both on the immune 
response and on other specialized manifestations of cellular 
differentiation. 

Summary 

Antibodies constitute a molecular recognition system that 
carries out two major functions in the immune response: 
(I) binding to a great variety of sterically different antigen 
molecules (antigen-binding function or ABF); and (2) 
mediating essential immune reactions within the organism, 
such as complement fixation (effector functions or EF). 
The ABF is selective, i.e., the information for synthesizing 
antibodies to a large range of chemically different antigens 

already exists in the organism before exposure to these 
antigens. Particular antigens serve only to stimulate (and 
thereby select) those antibody-forming cells that synthesize 
antibodies having appropriately complementary antigen- 
binding sites. This process requires that the number of sites 
must greatly exceed the number of different antigens. 
Furthermore, there must be an exceedingly efficient system 
for amplifying the production of specific antibodies after 
stimulation by injection of a particular antigen. This appears 
to be achieved by maturation and cell division of stimulated 
cells, each of which synthesizes only one kind of antibody. 
Division and maturation are followed by an increased 
synthesis of that particular antibody by the clonal progeny 
of the stimulated cell. 

Studies of the molecular structure of antibodies or im- 
munoglobulins have been useful in an analysis of some of 
the mechanisms of the selective immune response. The 
covalent structure of an entire r G  immunoglobulin (molec- 
ular weight 150,000) has been determined and compared 
with portions of other immunoglobulin molecules analyzed 
by other workers. The light and heavy polypeptide chains 
of the molecule each consists of a variable, or V, region for 
antigen binding and a constant, or C, region for effector 
functions. The amino-acid sequences of V regions differ 
from molecule to molecule, whereas the sequence of C 
regions is relatively invariant. The mechanism by which di- 
versification of amino-acid sequence is achieved in antibody 
V regions has not been established, but several theories on 
the origin of diversity have been proposed and are reviewed. 

The amino-acid sequence of rG immunoglobulin shows 
a linear periodic arrangement which suggests the evolution- 
ary origin of the molecule by gene duplication. It is pro- 
posed that the molecule is arranged in successive compact 
domains organized about axes of symmetry and ~seudo- 
symmetry. According to this proposal, domains of v regions 
mediate antigen binding, and successive domains of the C 
regions mediate different effector functions. This is in accord 
with the hypothesis that the antibody molecule evolved 
from two genes, V and C, each of which underwent suc- 
cessive duplication. 

The analysis of antibody structure suggests the ~ossibili t~ 
that a number of unusual genetic mechanisms may be re- 
quired to account for the evolution of selective recognition 
systems. Evidence from several laboratories has led to the 
conclusion that each polypeptide chain is specified by a V 
gene and a C gene. It is suggested that the V gene may be 
translocated in the lymphoid cell to form a single VC gene. 
Translocation could account for the clonal nature of the 
selective response, for, although each cell may have infor- 
mation for many V sequences, genetic analysis indicates 
that it has at most only two C genes for each chain. Trans- 
location would commit the cell to the expression of the 



smallest possible number of antibody chains and help t o  
maintain the specificity and efficiency of the selective im- 
mune response. 

This work was supported by Grant GB 8371 from the Na- 
tional Science Foundation and by Grant AM 04256 from 
the National Institutes of Health. 

R E F E R E N C E S  

BAGLIONI, C., L. A. ZONTA, D. CIOLI, and A. CARBONARA, 1966. 
Allelic antigenic factor Inv (2) of the light chains of human im- 
munoglobulins: Chemical basis. Scierice (Washirgtorr) 152: 1517- 
1519. 

BLACK, J. A., and G. H. DIXON, 1968. Amino acid sequence of 
alpha chains of human haptoglobin. Natrrre (London) 218: 736- 
741. 

BREINL, F., and F. HAUROWITZ, 1930. ~hemische Untersuchung des 
Prazipitates aus Hamoglobin und ~nti-Hamoglobin-Serum und 
Bemerkungen iiber die Natur der Antikorper. Hoppe-seyler's 
Z .  Physiol. Chem. 192: 45-57. 

BRENNER, S., and C.  MILSTEIN, 1966. Origin of antibody variation. 
Nature (Lor idon) 21 1 : 242-243. 

BRITTEN, R. J., and D. KOHNE, 1967. Repeated nucleotide se- 
quences. Carriegie hist. wash. Year Book 66: 73-88. 

BURNET, F. M., 1959. The Clonal Selection Theory of Acquired 
Immunity. Cambridge University Press, Cambridge, England. 

CAIRNS, J. (editor), 1967. Cold Sprirg Harbor Symp. Quarzt. Biol. 32. 
COHEN, S., and R. R. PORTER, 1964. Structure and biological 

activity of immunoglobulins. Advan. Imm~rnol. 4: 287-349. 
CORN, M., 1968. The molecular biology of expectation. It1 ~uc le i c  

Acids in Immunology ( 0 .  J. Plescia and W.  Braun, editors). 
Springer Verlag, New York, pp. 671-715. 

DREYER, W.  J., and J. C. BENNETT, 1965. The molecular basis of 
antibody formation: A paradox. Proc. Nat. Acad. Sci. U.S.A. 54: 
864-869. 

ECK, R. V., and M. 0. DAYHOFF, 1966. ~volution of the structure 
of ferredoxin based on living relics of primitive amino acid 
sequences. Sciet~ce(Washitgtotl) 152: 365366. 

EDELMAN, G. M., 1967. Antibody structure and diversity: Implica- 
tions for theories of antibody synthesis. hi The Neurosciences: 
A Study Program (G. C. Quarton, T. Melnechuk, and F. 0 .  
Schmitt, editors). The Rockefeller University Press, New York, 
pp. 188-200. 

EDELMAN, G. M., B. A. CUNNINGHAM, W.  E. GALL, P. D. GOTT- 
LIEB, U. RUTISHAUSER, and M. J. WAXDAL, 1969. The covalent 
structure of an entire yG immunoglobulin molecule. Proc. Nat. 
Acad. Sci. U. S. A. 63: 78-85. 

EDELMAN, G. M., and W.  E. GALL, 1969. The antibody problem. 
Arriu. Rev. Biochem. 38: 415-466. 

EDELMAN, G. M., and 1. A. GALLY, 1962. The nature of Bence- 
Jones proteins. chemical similarities to polypeptide chains of 
myeloma globulins and normal y globulins.]. Exp. Med. 116: 
207-227. 

EDELMAN, G. M., and J. A. GALLY, 1967. Somatic recombination of 
duplicated genes: An hypothesis on the origin of antibody diver- 
sity. Proc. Nat. Acad. Sci. U .  S .  A. 57: 353-358. 

EDELMAN, G. M., and J. A. GALLY, 1969. Antibody structure, 
diversity, and specificity. Brookhaven Symp. Biol. 21 : 328-344. 

EISEN, H. N., J. R. LITTLE, C. K. OSTERLAND, and E. S. SIMMS, 
1967. A myeloma protein with antibody activity. Cold Spring 
Harbor Symp. Quant. Biol. 32: 75-81. 

FAHEY, J. L., 1962. Heterogeneity of y-globulins. Advan. Immunol. 
2: 41-109. 

FITCH, W. M., 1966a. An improved method of testing for evolu- 
tionary homology.]. Mol. Biol. 16: 9-16. 

FITCH, W. M., 1966b. Evidence suggesting a partial internal dupli- 
cation in the ancestral gene for heme containing globulins. 1. 
Mol. Biol. 16: 17-27. 

FLEISCHMAN, J. B., 1967. Synthesis of the yG heavy chain in rabbit 
lymph node cells. Biochemistry 6: 1311-1320. 

FOGEL, S., and R. K. MORTIMER, 1969. Informational transfer in 
meiotic gene conversion. Proc. Nat. Acad. Sci. U. S. A. 62: 96- 
103. 

FORGET, B. G., and S. M. WEISSMAN, 1967. Nucleotide sequence of 
KB cell 5s RNA. Scierrce (Washingtori) 158: 1695-1699. 

GOTTLIEB, P. D., B. A. CUNNINGHAM, M. J. WAXDAL, W. H. 
KONIGSBERG, and G. M. EDELMAN, 1968. Variable regions of 
heavy and light polypeptide chains of the same yG immun- 
oglobulin molecule. Proc. Nat. Acad. Sci. U .  S. A. 61 : 168-175. 

HABER, E., 1964. Recovery of antigenic specificity after denatura- 
tion and complete reduction of disulfides in a papain fragment of 
antibody. Proc. Not. Acad. Sci. U .  S .  A .  52: 1099-1106. 

HABER, E., 1968. Immunochemistry. Anrzu. Rev. Biochem. 37: 497- 
520. 

HAUROWITZ, F., 1967. The evolution of selective and instructive 
theories of antibody formation. Cold Spring Harbor Symp. 

Qtmrit. Biol. 32: 559-567. 
HERZENBERG, L. A., H. 0. MCDEVITT, and L. A. HERZENBERG, 

1968. Genetics ofantibodies. Arrnrr. Rev. Genet. 2: 209-244. 
HILL, R. L., R. DELANEY, R. E. FELLOWS, JR., and H. E. LEBOVITZ, 

1966. The evolutionary origins of the immunoglobulins. Proc. 
Not. Acad. Sci. U. S. A .  56: 1762-1769. 

HILSCHMANN, N., and L. C. CRAIG, 1965. Amino acid sequence 
studies with Bence-Jones proteins. Proc. Nat. Acad. Sci. U.S.A. 
53: 1403-1409. 

HILSE, K., and R. A. POPP, 1968. Gene duplication as the basis for 
amino acid ambiguity in alpha-chain polypeptides of mouse 
hemoglobins. Proc. Nat. Acad. Sci. U. S. A. 61 : 93&936. 

HOLLIDAY, R., 1964. A mechanism for gene conversion in fungi. 
Genet. Res. 5: 282-304. 

HOOD, L., and D. EIN, 1968. Immunoglobulin lambda chain struc- " 
ture: Two genes, one polypeptide chain. Nature (Londori) 220: 
764-767. 

JERNE, N. K., 1955. The natural-selection theory of antibody 
formation. Proc. Nat. Acad. Sci. U. S .  A .  41 : 849-857. 

JERNE, N. K., 1967. Antibodies and learning: Selection versus in- 
struction. Iti The Neurosciences: A Study Program (G. C. 
Quarton, T. Melnechuk, and F. 0 .  Schmitt, editors). The 
Rockefeller University Press, New York, pp. 2W205. 



KABAT, E. A., 1967. The paucity of species-specific amino acid 
residues in the variable regions of human and mouse Bence- 
Jones proteins and its evolutionary and genetic implications. 
Proc. Nut. Acad. Sci. U .  S. A. 57: 1345-1349. 

KARUSH, F., 1962. Immunologic specificity and molecular struc- 
ture. Advan. Zmmunol. 2: 1-40. 

KILLANDER, J. (editor), 1967. Nobel Symposium 3, Gamma Glob- 
ulins. Structure and Control of Biosynthesis. Almqvist and 
Wiksell, Stockholm. 

KUNKEL, H. G., J. C. ALLEN, and H. M. GREY, 1964. Genetic char- 
acters and the polypeptide chains of various types of gamma- 
globulin. Cold Spring Harbor Symp. Quant. Biol. 29: 443-447. 

LANDSTEINER, K., 1945. The Specificity of Serological Reactions. 
Revised edition. Harvard University Press, Cambridge, Mas- 
sachusetts. 

LEDERBERG, J., 1959. Genes and antibodies. Science (Washington) 
129: 1649-1653. 

LENNOX, E. S., P. M. KNOPP, A. J. MUNRO, and R. M. E. PARK- 
HOUSE, 1967. A search for biosynthetic subunits of light and 
heavy chains of immunoglobulins. Cold Spring Harbor Symp. 
Quant. Biol. 32: 249-254. 

LINDAHL, T., and G. M. EDELMAN, 1968. Polynucleotide ligase 
from myeloid and lymphoid tissues. Proc. Nat. Acad. Sci. U.S.A. 
61 : 680-687. 

LINDAHL, T., J. A. GALLY, and G. M. EDELMAN, 1969. Deoxy- 
ribonuclease IV: A new exonuclease from mammalian tissues. 
Proc. Nut. Acad. Sci. U .  S. A. 62: 597-603. 

MCCLINTOCK, B., 1965. The control of gene action in maize. 
Brookhaven Symp. Biol. 18: 162-184. 

MAKELA, O., 1967. The specificity of antibodies produced by single 
cells. Cold Spring Harbor Symp. Quant. Biol. 32: 423-430. 

MARCHALONIS, J., and G. M. EDELMAN, 1965. Phylogenetic origins 
of antibody structure. I. Multichain structure of immunoglobu- 
lins in the smooth dogfish (Mustelus canis). ]. Exp. Med. 122: 
601-618. 

MARCHALONIS, J., and G. M. EDELMAN, 1966. Phylogenetic origins 
of antibody structure. II. ~mmunoglobulins in the primary im- 
mune response of the bullfrog, Rana catesbiana.]. Exp. Med. 124: 
901-913. 

MARCHALONIS, J. J., and G. M. EDELMAN, 1968. Phylogenetic 
origins of antibody structure. IIl. Antibodies in the primary 
immune response of the sea lamprey, Petromyzon marinus. ]. 
Exp. Med. 127: 891-914. 

MELCHERS, F., and P. M. KNOPF, 1967. Biosynthesis of the carbo- 
hydrate portion of immunoglobulin chains: Possible relation to 
secretion. Cold Spring Harbor Symp. Quant. Biol. 32: 255-262. 

MESTEIN, C., C. P. MILSTEIN, and A. FEINSTEIN, 1969. Non-allelic 
nature of the basic sequences of normal immunoglobulin K 

chains. Nature (London) 221 : 151-154. 
MOLLER, G., 1967. Control of cellular antibody synthesis by anti- 

body and antigen. In Nobel Symposium 3, Gamma Globulins. 
Structure and Control of Biosynthesis (J. Killander, editor). 
Almqvist and Wiksell, Stockholm, pp. 473-503. 

M o ~ o z ,  C., and J. W.  UHR, 1967. Synthesis of the carbohydrate 
moiety of ~ -~ lobu l in .  Cold Spring Harbor Symp. Quant. Biol. 32: 
263-264. 

MUDD, S., 1932. A hypothetical mechanism of antibody forma- 
tion.]. Immunol. 23: 423-427. 

NOLAN, C., and E. MARGOLIASH, 1968. Comparative aspeas of 
primary structures of proteins. Annu. Rev. Biochem. 37: 727-790. 

NOSSAL, G. J. V., 1967. The biology of the immune response. In 
The Neurosciences: A Study Program (G. C. Quarton, T. 
Melnechuk, and F. 0 .  Schmitt, editors). The Rockefeller Uni- 
versity Press, New York, pp. 183-187. 

PAULING, L., 1940. A theory of the structure and process of forma- 
tion of antibodies. J. Amer. Chem. Soc. 62: 2643-2657. 

PERUTZ, M. F., J. C. KENDREW, and H. C. WATSON, 1965. Struc- 
ture and function of hzmoglobin. II. Some relations between 
polypeptide chain configuration and amino acid sequence. 1. 
Mol. Biol. 13: 669-678. 

PINDER, J. C., H. J. GOULD, and I. SMITH, 1969. Conservation of 
the structure of ribosomal RNA during evolution.]. Mol. Biol. 
40: 289-298. 

PORTER, R. R., 1959. The hydrolysis of rabbit ?-globulin and anti- 
bodies with crystalline papain. Biochem. ]. 73: 119-126. 

PRESS, E. M., and P. J. PIGGOT, 1967. The chemical structure of the 
heavy chains of human immunoglobulin G. Cold Spring Harbor 
Symp. Quant. Biol. 32: 45-51. 

RITOSSA, F. M., K. C. ATWOOD, and S. SPIEGELMAN, 1966. On the 
redundancy of DNA complementary to amino acid transfer 
RNA and its absence from the nucleolar organizer region of 
Droso~hila melanogaster. Genetics 54: 663-676. 

RITOSSA, F. M., and S. SPIEGELMAN, 1965. Localization of DNA 
complementary to ribosomal RNA in the nucleolus organizer 
region of Drosophila melanogaster. Proc. Nat. Acad. Sci. U.S.A. 
53 : 737-745. 

SCHROEDER, W.  A., T .  H. J. HUISMAN, J. R. SHELTON, J. B. SHEL- 
TON, E. F. KLEIHAUER, A. M. DOZY, and B. ROBBERSON, 1968. 
Evidence for multiple structural genes for the 7 chain of human 
fetal hemoglobin. Proc. Nut. Acad. Sci. U .  S .  A. 60: 537-544. 

SINGER, S.J., and R. F. DOOLITTLE, 1966. Antibody active sites and 
immunoglobulin molecules. Science (Washington) 153: 13-25. 

SMITHIES, O., 1967. Antibody variability. Science (Washington) 
157 : 267-273. 

STAHL, F. W., 1969. One way to think about gene conversion. 
Genetics (Suppl.) 61 (no. 1, pt. 2) : 1-13. 

THORPE, N. O., and H. F. DEUTSCH, 1966. Studies on papain 
produced subunits of human yG-globulin-II. Structures of 
peptides related to the genetic Gm activity of yG-globulin Fc 
fragments. Zmmunochemistry 3: 329-337. 

TITAN,, K., E. WHITLEY, JR., L. AVOGARDO, and F. W. PUTNAM, 
1965. ~mmuno~lobulin structure: partial amino acid sequence 
of a Bence Jones protein. Science (Washington) 149: 1090-1092. 

UHR, J. W., 1964. The heterogeneity of the immune response. 
Science (Washington) 145: 457464. 

VALENTINE, R. C., and N. M. GREEN, 1967. Electron microscopy 
of an antibody-hapten complex.]. Mol. Biol. 27: 615-617. 

WALLACE, H., and M. L. BIRNSTIEL, 1966. Ribosomal cistrons and 
the nucleolar organizer. Biochim. Biophys. Acta 114: 296-310. 

WHITEHOUSE, H. L. K., 1967. A cycloid model for the chromo- 
some. J. Cell Sci. 2: 9-22. 



79 The Origin of Specificity in Binding: A Detailed 

Example in a Protein-Nucleic Acid Interaction 

F. M. R I C H A R D S ,  H. W .  W Y C K O F F  and N. ALLEWELL 

ENZYMES INTERACT with a vast array of small molecules 
and macromolecules and cause changes in the covalent 
structure of these substances. Individual enzymes differ 
widely in both substrate specificity and turnover number. 
For the over-all catalytic process, the simple enzymes man- 
age to carry out the series of binding and bond-altering 
steps with structures composed solely of the amino acids as 
building blocks. There is no compelling evidence for the 
existence of any fundamental forces or types of interaction 
that are not found in small molecules (Kauzmann, 1959; 
Jencks, 1966; Koshland and Neet, 1968). The mystery ap- 
pears to lie in the three-dimensional assembly of the basic 
units into a cooperative system, the dynamic behavior of 
which provides simultaneously the required degree of 
specificity toward potential interactants and the enhanced 
reactivity, required for catalysis, of functional groups in the 
enzyme, the substrate, or both. Our understanding of these 
systems does not yet permit prediction of the structure re- 
quired for a given reaction. We are beginning, however, to 
be able to look in detail at the actual structures of a few 
enzymes and of some of their complexes with small ligands, 
and we hope that a limited set of structural ground rules will 
eventually emerge. 

~ e n e r d  and &tailed three-dimensional structural infor- 
mation on proteins is available only from diffraction studies 
on single crystals (Dickerson, 1964; Phillips, 1966). The best 
that can be done presently is the specification, within certain 
limits of confidence, of the average position of the atoms in 
the structure. Considerable prior chemical information is 
normally assumed in the interpretation of the data, i.e., 
covalent-bond distances and angles and amino-acid se- 
quences. Although the diffraction patterns are affected by 
vibrations of atoms and librations of groups of atoms, such 
information cannot be extracted with confidence from data 
of the extent and accuracy now available. For such problems 
in molecular dynamics, the various spectroscopic techniques 
are much more promising, especially with the X-ray struc- 
tures as starting points. 
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Noncovalentforces afecting conformation 

The tendency of water to try to squeeze hydrocarbons out 
of solution is responsible for a large fraction of the energy 
involved in stabilizing the compact shape of most globular 
proteins (Kauzmann, 1959 ; Davidson, 1967). On a more de- 
tailed level, this tendency may be thought of as the energy 
derived from decreasing the surface area of the solvent 
cavity surrounding the solute molecule; the more compact 
and spherical the molecule, the smaller the surface area and 
the lower the energy (Sinanoglu, 1968). Although the em- 
phasis is different, the solvent entropy effects (Kauzmal~n, 
1959; NCmethy and Schetaga, 1962; Scheraga, 1963) are 
contained in this more recent theory. Unless markedly 
different polarizabilities are involved, dispersion forces 
probably do not make 3 major contribution, because 
roughly the same number of contacts will be made between 
atoms in the folded protein and between solvent and atoms 
in the unfolded chain. For the same reason, the interactions 
between polar groups (for example, hydrogen bonds) also 
may not contribute to the stabilization energy, but they can 
have a dramatic influence on the final structure because of 
their directional nature and the requirements for orientation 
and group pairing when solvent interactions are removed. 
In this sense, such interactions make incorrect structures 
highly improbable instead of providing deep-energy 
minima for the correct structure. Coulombic forces between 
formal charges are of uncertain general importance but are 
clearly significant in certain special cases. Quantitative calcu- 
lations present formidable problems, especially as net stabi- 
lization energy in each of these cases is invariably the small 
difference between large numbers. Superimposed on these 
attractive "forces" are the geometrical requirements for 
packing (van der Waals' repulsion) and the steric limitations 
imposed by the covalent-bond distances and angles implied 
by the amino-acid sequence. The combination of these 
many effects that are attributable to individual atoms or 
groups of atoms leads to the structure of the "resting" en- 
zyme at the point of the lowest accessible free-energy mini- 
mum. The same considerations apply to the interaction of 
ligands with the "resting" enzyme. The specificity must be 
controlled by certain directional forces and the geometrical 
packing requirements. 



Specificity 

The term specificity is used in many ways, even within the 
restricted field of protein chemistry. Enzyme-catalyzed 
rates of reaction may differ markedly among a series of re- 
lated substrates. For a given enzyme, a fast relative rate for a 
particular substrate among a group of substrates is usually 
cited as evidence of a high degree of specificity. The term 
may refer, however, to the maximum turnover number or 
to a velocity at some fixed substrate concentration, a num- 
ber that may contain both the turnover rate and binding 
parameters. With antigen-antibody reactions, specificity is 
more clearly tied to differences in the binding constant for 
a given antibody preparation and a series of related anti- 
gens. In this case, high specificity is usually thought to be 
synonymous with large association constants. The word 
specificity is ambiguous unless qualified. 

STATIC SPECIFICITY This term applies to associating sys- 
tems at thermodynamic equilibrium. 

1. From one point of view the free enetgy of arsociation, 
as reflected in the binding constant, may be used to describe 
static specificity. The degree of specificity is then related to 
the dlferences in free energy for the associations of a given 
molecule with a series of different ligands. The absolute 
value of the free energy is not related to specificity. Very 
tight binding of a number of ligands does not constitute 
specificity. The latter term refers only to differences in bind- 
ing energy. For analytical tests or chromatographic separa- 
tions, for example, such considerations alone may be ade- 
quate. For other problems, however, the free energy of 
binding may be of secondary importance and, in fact, may 
not be a useful aspect of specificity at all. 

2. From this second point of view, the geometry of the 
complex is the important point. Here the energy is relevant 
only in that the binding constant must be such that the 
partners are brought together. The specificity is now con- 
sidered in relation to the detailed structures of the various 
associated pairs in a series of complexes. Discrimination can 
occur, even if all the binding constants are identical. The 
differences in geometry may show up in any of a number of 
physical or chemical properties of the complex, i.e., spectral 
perturbations, titration behavior, and so forth. 

KINETIC SPECIFICITY This adds to static specificity the 
consideration of the activation parameters of reacting sys- 
tems. 

I. In transient-state kinetics, specificity implies the exis- 
tence of multiple paths for a given reaction, with the princi- 
pal path governed by the properties of the reactants. There 
is an intimate correlation between geometry and reaction 
mechanism. Thus, the differences in the activation-free 
energies and the transition-state geometries are probably in- 

extricably intermingled (Jencks, 1966). A pertinent example 
is the folding of an extended peptide chain to produce an 
apparently unique functional protein. The kinetic path de- 
termines the useful structure and a local energy minimum. 
On an infinite time scale, this structure may or may not 
represent the lowest energy conformer demanded by ther- 
modynamics. 

2. In steady-state kinetics, the possibility of rate-limiting 
steps and pools of intermediates in quasi-equilibrium re- 
quires a mixture of all the above considerations. In studies 
of enzyme catalysis, the geometrical factors become par- 
ticularly clear when a slight shift in ligand structure changes 
a substrate to an inhibitor or when apparently related in- 
hibitors with similar inhibition constants can be shown to 
be bound at spatially separate sites. 

In the present paper, we focus on packing geometry and 
on the hydrogen bond as a specific type of dipole inter- 
action. The complexes of l~sozyme and ribonuclease with 
certain inhibitors are used as examples. 

Hydrogen-bonding groups in proteins 

The principal hydrogen bonds in proteins involve only 
oxygen and nitrogen atoms as donors, D, acceptors, A, or 
both. A hydrogen bond, D-H--A, is assumed to exist when 
the hydrogen-acceptor atom distance is significantly 
(> 0.2 A) less than the sum of the van der Waals' radii. For 
N-H---0 bonds, the N - 0  distance is usually less than 3.0 A. 
The D-H---A bond angle is frequently not 180 degrees and 
may differ from that value by as much as 30 degrees. The 
acceptor atom is attached to another group, R, and the 
angle D---A-R is found to be highly variable and not 
significantly correlated with the electron orbital structures 
proposed for the acceptor atoms. The hydrogen bond is 
clearly electrostatic in origin, but its directional character 
can be specified only within rather broad ranges. Donor and 
acceptor atoms are easily recognized, and the required pair- 
ing of such groups produces rather severe restrictions on 
protein structures, even though the individual bond ge- 
ometry is quite flexible. Bifurcated hydrogen bonds, in 
cases in which a single hydrogen atom is shared between 
two acceptor groups, are rare, but they do exist, and must 
be kept in mind when one is considering possible structures. 
Donohue discussed these points in a recent review (1968). 

The amino-acid residues that can form hydrogen bonds 
are indicated in Figure 1. A survey of this list shows a 
variety of possible types of behavior, but also some clear 
restrictions. The nitrogen of the tryptophan ring, A, can 
serve only as a hydrogen donor. The partner must be an 
acceptor atom, its position is closely defined with respect to 
the ring system, and this, in turn, is always found firmly 
fixed in the protein structure. Arginine, B, is also an obligate 
hydrogen donor, but with many possible acceptor sites. A 



particularly good cooperative bond might be made be- 
tween the guanidinium group and an ionized carboxyl 
group. A pair of hydrogen bonds would be formed with 
the coulomb energy of the ion pairs as a bonus. Other 
factors, however, seem to be more important in crystals of 
arginine salts (Mazumdar et al., 1966), and, although such 
bonds may be found in papain (Drenth et al., 1968), other 
proteins-for example, ribonuclease (Kartha et al., 1967; 
Wyckoff et al., 1967) and lysozyme (Blake et al., 1965)- 
appear to have none. The main chain, C, can serve as both 
donor and acceptor, but the chain geometry will normally 
be fixed, so the external acceptor and donor atoms will have 
fixed positions and cannot be interchanged. The terminal 
amide groups of asparagine and glutamhe, D, usually on 
the surface, may or may not be firmly fixed by the rest 
of the protein structure. Rotation about the terminal C-C 
bond may be sterically possible, and either a donor or ac- 
ceptor group at a given position could be accommodated. 
The aliphatic hydroxyl group of serine and threonine, E ,  can 
easily be either a donor or acceptor, with only the move- 
ment of a single proton. (The change is shown symbolically 

as rotation, although it could equally involve exchange with 
water molecules-a process that takes place rapidly with 
OH groups in aqueous solution [Hvidt and Nielsen, 19661.) 
The ionizable functional groups, F through I, show the same 
range of characteristics, but have, in addition, the variations 
implied by the conjugate acid and base forms. Oxygen and 
nitrogen atoms behave in a reciprocal manner. Protonation 
of an oxygen atom converts an obligate acceptor to a 
donor-acceptor group (D/A group). Protonation of a nitro- 
gen atom converts an acceptor or D/A group to an obligate 
donor. 

The particular properties of imidazole, I, should be noted. 
If, in the free base form, the single proton in either position 
1 or 3 of the ring is bonded to an obligate acceptor atom in 
some other fixed part of the protein structure, the remain- 
ing nitrogen atom can be protonated with no resulting 
structural change. If the free nitrogen is bonded to an 
obligate donor, however, the imidazole group is forced to 
stay in the conjugate base form, unless a substantial change 
in ring position is permitted in order to allow space for the 
added proton in the conjugate acid. As a minimum con- 
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formational change, rotation around Ca-CP or CP-Cr of 
the histidine residue would be required. 

Lysozyme-inhibitor complexes 

The elegant work of Phillips and his colleagues on the 
structure of lysozyme (Blake et al., 1965) and some ly- 
sozyme-saccharide complexes (Blake et al., 1967) provides 
specific examples of some of these points. The hen egg- 
white enzyme catalyzes the hydrolysis of polymers of N- 
acetylglucosamine (NAG) and appropriate copolymers con- 
taining this group, and N-acetylmuramic acid (NAM) as 
found in certain bacterial cell walls. The structure of a non- 
productive complex of the enzyme and the trisaccharide 
tri-NAG has been determined by X-ray diffraction tech- 
niques. A schematic diagram showing a single NAG residue 
and some of the surrounding parts of the enzyme is given in 
Figure 2. This C site makes the largest contribution to the 
association constant of the trisaccharide (Chipman et al., 
1967). The hexose is in the "chair" conformation with the 
6-hydroxyl group bonded to tryptophan 62 and the 3- 

FIGURE 2 Schematic diagram of part of the hexose binding 
site C in egg-white lysozyme. Parts of the main peptide 
chain are shown as heavy lines, with the residue numbers 
indicated. Two tryptophan residues of the enzyme and an 
N-acetylglucosamine residue of the inhibitor in the chair 
conformation are shown. The dashed lines are hydrogen 
bonds. This figure is adapted from Blake et al. (1967). 

hydroxyl group to tryptophan 63. The most interesting 
interaction is shown by the acetamido group of this NAG 
residue. The carbonyl function is bonded to the chain NH 
of residue 59, and the NH function is bonded to the chain 
carbon~l of residue 107. The obligate donor and acceptor 
character of the two main chain groups is fixed. The pep- 
tide unit is the only one that could be attached to the sugar 
and that would have the necessary geometry, dimensions, 
and H-bonding character. The methyl group of the acetyl 
function fits into a pocket in the protein. Bulky groups 
would be sterically excluded. 

Such an example is one of strict geometrical specificity. The 
effect is provided by a combination of the three clearly 
identifiable interactions-two hydrogen bonds and the 
packing requirements of the methyl group. The single 
amide carbonyl bond to NH 57 localizes the oxygen atom 
fairly well, but by itself would put little restriction on the 
more remote atoms of the NAG group. The addition of the 
NH bond to CO 107 markedly restricts the possibilities, but 
there might still be free rotation about an axis connecting 
the two oxygen atoms without violating the geometry of 
the H bonds. The final addition of the methyl-group pack- 
ing locks the group in three dimensions and closely defines 
the N-C2 bond direction. The combination of the three 
unit interactions of low specificity can thus produce a group 
interaction of high specificity. In general, many interactions 
will be involved in the ligand-enzyme complex as a whole. 
If a particular group is absent or is situated in a different posi- 
tion, the ligand might still interact with the enzyme in much 
the same way, but its binding constant, its orientation, or 
both might be affected. The difference in the binding of the 
stereoisomers a-NAG and 0-NAG is a good example of 
this effect (Blake et al., 1967). The acetamido side chain is in 
the same location in each case, but the sugar ring is oriented 
quite differently. 

From this binding study, Phillips deduced the binding of a 
hexasaccharide substrate and proposed a mechanism for the 
catalytic splitting of the chain, which has been validated by 
all subsequent chemical work on lysozyme up to the present. 
The substrate binding produces a strained conformation, the 
half-chair, in the appropriate sugar ring-the D residue in 
the hexasaccharide. The glycosidic oxygen is protonated by 
a neighboring carbox~l group. The transient carbonium ion 
is stabilized by a carbox~late function on the opposite side 
of the susceptible bond. After one product is replaced by a 
water molecule, the steps are reversed to complete the re- 
action. During all these binding and catalytic steps, no part 
of the resting enzyme has been obserqd to move, or need 
be assumed to move, more than an Angstrom unit. The 
catalysis is assumed to be intimately related to the strained 
conformation ofthe substrate induced by its association with 
the enzyme. This example is an excellent one of the princi- 
ple, suggested by Pauling (1946, 1948), that an enzyme 



should be designed to interact with the transition-state 
structure and not with either substrate or product. 

Structure ofribonuclease 

Bovine pancreatic ribonuclease is a hydrolytic enzyme with 
a single chain of 124 amino-acid residues. The sequence has 
been reported by Smyth et al. (1963). The three-dimensional 
structure of the native enzyme, ribonuclease-A, has been 
worked out by Kartha et al. (1967) ; that of the modified but 
catalytically active form, ribonuclease-S, by Wyckoff et al. 
(1967). The ribonuclease-S system is shown schematically in 
Figure 3. Cleavage of a peptide bond near residue 20 per- 
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FIGURE 3 Schematic diagram of the ribonuclease-S sys- 
tem. The irreversible cleavage of a single peptide bond is 
shown at the top, followed by the reversible dissociation of 
the product into S-protein and S-peptide. Appropriate de- 
natured forms of ribonuclease-A will interact with S-pro- 
tein to regenerate activity as a hybrid dimer (an example of 
in vitro complementation). (This Figure taken from 
Richards, 1964) 

mits separation of the enzyme into two parts, S-peptide 
(residues 1-20) and S-protein (residues 21-124). The two 
parts can be dissociated and recombined with concomitant 
loss and restoration of enzymic activity. 

A number of derivatives of S-peptide have been syn- 
thesized by K. Hofmann and E. Scoffone and their respec- 
tive colleagues (Hofmann et al., 1966; Scoffone et al., 1968). 
The ability of these derivatives to bind to S-protein and to 

regenerate catalytic activity has been tested. The substitu- 
tion of histidine 12 with the closely related analogues 
P(1-pyrazoly1)alanine or P(3-pyrazoly1)alanine completely 
eliminates enzymic activity (Hofmann and Bohn, 1966). 
The significance of histidine 12 for the activity of the 
enzyme is discussed below. The replacement of phen- 
ylalanine 8 by a tyrosine residue has little effect on the 
peptide-protein binding or on the activity of the complex 
(Marchiori et al., 1966). This observation is interesting in 
connection with general protein structure problems. 

A stereoscopic view of the positions of the a-carbon 
atoms of the peptide chain of ribonuclease-S is shown in 
Figure 4A. The numbered planes refer to sections in the 
electron-density map from which this model was derived 
(Wyckoff et al., 1970). The contents of part of sections 17 
through 24 can be seen in Figure 4B, in which the viewing 
direction is normal to the planes of Figure 4A. The rings of 
all three phenylalanyl residues can be seen in this diagram: 
46, 120, and 8 (8 is just below 120 but unnumbered). 
Histidine 12, threonine 45, and valine 43, which are im- 
portant in the active site of this enzyme, are also seen. One 
can get some impression of the complexity of the packing 
geometry from this diagram. The simplicity of regular 
structures, such as the a-helix or p-pleated sheets, which do 
occur in this protein, is lost in a welter of detailed inter- 
actions between side chains. Phenylalanine 46, for example, 
is seen to be completely surrounded. Residues at the top and 
bottom of the ring cavity (not shown) complete the en- 
closure and prevent any access from external solvent. 

Phenylalanine 8 is in a similar cavity, but one that is less 
tightly packed than that surrounding phen~lalanine 46. The 
implication of the finding of Marchiori et al. (1966) on the 
substitution of tyrosine for phenylalanine at position 8 is 
that the structure of this modified enzyme must be very 
similar to that of ribonuclease-S and that tyrosine 8 must fit 
into the same spot as phenylalanine 8 normally does. There 
is probably space to accommodate the extra OH group, but 
there are no accessible groups to satisfy the presumed H- 
bonding requirements of this phenolic OH. Possibilities of 
this kind increase the dificulty of developing reliable pack- 
ing rules. 

Wyckoff (1968) has considered the possible structure of 
pancreatic ribonuclease from the rat in the light of the 
known sequence (Beintema and Gruber, 1967) and the 
three-dimensional structure of the bovine enzyme. There 
are 41 differences in the sequences of the rat and bovine 
enzymes. 1f one assumes that the two enzymes have the 
same backbone conformation, one can examine each residue 
in turn to see if the changes are sterically permissible or 
reasonable. All the changes can be accommodated in the 
bovine structure. Beyond that there appears to be a signif- 
icant pairing of the charges. Residues that are spatially close 
frequently change by the simultaneous loss (or gain) of both 



FIGURE 4 Stereodiagrams of ribonuclease-S. A. Outline of or O or N or C where the assignment is uncertain. Residue 
peptide chain. Residue numbers areshownat the positions of numbers are given on a! and /3 carbon atoms. The view is 
the carbon-a! atoms. The horizontal planes are sections perpendicular to the sections shown in A and down from 
through the molecule corresponding to sections in the the top. Stereoviewers may be obtained from various sup- 
electron density map (reprinted from Figure 4A in Wyckoff pliers, for example: Abrams Instrument Company, Lansing, 
et al., 1969). B. Part of the volume between sections 17 and Michigan, model CF8; Wards Natural Science Establish- 
24. All nonhydrogen atoms are shown. The main chain ment, Inc., Rochester, New York, model 25 W 2951. 
bonds are black. N and 0 atoms are labeled. X refers to N 

a negative and a positive group. Thus, not only the net ylene group to  one residue is accompanied by the removal 
charge but the charge distribution remain remarkably of such a group from a neighboring residue. If, in fact, the 
constant. In the interior of the molecule, addition ofa meth- three-dimensional structures o f  the two enzymes are so 
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similar, these observations lead to the concept ofpaired iso- 
steric replacements. Whether this will be the exception or the 
rule remains to be seen. (See, for example, the comparison 
of lysozyme and a-lactalbumin discussed by Browne et al., 
1969.) 

Interaction ofribonuclease with nucleotides 

Pancreatic ribonuclease hydrolyzes single-strand RNA 
chains in a two-step process: (I) cleavage of the chain with 
the formation of a pyrimidine 2', 3' cyclic phosphodiester 
on one side of the bond cleaved and a free 5' OH group on 
the other side; and (2) hydrolysis of the cyclic diester end 
group to give the free 3' monophosphate ester. The enzyme 
is specific for pyrimidine bases on the 3' side of the bond 
that is cleaved, and the 2' OH of the ribose is an absolute 
requirement for activity. The crystallographic study of 
complexes of the enzyme with various nucleotides is now 
well under way (Allewell, 1969). At the moment, this sys- 
tem provides the only available detailed information close 
to the atomic level on the interaction of a protein and a 
nucleic-acid moiety. 

The free 3' pyrimidine nucleotides are strong competitive 
inhibitors of ribonuclease. Both uridine-3'-phosphate and 
cytidine-3'-phosphate appear to bind in almost precisely the 
same place on the enzyme. A schematic diagram is shown in 
Figure 5; a stereoscopic view, in Figure 6. Both uracil and 
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FIGURE 5 Schematic diagram of the interaction of A, 3'- 
uridylic acid and B, 3'-cytidylic acid with ribonuclease-S. 
Selected parts of the protein are shown. The hydrogen 
bonding flexibility provided by the aliphatic OH donor/ 
acceptor groups is shown, together with the fixed require- 
ments of the chain NH group (an example of partial specific- 
ity). The nature of the histidine 12 involvement is discussed 
in the text. 

cytosine have a carbonyl group in position 2. The chain 
NH group, an obligate donor, is seen to form a bond 
to the oxygen atom on C2. Positions 3 and 4 are either 
donors or acceptors, depending on whether the base is uracil 
or cytosine. The protein partners are of the D/A variety, 
both being aliphatic O H  groups. The binding site thus 
provides an example of partial geometrical specijicity. The 
N-H--0 bond to position 2 is nearly straight, but is not in 
the plane of the pyrimidine ring. In position 3, the bond to 
both uracyl and cytosine is not quite straight, although it is 
probably within acceptable limits. The angle can be im- 
proved by slight rotation of the side chain of threonine 45 
around the carbon a-carbon f l  bond. The bond to the NH2 
group in position 4 of cytosine is markedly nonlinear and 
probably is not acceptable for a bond of any strength. Sub- 
stantial motion of serine 123 would be required to straighten 
this bond. This residue is near the C-terminus of the mole- 
cule, in an area not well defined in the electron density map, 
so such motion is possible but not yet proved. This particu- 
lar interaction may not be of great importance, as the en- 
zyme lacking both valine 124 and serine 123 still has sub- 
stantial catalytic activity. (No consideration has been given 
here to other possible tautomeric forms of the bases.) 

Behind and somewhat below the plane of the pyrimidine 
ring is phen~lalanine 120, with the plane of its ring at an 
angle to that of the base. This packing arrangement is remi- 
niscent of the herringbone pattern commonly found in the 
crystal structures of aromatic ring compounds. (The analogy 
should not perhaps be pushed too far, for the pyrimidine 
can be reduced to the dihydro compound without marked 
change in its ability to interact with the enzyme.) In front 
of the ring is valine 43, which, with phenylalanine 120, 
forms a groove into which the pyrimidine ring appears to 
go (see also Figure 4B). Positions 5 and 6 on the base are ac- 
cessible to solvent and not in contact with the surface of the 
enzyme, according well with the fact that pyrimidines 
substituted in positions 5 or 6 still interact strongly with the 
enzyme. 

In Figures 5 and 6 the sugar residue is shown in the anti- 
conformation with respect to the base, as expected from the 
structures of the free nucleotides (Haschemeyer and Rich, 
1967). The hydrogen bond to N3 of histidine 12 is easily 
formed from the 2' OH of the sugar. N I  of histidine 12 is 
bonded to a backbone carbonyl oxygen atom. The geome- 
try of histidine 12 is thus fixed, and N3 can either extract a 
proton from, or donate one to, the 2' oxygen as required in 
the various steps of the catalytic mechanism. Note, how- 
ever, that, in the actual binding of the product 3'-CMP, the 
NMR data of ~ e a d o w s  et al. (1969) show that both histidine 
12 and histidine 119 are protonated at neutral pH. Thus the H 
bond to the 2' OH would not be formed, as shown in 
Figures 5 and 6. Recent interpretation of the X-ray elec- 
tron-density maps of this complex shows that both histidine 



FIGURE 6 Stereodiagrams of the biding of 3' CMP to direction for the pair below. B. Contents of the box shown 
ribonuclease-S. A. a-carbon atom chain (different view in A. The same coding scheme is used as in Figure 4, except 
from Figure 4A) with inscribed box and coordinate axes- that the 3' CMP molecule is stippled to distinguish it clearly 
Y, vertical; X, horizontal. The arrow shows the viewing from the protein. 

12 and histidine 119 appear to be hydrogen bonded to the 
phosphate group, and that the sugar hydroxyl group serves 
as the donor to the side-chain carbonyl oxygen of asparagine 
44. The oxygen of glutamine 11 may be involved in holding 
the attacking water molecule in the hydrolytic step of catal- 
ysis. 

At the present stage of the X-ray work, histidine 119 is 
not clearly defined, and is shown merely as being near the 
phosphate group in Figures 5 and 6. On the opposite side 
and a little above is lysine 41. Both of these nitrogen-con- 
taining groups are potentially near the phosphate group, 

but they are sufficiently flexible to allow considerable lati- 
tude in the exact geometry of their interaction. For the 
same reason, their role in the catalytic mechanism is difficult 
to spec$ in detail from purely steric considerations. Rota- 
tion about the Ca-CO bond puts the imidazole ring in a 
position in which a hydrogen bond can be established be- 
tween aspartic acid 121 and one N of the ring, and the other 
is close to the 5' oxygen of the leaving nucleotide in a di- 
nucleotide substrate. The X-ray evidence with ribonuclase- 
S for such a convenient position is unfortunately weak. 

Because of the shape and nature of the base binding site, 
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FIGURE 7 The purine nucleotides containing adenine and 
formycin, with the conformation indicated. They are shown 
in the same orientation as the pyrimidine nucleotides in 
Figure 5. The arrows represent possible hydrogen bonds to 
or from the protein groups shown in Figure 5. 

one might expect adenine-containing nucleotides to bind 
in the same way as pyrimidines. In Figure 7, it can be see: 
that, if so, the sugar residue would be moved about 3 A 
away from the position it has with pyrimidine nucleotides. 
No interaction with histidine 12 or lysine 41 would be pos- 
sible, and the relation to histidine 119 would be markedly 
changed. Purines do bind to the enzyme and act as inhibi- 
tors, but none have so far been found to bind in the pyrimi- 
dine site. Recent studies by W .  Carlson (unpublished) indi- 
cate that 3' AMP is bound above and to the left (cf. Figure 
6) of the pyrimidine site in ribonuclease-S, which would 
force histidine 119 out of the position in which it is shown in 
Figure 4B. The precise mode of binding has not yet been 
established, but it is assumed that this is also the site of bind- 
ing of the second nucleotide in a dinucleotide substrate. 

Polymers of the purine analogue formycin are excep- 
tional, as reported by Ward et al. (1969). Surprisingly, these 
polymers are very good substrates for ribonuclease. Ward 
and Reich (1968) have also shown that the nucleotides have 
the syn conformation. If so, the base can go into the binding 
site "backward," as shown in Figure 7. The fit is close to 
that of a pyrimidine, with the CJ1 atom of the sugar in 
almost exactly the same position in the two cases. The 
glycosidic bond direction is, however, distinctly different, 
and a change in the ribose conformation would be required 
to put the 2' OH close to histidine 12. There appears to be 
sufficient flexibility in the molecule for the accommodation 
of such a change. 

The observed geometry of the principal nucleotide bind- 
ing site in ribonuclease thus appears to fit the known re- 
quirement for a pyrimidine base rather nicely and to explain 
the lack of action on the normal purine nucleotides. If only 

the three-dimensional structure of the protein were known, 
however, and no information on the location of the active 
site were available, it seems most unlikely that one could 
have properly located the pyrimidine binding site. This 
dficulty is emphasized by present attempts to define the 
binding site for the second nucleotide on the other side of 
the susceptible bond in an RNA chain. In spite of the evi- 
dence of Carlson and Tsernoglou (unpublished) on the ap- 
proximate location of the purine site, the bonding details 
are not obvious on inspection of the model. The substrate 
specificity of this site is much less than that of the pyrimidine 
site, as almost any substituent in a pyrimidine-containing 
diester will be hydrolyzed. There are rate differences of 
more than three orders of magnitude, however, depending 
on whether the second ester position is represented by a 
methyl group or a purine nucleotide. Some interaction of 
this part of an oligonucleotide ligand must be ~ostulated. 
Direct crystallographic study of substrate binding is not 
possible, as the enzyme is catalytically active in the crystal 
lattice and ddusion limitation over distances of hundreds 
of microns is too severe (Doscher and Richards, 1963). 

The recent elegant studies of ~ardetsky and his colleagues 
on the NMR spectra of ribonuclease-A, ribonuclease-S, and 
some nucleotide complexes complement and extend the 
X-ray structure information. The work has been specifically 
directed to the four histidine residues: 12, 48, 105, and 119. 
Histidine 105 is a normal, freely accessible residue uncon- 
nected with enzymic action (Roberts et al., 1969b). Histidine 
48 is related to some conformational perturbations in the 
protein, but is not directly connected with activity. Histi- 
dine 12 and histidine 119, however, are markedly affected 
by the binding of nucleotides (Meadows et al., 1969). The 
structural conclusions made on the basis of these extensive 
NMR studies concerning the probable conformation and 
environment of the nucleotides are in gratifying agreement 
with the proposals put forward from the X-ray studies 
(Allewell, 1969). In addition, the direct involvement of 
histidine 119 has been much more definitely shown in the 
NMR work. 

The detailed mechanism of action of ribonuclease has 
been the subject of much speculation. The proposals, 
roughly in order, have been by Findlay et al. (1962), Witzel 
(1963), Wang (1968), Hammes (1968), and Usher (1969). 
The most recent entry is by Roberts et al. (1969b). These 
authors discuss briefly the earlier ideas and the recent work 
on phosphate ester hydrolysis, in particular that of West- 
heimer and his associates. The phosphate ester group goes 
through a pentacoordinate intermediate during the course 
of hydrolysis. This transition-state complex is represented 
by trigonal bipyrimid, on which entering or leaving groups 
must occupy the apical positions. In the "linear mecha- 
nism," the entering and leaving groups are both apical, and 
no difficulty arises. If the geometry requires a potential 



leaving group to be equatorial, a process of "pseudorota- Their summary diagram is shown in Figure 8, which out- 
tion" must take place to put it in an apical position. Both lines the hydrolysis of a dinucleotide. In the first, or de- 
the linear and pseudorotation mechanisms are possible and polymerization, step, the diagram implies a linear mecha- 
known in model systems. Roberts et al. (1969a) conclude nism when the attacking alkoxide formed from the ribose 
that, on the basis of present structural evidence (both X-ray 2' OH is opposite the leaving 5' O of the next nucleotide. 
and NMR) and the clear involvement of two histidine In the second, or hydrolytic, step, the diagram shows the in- 
residues, the linear mechanism is applicable in ribonuclease. coming water molecule opposite the leaving 2' O in the 

FIGURE 8 Possible mechanism for the catalytic action of 
ribonuclease. (Reprintedfrom Roberts et al., 1969a.) 



cyclic phosphate ring o f  the intermediate compound. This 
may  or  may not  be true. T h e  X-ray data are ambiguous. 
T h e  kinetic data of Usher (unpublished) o n  various nucleo- 
tide derivatives point t o  adjacent attack and the subsequent 
involvement o f  pseudorotation. 

In this example, there is n o  evidence for the production 
o f  an obviously strained substrate conformation. Indeed, the 
conformational flexibility o f  the substrate and at least parts 
o f  the enzyme make it difficult t o  establish a geometry- 
requiring strain. In this sense, the mechanism is quite differ- 
ent in  character f rom that proposed for lysozyme by  Blake 
et al. (1967). 

Summary 

At  close t o  atomic resolution, the structures o f  a rapidly 
increasing number of  rotei ins are becoming available from 
X-ray diffraction studies. Complexity in detail is still the 
order o f  the day. Generalizations, other than those assumed 
for many years, are so far elusive. Studies o f  stable complex- 
es of  these proteins with small ligands are generally possible. 
Detailed postulates o f  enzymic mechanisms can be devel- 
oped. T h e  origin o f  specificity, both strict and partial, begins 
t o  appear. Although the over-all binding energy for the 
interaction o f  a ligand and a protein may frequently be non- 
polar association caused by  the properties of water, the 
specificity will be provided by  steric repulsion and by  a 
combination o f  directional polar interactions, such as hydro- 
gen bonds. These latter interactions, in  effect, make incor- 
rect associations less favorable energetically, rather than 
correct associations more favorable. 

A binding site o n  ribonuclease has been identified, and 
the reasons for its specificity seem clear. Through  adjustable 
interactions, the site can handle uracil o r  cytosine nucleo- 
tides equally well, but  it discriminates against adenine- and 
guanine-containing nucleotides. These purine compounds 
bind at a different location o n  the enzyme. T h e  appetite is 
whetted for details o f  the much  more  involved interaction 
sites that must exist in  the enzymes concerned with the 
synthesis and functional control o f  proteins and nucleic 
acids, and the even more  remote possibility o f  explaining 
specificity in cellular adhesion. 
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80 Assembly of Ribosomes 

M A S A Y A S U  N O M U R A  

EVERY INVESTIGATOR in biological science knows that the 
living cell is not merely a random mixture of many mole- 
cules dissolved in certain media and surrounded by a 
membrane, but that it has a highly developed organization. 
The cell has many different kinds of subcellular structures, 
called organelles, and many of the major cellular functions 
are carried out by such organelles in a highly efficient, 
orderly, and regulated way. For example, cellular energy 
production is carried out by the mitochondria; and the 
translation of genetic information, i.e., protein synthesis, 
by the ribosomes. In addition, the cytoplasmic membrane 
itself is an organized structure with which several important 
functions are associated. In order to study the mechanism of 
cellular functions, one must first understand the structure of 
its organelles. The complexity of the structures has provided 
a great challenge to biochemical investigators. In this 
article, our recent work on one such organelle, the ribo- 
some, is summarized. Specifically, we describe how we are 
approaching the two major problems encountered in such 
studies: first, elucidation of the structure of the organelle 
and its relationship to function and, second, the mechanism 
of assembly of the completed structure from its component 
molecules. 

Gross structure and function of the ribosome 

The gross structure of the E. coli ribosome is shown in 
Figure 1. There are two subunits of unequal size, the 50s 
and 30s subunits (S = Svedberg unit X 1013). These two 
particles join under suitable conditions to make a 70s 
particle, which is the functioning unit in protein synthesis. 
As described by B. Davis in this volume, one of the major 
functions of the 30s ribosomal subunit is its role in polypep- 
tide-chain initiation. By itself, the 30s subunit is able to 
bind a special tRNA (formylmethionyl ~ R N A F  or fMet- 
~RNAF) in response to a messenger RNA (mRNA) con- 
taining an initiator codon and, in the presence of several 
protein factors (initiation factors), the initiator codon (the 
trinucleotides AUG and GUG) signals the ribosome where 
to begin translation of the mRNA. A second function of the 
30s subunit is to bind other aminoacyl tRNAs in response 
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to mRNA; this function requires the participation of the 
50s subunit. The 50s subunit also catalyzes the formation of 
the actual peptide bond. It has been shown that the "en- 
zyme" responsible for this activity, peptidyl transferase, is 
an integral part of the 50s subunit. There are several other 
reactions catalyzed by the ribosome, including translocation 
and chain termination; these are also discussed by B. Davis 
elsewhere in this volume. In our routine assays, we analyze 
the over-all activity of the 30s subunit by measuring the 
rate of polypeptide synthesis directed by either synthetic or 
natural mRNA in the presence of the 50s subunit. Con- 
versely, the over-all activity of the 50s subunit can be 
determined by measuring the rate of polypeptide synthesis 
in the presence of the 30s subunit. There are several other 
functional assays available to us. For example, the binding 
of tRNA directed by various mRNAs can be used to assay a 
more specific functional capability of the 30s ribosome 
preparation. 

From what we know about the function of the ribosome, 
we can draw the following picture: the two ribosomal sub- 
units, either independently or together, bind many com- 
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FIGURE 1 Gross structure of E. coli ribosomes. 



ponents-mRNA, various aminoacyl tRNAs, several non- 
ribosomal protein factors-and somehow assure the proper 
interaction of all these components for the efficient and ac- 
curate synthesis of proteins. The fine details of this picture 
must still be filled in, and it is clear that this requires an 
equally detailed description of ribosomal structure. Our 
knowledge of this subject is still quite elementary (Figure I). 
We know that each ribosomal subunit consists of about 
two-thirds RNA and one-third protein (TissiPres and Wat- 
son, 1958). The 30s subunit contains one 16s RNA mole- 
cule and about 20 different proteins (Kurland, 1960; Traut 
et al., 1967; Hardy et al., 1969); the 50s subunit contains 
one 23s RNA molecule, one 5s  RNA molecule, and about 
30 or more different proteins (Kurland, 1960; Brownlee et 
al., 1967; Kurland, personal communication). The proteins 
contained in the 30s subunit have been separated and 
purified. Analysis of their amino-acid compositions, pep- 
tide fragments after trypsin digestion, and molecular 
weights has convincingly shown that these proteins are 
chemically different from one another. (Traut et al., 1967; 
Craven et al., 1969; Fogel and Sypherd, 1968; Kaltschmidt 
et al., 1967). One problem that has emerged in these 
studies is concerned with identification of all the separated 
proteins from a given ribosome preparation as genuine ribo- 
somal components rather than tightly bound contaminants. 
The problem can perhaps be solved only by the demonstra- 
tion of a functional requirement for each of these protein 
components. 

Complete separation and chemical characterization of the 
50s ribosomal proteins have not yet been achieved. 

Approaches to study the structure and 
function ofthe ribosome 

The complex structure of the ribosome must reflect the 
highly organized and sophisticated functions it carries out in 
protein synthesis. Our problem is h.ow to study this com- 
plicated structure and to find its relation to the function of 
the ribosome. In analogy to studies on the relationship be- 
tween structure and function of enzyme molecules, effects 
of specific chemical modification on ribosome activity have 

been studied in the past. However, identification of the 
modified components responsible for the inactivation was 
difficult. Similarly, studies on mutants with altered ribo- 
somal functions gave only limited, although useful, infor- 
mation on the structure-function relationship; the major 
limitation to this approach was again the difficulty en- 
countered in identifying the altered ribosomal components. 
Clearly, then, the primary limitation in all these studies has 
been the lack of an assay for the function of each of the 
ribosomal components. 

One obvious way to assay the functional role of a com- 
ponent is to dissociate the ribosome into its molecular 
constituents, separate these, and then reconstitute the ribo- 
somal particles from the fractionated components to see if a 
given component is required for the reconstitution of the 
active ribosome.We have attempted and succeeded in this 
approach, although to date we have been able to recon- 
stitute only the 30s ribosome (Traub and Nomura, 1968a). 

Reconstitution of30S ribosomal subunitsfrom 
RNA and proteins 

The standard method of reconstitution that we have 
worked out is described in Figure 2. The components of the 
system are purified 16s RNA and a mixture of ribosomal 
proteins obtained from purified 30s ribosomes; the neces- 
sary conditions include appropriate salt concentration, pH, 
and incubation temperature (Traub and Nomura, 1969). No 
other components are required. The reconstituted 30s 
ribosomes have been shown to be identical to the original 
intact 30s ribosomes with respect to sedimentation proper- 
ties, protein composition (Figure 3), and the several func- 
tional abilities examined (Traub and Nomura, 1968a). Thus, 
at least in this in vitro system, the remarkably complex 30s 
ribosomal structure can be spontaneously self-assembled. 
One can conclude that all the information needed for cor- 
rect assembly is contained in the structure of its molecular 
components and not in some other nonribosomal factors. 

With this reconstitution system available, one can now 
perform unambiguous identification and functional analysis 
of all the essential components of the 30s subunit. We have 

30s + 16s RNA 
bentonite, du~onol, phenol 

30s + 30s ribosomal proteins 
4M urea, 2M LiCl 

16s RNA + 30s ribosomal proteins (PI + Pz + - - - + P20 (?)) 

30s ribosomal particles 
recovered by centrifugation 

phosphate buffer (pH 7.8, 5 X 10-3M) 
MgClz (2 x 10-2M), KC1 (0.3 M) 
P-mercaptoethanol(6 x 10-3M) 
40' C, 20 min. 

FIGURE 2 The standard procedure for reconstitution of30S ribosomal subunits. 



separated and purified each of the proteins contained in the 
30s subunit. Altogether, we have isolated 19 major com- 
ponents as pure proteins (Nomura et al., 1969). After 
having obtained these components, we asked whether the 
19 proteins comprise all the essential 30s ribosomal pro- 
teins. To answer this question, we performed the recon- 
stitution, using the 19 purified proteins together with 16s 
RNA, and compared the degree of reconstitution with that 
obtained by using unfractionated proteins. We found that 
the efficiency of the reconstitution was only about half of 
that obtained with the unfractionated proteins (Nomura et 
al., 1969). It is possible that some essential components are 
lost during the fractionation. Nonetheless, the fact that re- 
constitution could be achieved with even this efficiency 
encouraged us to begin investigating the functional roles 
of these separated protein components. 

FIGURE 3 Polyacrylamide gel electrophoresis of the pro- 
teins of the original 30s particles, A, and the reconstituted 
30s particles, B. Some bands represent more than one pro- 
tein, and altogether about 20 proteins are found in the 30s 
particle. (From Traub and Nomura, 1968a.) 

Mutationally altered ribosomes 

The first protein we studied in detail is the one responsible 
for sensitivity or resistance to the antibiotic streptomycin 
(Sm). It is known that Sm inhibits bacterial growth by in- 
hibiting protein synthesis (for reviews on Sm actions, see 
Jacoby and Gorini, 1967; Weisblum and Davies, 1968). 
Two major effects of Sm have been observed in vitro in 
systems that synthesize protein: (1) Sm inhibits protein 
synthesis directed by natural mRNA, such as RNA from 
phage f2 and, to a lesser extent, that directed by certain 
synthetic mRNAs, such as poly-U (polyphenylalanine 
synthesis); (2) Sm causes misreading of synthetic mRNA. 
For example, poly-U normally stimulates the incorporation 
of phenylalanine into polypeptides, leading to formation of 
polyphenylalanine. In the presence of Sm, this "normal" 
incorporation is partially inhibited and, instead, poly-U 
stimulates the incorporation of leucine, isoleucine, tyrosine, 
and serine into polypeptide products. This latter observa- 
tion is presumably related to the fact that Sm can suppress 
amino-acid requirements phenotypically in certain mutants 
of E. coli. 

It is known that both in vitro effects of Sm are abolished 
or greatly reduced in cell-free systems when 30s ribosomes - .  
from Sm-resistant strains are used. Therefore, the site of 
action of Sm is the 30s ribosomal subunit. It has been 
postulated that Sm interacts with the ribosome to cause a 
distortion of its structure, which results in frequent viola- 
tion of the codon-anticodon rule, leading to the observed 
misreading of mRNA in vitro and the suppression of 
mutational eflects in vivo. It is clear that the component 
altered by the Sm-resistance mutation is important in the 
ribosome functions of protein synthesis and in controlling 
accuracy of translation of the genetic message. Using the 
reconstitution technique, we have identified this protein. 

We first showed that the component altered by the 
mutation is in the protein fraction of the 30s subunit and is 
not the 16s RNA (Traub and Nomura, 1968b). The 30s 
particles reconstituted with the use of the protein from a 
resistant mutant and RNA from a sensitive strain were 
resistant to streptomycin in a cell-free, protein-synthesizing 
system, whereas the reverse combination produced 30s 
particles sensitive to streptomycin. We then purified 30s 
ribosomal proteins from both streptomycin-sensitive and 
streptomycin-resistant bacteria, and systematically sub- 
stituted single proteins from a resistant strain into a mixture 
of proteins from a sensitive strain. We then assayed these 
various reconstituted ribosomes for their in vitro response 
to streptomycin (Table I). In this way, we have shown that 
the origin of a single protein (P10) determines the sensitivity 
of the entire 30s ribosomal particle to the inhibitory action 
of streptomycin, its sensitivity to streptomycin-induced 
misreading, and its ability to bind the antibiotic (Ozaki et 
al., 1969). 



TABLE I 
Identijcation of  PlO as the Protein Altered by the Mutation to Streptomycin (Sm)  Resistance 

Origin of Proteins Inhibition by Sm of Relative Degree Binding of 
Used for Protein Synthesis of Misreading Ha-DHSm 

ReconstitutiO~ Directed by Phage f2 RNA of Poly-U (Relative 
Pi-p10 PI0 (%I Message (%) Values) 

S S 74 (100) 
s r 10 8 5 

(100) 

r r 3 
r s 78 

Control 30s (s) 69 
Control 30s (r) 10 

s, derived from Sm-sensitive cells; r, derived fromsm-resistant cells. 
2Pi-P10, a mixture of 30s ribosomal proteins other than P10. H3-DHS~,  H3-labeled dihydrostreptomycin. 
This is a summary of experimental data published by Ozaki et al. (1969). 

We then studied particles that do not contain this pro- 
tein. In the absence of P10, 16s RNA and other 30s ribo- 
somal proteins can still assemble into a particle sedimentiq 
at 30s. The P10-deficient particles thus produced were 
found to have several interesting properties. Under the con- 
ditions used for the assays, the P10-deficient particles had a 
high activity when a synthetic messenger RNA, poly-U, 
was used as a template, but their activity was very weak 
when directed by RNA from a natural source. It is known 
that a special initiation mechanism is required for in vitro 
polypeptide synthesis directed by natural mRNA (see the 
article by Davis in this volume). In fact, it was shown that 
PIO-deficient particles are very weakly active in this initia- 
tion function (Ozaki et al., 1969). 

Another unique feature of the P10-deficient particles is 
related to the misreading of poly-U induced by Sm. A 
drastic decrease in Sm-induced misreading relative to the 
normal reading of poly-U was observed with these par- 
ticles. As is described below, PI0 is the only protein, out of 
19 proteins examined, which showed such a decrease. Sur- 
prisingly, the frequency of error in translation with P10- 
deficient particles was very much reduced, not only in the 
presence of streptomycin, but also in the presence of other 
antibiotics, ethyl alcohol, or high concentrations of Mg++, 
all of which are known to induce translational errors. In 
fact, these 30s ribosomal particles that are deficient in PI0 
are able to read synthetic mRNA more accurately than can 
30s ribosomal particles containing that protein, even in the 
absence of error-inducing agents. These observations suggest 
that the PI0 protein has a unique function that influences 
error frequency in the information-transfer process. 

The success of this study indicates the usefulness of such 
an approach. The isolation of mutants with altered ribo- 
somes should provide considerable insight into the relation- 
ship between structure and function. 

Functional analysis of 30s ribosomal proteins 

We have performed functional analyses similar to those 
used with PI0 on the remaining proteins (Nomura et al., 
1969). The basic approach is to perform the reconstitution, 
omitting one protein, and then to ask whether physically 
intact 30s particles are formed and, if so, whether they are 
active in several available functional assays. We determined 
physical intactness of the particles by analyzing their sedi- 
mentation behavior by sucrose gradient sedimentation 
analysis. The proteindeficient particles were then examined 
for their activities in several known 30s functions. The fol- 
lowing assays were routinely performed: (I) incorporation 
of phenylalanine into proteins directed by poly-U; (2) Sm- 
induced misreading of poly-U; (3) phenylalanyl tRNA 
binding directed by poly-U; and (4) binding of the initiator 
tRNA, formylmethionyl tRNA, directed by the triplet 
AUG. From such analyses we have obtained considerable 
information; Table I1 summarizes the effects of the omis- 
sion of each of the 19 proteins on the gross physical assembly 
and the functional capability of the particles. In the Table, a 
given protein is indicated as being required for function 
when significant reduction of activity is observed in any of 
the assays used. 

The results of sedimentation analysis of the proteinde- 
ficient reconstituted particles have allowed division of the 
proteins into two groups. One comprises proteins which 
apparently are not essential for the self-assembly reaction in 
vitro, and the other includes proteins (P4a, P4b, P5, P8, and 
P9) which are essential for the formation of particles with a 
sedimentation coefficient of 30s. Particles formed by the 
omission of one of these latter proteins either moved with a 
sedimentation coefficient of 20s to 25S, rather than 30S, or 
sedimented as a heterogeneous mixture of variously sized 
particles. In these cases, it appears that the particles formed 



are also deficient in several other proteins, even though 
these were present in the reconstitution mixture. Thus, the 
presence of some proteins is essential for the binding of 
other proteins, which suggests that the assembly process is 
cooperative. 

Although detailed analyses of the proteindeficient recon- 
stituted particles are still under way, the results obtained so 
far have allowed us to draw several conclusions. 

1. Most of the proteins, except PI and P3a, are clearly re- 
quired for the intact functional activity of the ribosome. 
Omission of any of these proteins caused decreases in some 
or all of the functional activities assayed. Thus, these 17 

TABLE I I 
Nomenclatures of30S Ribosomal Proteins and Tentative 

Conclusion on Functional Requirements 

~ ~ ~ l ~ ~ $ ~  Requirement for 
Our Code Code Assembly Function Note 

f + Spc sensitivity 
+ (++) 
+ (++I 
+ (+ +) K character 
f ++ 
k + + Fidelity of 

translation 
+ (++I  
+ 
- 

(+ +) ++ Str sensitivity; 
ambiguity of 
translation 

- + * ++ 
- + 
f ++ 
- + 
- + 
- (5) 
- (f) 

Symbols for assembly requirement: +, omission of the protein 
produces particles sedimenting at 20-25s; k, omission of the pro- 
tein produces a 27-28s particle: -, the protein is not required for 
formation of the 30s particle. 

Symbols for functional requirement: (++), strong requirement 
presumably because of requirement in the assembly reaction; ++, 
strong requirement ; +, partial requirement; - , no requirement 
demonstrated; (+), weak effect on the initiation reaction. 

For details, see the text. 

proteins are not irrelevant contaminating proteins and, in 
all likelihood, must represent genuine ribosomal com- 
ponents. On the other hand, we have not yet reached any 
definite conclusion with respect to PI and P3a. They might 
be not genuine ribosomal proteins, but merely proteins 
tightly bound to the 30s ribosomal particles. Alternatively, 
it is possible that they are ribosomal proteins the functions 
of which cannot be detected by the activity assays we have 
used. 

2. Proteins P4a, P4b, P5, P8, and P9, which are essential 
for physical assembly, were also shown to be essential in al- 
most all the functional assays employed. Particles lacking 
anyone of these proteins are devoid of function. Therefore, 
"intact" physical assembly is apparently prerequisite to the 
appearance of 30s ribosomal functions. 

3. Some other proteins, which apparently are not re- 
quired for assembly, were also shown to be required for 
some or most of the ribosomal functions. Conversely, any 
of several known 30s ribosomal functions studied were 
shown to be affected by omission of any of a number of 
proteins. Many of the 30s ribosomal functions seem to 
require the presence of more than one protein component, 
so one can say that the 30s ribosomal proteins function 
cooperatively. 

4. Two proteins, PI0 and P7, were found to be of special 
interest with respect to translational fidelity. As mentioned 
above, PI0 is the protein altered, as a result of mutation, to 
streptomycin resistance, and the Plodeficient particles 
showed a great decrease in the extent of translational errors 
induced by various agents. On the other hand, the particles 
reconstituted in the absence of P7 showed a dramatic in- 
crease in a misreading of the poly-U message. Again, out of 
19 proteins examined, P7 is the only protein that showed 
such a marked increase in misreading. Thus, these two 
proteins apparently act in opposite ways; the presence of 
PI0 decreases fidelity and that of P7 increases fidelity. 
Mutational alterations in these proteins may confer various 
additional specificities in the function of these proteins in 
translational fidelity. It is conceivable, therefore, that a 
sophisticated and subtle control of translational fidelity is 
effected genetically, as well as physiologically, by these two 
proteins. 

Functional analysis of1 6s ribosomal RNA 

The functional role of ribosomal RNA has long been a 
mystery. The availability of the 30s reconstitution system 
now permits us to investigate this problem. 

First, we have found that RNA must be present for the 
assembly reaction to occur. In the absence of 16s RNA, no 
soluble particles resembling the ribosome are formed. Thus, 
the situation is quite different from the assembly of the 
TMV particle, in which case particles resembling mature 



virus are formed from protein subunits even in the absence 
of viral RNA. Moreover, 16s RNA from yeast or 18s ribo- 
somal RNA from rat liver cannot replace E. coli 16s RNA to 
make particles sedimenting at 30s. Only very heterogeneous 
nonspecific aggregates or insoluble particles are formed 
under these circumstances (Traub and Nomura, 1968a). The 
presence of some specific RNA is, therefore, essential for as- 
sembling ribosomal proteins into a particle sedimenting at 
30s. Specifically, then, the base sequence of the RNA 
should be an important factor. To  test this, we initiated a 
series of experiments in which we performed reconstitu- 
tions, using 16s RNA from one species of bacteria and 30s 
ribosomal proteins from a distantly related species (Nomura 
et al., 1968). We found, in fact, that such "artificial" ribo- 
somes are, in many cases, as active as the respective homolo- 
gous RNA and protein combinations. Although 16s RNAs 
from these different bacterial species have some portions of 
their base sequence in common, a large part of this sequence 
is different. We conclude that, although there is definitely a 
specificity requirement of the RNA, such a requirement is 
not absolute. It appears that only certain small regions of 
16s RNA are directly involved in the specific interaction 
with the ribosomal protein. Identification of such regions 
and the nature of the interactions are the principal goals in 
the study of ribosomal assembly. 

As mentioned above, chemical modification is one ap- 
proach to the question of the relationship between the 
structure and function. With the reconstitution technique 
available, it is now possible to identify the altered com- 
ponents in the inactive ribosomes treated with various 
specific reagents. It is also possible to modify separated com- 
ponents individually, and then to examine their functional 
alterations in the reconstituted ribosomes. Using such an 
approach, we have studied nitrous acid modification of 
RNA and of ribosomes. We have found that amino groups 
in the bases of 16s RNA are important but are probably 
primarily required for the assembly reaction (Nomura et al., 
1968). In conclusion, the only positively identified function 
of 16s RNA to date is its role in the assembly of the ribo- 
somal particle. The question of whether ribosomal RNA is 
directly involved in any of the known ribosomal functions 
must await further studies. 

Assembly oj'30S ribosomes studied in vitro 

The 30s ribosome reconstitution system has been used to 
study the mechanism of the self-assembly reaction (Traub 
and Nomura, 1969). After we had defined the optimum 
conditions for reconstitution with respect to ionic strength, 
Mg++ concentration, pH, and temperature, we studied the 
kinetics of reconstitution at different temperatures. Two 
major conclusions were obtained: (1) the reaction is first 

order with respect to formation of active 30s ribosomes, 
and (2) the rate of reaction is strongly dependent on the 
temperature of incubation and has an Arrhenius activation 
energy of 38 Kcal/mole. The first conclusion was obtained 
by our following the time course of the reaction and 
examining the effect of dilution of the incubation mixture 
on the kinetics of the reaction. Thus, although the over-all 
assembly reaction involves as many as 20 reactants, the rate- 
limiting reaction appears to be unimolecular. 

The rate-limiting step in the assembly process could occur 
at any time before the formation of functionally active 30s 
ribosomes, i.e., only after none or some proteins are bound 
to the RNA, or after all are bound. In any case, our observa- 
tions would have been the same. Although we have not yet 
rigorously identified the intermediate undergoing the uni- 
molecular structural rearrangement reaction, we have ob- 
tained evidence that the intermediate particle is a ribonu- 
cleoprotein particle deficient in certain proteins. As men- 
tioned above, the assembly reaction is extremely slow at 
low temperatures. We have found that, under such con- 
ditions, a particle that has some, but not all, of the proteins 
accumulates. We were able to isolate such a particle, acti- 
vate it by warming the solution, and observe the relatively 
instantaneous binding of the rest of the proteins, with 
consequent formation of a completed ribosome. In this 
way, we could elucidate the general nature of the "path- 
way" of the self-assembly reaction: rapid binding of some 
of the proteins to the RNA, a slow structural rearrangement 
of this intermediate with the use of thermal energy, then 
rapid binding of the rest of the proteins. 

We have already seen that the presence of one of a few 
proteins (P4a, P4b, P5, P8, and P9) is essential for some other 
proteins to bind. Systematic studies with separated proteins 
should soon reveal more details of the pathway of the self- 
assembly reaction, and may even give some insight into the 
nature of the geometrical relationship of the different 
molecular components. 

Assembly ofribosomes in vivo 

After obtaining all this information on assembly in vitro, 
one must ask the obvious question: Are these same princi- 
ples operating in the living cell? The problem of ribosome 
biosynthesis in vivo was being studied long before in vitro 
assembly was even seriously considered. Intricate experi- 
ments were performed in which short pulses of radioactive 
RNA precursor compounds were administered to growing 
bacterial cells, and their flow into mature ribosomes was 
followed (McCarthy et al., 1962; Mangiarotti et al., 1968; 
Osawa, 1968). In this way, several classes of precursor 
particles were postulated, but their characterization was 
difficult in most cases. It is clear that such an approach has 



obvious limitations in providing the detailed mechanism of 
in vivo ribosome assembly. Another approach to this prob- 
lem is to isolate mutants defective in the assembly of ribo- 
somes and to identify the nature of the defects and the genes 
responsible for them. In analogy to mutants defective in 
biosynthetic pathways of small molecular weight meta- 
bolities, some of these mutants may accumulate intermedi- 
ate particles in ribosome assembly. In fact, several bacterial 
mutants have been isolated previously which show an 
accumulation of some 50s "precursor" particles (Lewan- 
dowski and Brownstein, 1966; MacDonald et al., 1967), but 
the block in the biosynthetic pathway was not complete, 
and conditions for "precursor" accumulation were not de- 
fined. Moreover, no systematic method to isolate these 
ribosome-assembly, defective mutants has been available. 

In order to confirm our in vitro results, we decided to use 
a genetic approach. As mentioned before, in our detailed 
study of the in vitro assembly reaction, we observed the 
remarkable dependence of the rate of reaction on tempera- 
ture. The conversion of the inactive intermediate particle to 
an active configuration, described above, is almost infinitely 
slow at 10" C or below, resulting in the accumulation of 
these particles. Thus, the assembly reaction is inherently 
easier at higher temperatures in this in vitro system. If the 
biosynthesis of ribosomes in vivo also involves essentially 
the same principle, then many mutational defects, either in 
ribosomal structural components or in extra-ribosomal 
components affecting the assembly process, should manifest 
themselves more clearly at lower temperatures. Such as- 
sembly-defective mutants should be viable at high tempera- 
tures, but unviable at lower temperatures; that is, they could 
be isolated as cold-sensitive mutants. This reasoning proved 
to be correct. We have isolated a large number of cold- 
sensitive mutants of E. coli, a significant fraction of which 
appear to be defective in ribosome assembly (Guthrie et al., 
1969). We have already identified three distinct classes of 
particles, from three different mutants, which accumulate in 
cells grown at 20" C (Table 111). Two of these particles ap- 

pear to be 50s precursors, and the third is a 30s precursor. 
We have done some preliminary studies on the characteri- 
zation of these particles, as well as on their formation and 
fate under various conditions both in vivo and in vitro. In 
addition, we are currently isolating many more mutants and 
are performing genetic analysis of the various mutants in 
the hope of obtaining much-needed information on the 
genetic organization and control of the ribosome and 
ribosomal assembly. 

Summary 

Several years ago, our knowledge of ribosome structure and 
its relation to function was meager. The success of the recon- 
stitution of 30s ribosomes from their molecular components 
has provided the means to attack these problems. Coupled 
with biochemical and genetic techniques, the reconstitution 
technique has now started to produce much information on 
the structure, function, and assembly of the 30s ribosome. 
This situatioil makes us optimistic that even more complex 
cellular structures, including nerve-membrane structures, 
will some day also be understood on a truly molecular level. 
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81 Recent Advances in 

Understanding Ribosomal Action 

B E R N A R D  D. D A V I S  

THREE YEARS AGO in Boulder Rich (1967) reviewed the state each of  which the growing polypeptide chain is covalently 
of our knowledge of protein synthesis. It was certain by attached to  a transfer R N A  (tRNA) molecule, which in 
then that a linear messenger R N A  (mRNA) molecule is turn is noncovalently held on  the ribosome. There were 
simultaneously translated by a number of  ribosomes, on also good grounds for inferring that the elongation of the 

polypeptide involves its shuttling back and forth between 
two  sites, as described below. Finally, the analysis of the 

B E R N A R D D. D A V  I s Bacterial Physiology Unit, Harvard genetic code, by the groups of  ~ i r e n b e r ~ ,  ~ c h o a ,  Brenner, 
Medical SC~OOI, Boston, Massachusetts and Khorana, revealed that the ribosome moving along the 



mRNA reads its sequence of nucleotides in units of three: 
each such trinucleotide codon pairs with the comple- 
mentary trinucleotide anticodon of a particular aminoacyl- 
tRNA (aa-tRNA) and thus specifies the addition of a 
particular amino acid. 

Further work has provided strong support for the two- 
site shuttle mechanism. The studies have employed two of 
the classic approaches of biochemistry: fractionation of the 
system, and the use of compounds (in this case, mostly 
antibiotics) that inhibit the process at various stages. The 
coherence of the results obtained has generated considerable 
confidence in this model (but does not exclude the pos- 
sibility, for which there is suggestive evidence, of one or 
more additional sites for prealigning aa-tRNAs). In the 
two-site model, the process of adding an amino acid to the 
nascent chain can be described in terms of a cycle of three 
steps (Figure 1). In the first, or recognition, step, the entering 

moved from the A to the P site; in this major shift, the 
donor tRNA is displaced from the P site, the A site is freed, 
and the movement of the mRNA brings the next codon up 
to that site. 

Summary ofrecent advances 

In addition to verifying the two-site model, work of the 
past three years has also revealed a number of significant 
new features of ribosome structure and function, which I 
now review briefly. Most of this work is documented in a 
recent Cold Spring Harbor Symposium (Cairns, 1969) and 
has been reviewed in more detail by Lipmann (1969) and by 
Lengyel and So11 (1969). 

DIRECTION OF TRANSCRIPTION, TRANSLATION, AND 

MRNA DEGRADATION It has been known for some time 

Recognition - 

Translocation - 
( - t R N A )  

transfer pepridyl 1 

FIGURE 1 The two-site model for protein synthesis on the ribosome. 

aa-tRNA is bound to the "A" (aminoacyl) site of the 
ribosome, while the polypeptidyl-tRNA is held in the "P" 
(polypeptidyl) site. In the next step, pepidyl  transfer, the 
polypeptide is shifted from its tRNA to the amino group 
of the amino acid on the adjacent tRNA, thus becoming 
one residue longer. The cycle is completed by the trans- 
location reaction, in which the peptidyl-tRNA, still com- 
plexed with its complementary codon in the mRNA, is 

that the synthesis of mRNA (transcription) and its transla- 
tion both proceed in the 5' -t 3' direction. In bacteria, in 
which mRNA turnover is rapid, Morikawa and Imamoto 
(1969) and Morse et al. (1969) have recently shown that 
mRNA degradation takes place in the same direction. 
Moreover, further evidence indicates that while the head 
end of a growing mRNA molecule is being transcribed on 
the DNA the tail end is simultaneously being destroyed, 



and in between as many as 100 or more ribosomes are 
closely packed on the mRNA and evidently protect it from 
destruction (Figure 2). In this respect, protein synthesis in 
bacteria differs from that in eukaryotic cells, in which most 
mRNA clearly cannot remain attached to the nuclear DNA 
because it is translated in the cytoplasm. 

FIGURE 2 Schematic view of the simultaneous formation, 
translation, and degradation, in the same direction, of the 
mRNA chain. E: Enzyme (RNA polymerase) transcribing 
DNA. 

PROTEIN COMPOSITION OF RIBOSOMES It is now gener- 
ally agreed that the 30s ribosomal subunit contains 19 or 20 
different protein molecules; the 50s subunit, about 30. 
Moreover, no protein is represented more than once; hence 
the entire surface of the ribosome is highly differentiated. 
Surprisingly, some ribosomal proteins have been found in 
fractional amounts (Kurland et al., 1969; Traut and Delius, 
1969), but the significance of this observation is not clear: 
it may mean either that the ribosomes of a cell are hetero- 
geneous in their protein composition, or that the process of 
purification may have partly removed certain proteins. 

RIBOSOME RECONSTITUTION In an important develop- 
ment, Traub and Nomura (1968) have succeeded in recon- 
stituting fully active 30s subunits from their separated 
RNA and proteins. The separation requires rather drastic 
conditions (2 M LiCl + 4 M urea), and even the proteins 
alone require a high salt concentration to prevent spon- 
taneous aggregation and precipitation. The key to success- 
ful reconstitution appears to lie in allowing the proteins to 
reaggregate with the RNA and with one another at a high 
enough temperature (40' C) to permit the various mole- 
cules to shift position until they have reached the best fit. 

THE INITIATING TRNA In E. coli, the polypeptide chain 
is initiated by a codon, AUG, that causes the binding not of 

an aa-tRNA but of formylmethionyl-tRNA (f-met-tRNA) 
(Adams and Capecchi, 1966); the terminal formyl group is 
later deleted enzymatically from the growing chain. This 
feature of initiation is clearly part of a mechanism fm pre- 
venting the generation of incomplete polypeptides by 
initiation at codons within a gene: the aa-tRNAs that these 
codons call for differ from both polypeptidyl-tRNA and 
f-met-tRNA in having a charged a-amino group; and loss 
of this charge, which changes the configuration of the 
tRNA, is evidently required before it can be accepted by 
the P site. 

INITIATION BY SUBUNITS The construction of the 70s 
bacterial ribosome in the form of a readily dissociated pair 
of subunits (50s and 30s) has long been a puzzle. The 
solution was provided by experiments of Kaempfer et al. 
(1968) with mixtures of heavy and light ribosomes: in the 
course of protein synthesis, the subunits were found to ex- 
change partners, producing hybrids of intermediate den- 
sity. Moreover, Nomura and Lowry (1967) showed at the 
same time that in a system initiating protein synthesis 
physiologically, in contrast to the familiar system with 
synthetic homopolynucleotides as messenger, f-met-tRNA 
complexes with the initiating codon on a 30s subunit 
rather than on a complete 70s ribosome. Thus, the macro- 
cycle of ribosome release from the reattachment to mes- 
senger involves a sequence of dissociation, formation of an 
initiation complex by the 30s subunit, and reassociation of 
the 50s subunit with this complex. 

PROTEIN FACTORS In the course of ribosomal function, 
several protein factors are attached and detached at specific 
stages. 1. In the microcycle of chain extension, as Nishizuka 
and Lipmann (1966) have shown, three separable factors 
(Tu, Ts, and G) are required. 2. In the release of the com- 
pleted polypeptide, Capecchi (1967) discovered that the 
termination codons are read not by a special tRNA but by a 
release protein, which directly or indirectly causes the 
peptidyl-tRNA bond to be cleaved. More recently, two 
proteins, of different codon specificity, have been shown 
each to have this release function (Scolnick et al., 1968). 3. 
The use of natural (viral) mRNA revealed that the initiation 
process involves three protein factors, called F1, F2, and F3 
(Stanley et al., 1966; Iwasaki et al., 1968), or factors A, C, 
and B (Revel and Gros, 1966; Revel et al., 1968), respec- 
tively. 

This multiplicity of removable proteins functioning on 
the ribosome suggested at first that the definitions of true 
ribosomal proteins and of separate protein factors might be 
arbitrary. This question has been resolved, however, by 
further work on the roles of the factors, and I wish now 
to consider this important development in somewhat more 
detail. 



Role ofchain elongationfactors 

The function of the chain elongation factors (Ts, Tu, and 
G) has recently been reviewed (Lipmann, 1969). These 
proteins are present in abundance in the cytoplasm of E. 
coli, constituting in all about 2 per cent of its soluble pro- 
tein. Ts catalyzes the formation of a Tu-GTP-aa-tRNA 
complex, which then enzymatically binds the aa-tRNA to 
the ribosome in the proper position, with the utilization of 
energy derived from hydrolysis of the GTP. The G factor is 
required for translocation, which involves the hydrolysis of 
another molecule of GTP. The Tu factor that is bound 
along with a GTP is released after the hydrolysis of the latter 
to GDP and phosphate, and the same is probably true of the 
bound G factor; these factors thus appear to have only a 
transient attachment to the ribosome. 

The antibiotic puromycin has played an important role 
in the development of this picture. It serves as an analogue 
for the aminoacyl end of aa-tRNA and has provided a use- 
ful model for the peptidyl transfer reaction. Moreover, it 
has been helpful in our recognizing and characterizing the 
translocation step, for it releases the nascent polypeptide as 
polypeptidyl-puromycin when the peptid~l-tRNA is in the 
P site but not when it is in the A site. Additional antibiotics 
with a well-established action on the ribosome are also 
listed in Table I. 

versible synthesis, but also to reconcile firm and highly 
specific attachment with freedom of movement on the 
ribosome surface. For example, because the specificity of 
binding is determined by the relatively small energy con- 
tribution of the codon-anticodon interaction, the total 
energy involved in the initial binding cannot be very large. 
After this binding, however, the energy contribution from 
GTP hydrolysis could be used to lock the aa-tRNA in 
place and thus to permit it to accept peptidyl transfer with- 
out danger of losing the incomplete chain. 

Role ofinitiationfactors 

In contrast to the large supply of elongation factors in the 
cytoplasm, the three protein initiation factors are found in a 
smaller supply. Moreover, this supply is largely attached to 
the 30s subunits (Eisenstadt and Brawerman, 1967). 

In considering the functions of the initiation factors, we 
must know whether these fiinctions begin before or after 
the dissociation step that takes place after runoff. For a 
time, it was widely believed that this dissociation is spon- 
taneous and immediate, for certain kinds of gently pre- 
pared extracts were found to contain only polysomes and 
subunits (Mangiarotti and Schlessinger, 1966) ; the 70s 
ribosomes observed earlier would therefore be fragmented 
polysomes, in which the subunits are held together by 

TABLE I 
Specijic Actions of Various Antibiotics on the Ribosome 

Sensitive 
Antibiotic Ribosomes* Action 

Puromycin A, B Analogue of aminoacyl end of tRNA: 
releases polypeptide 

Tetracycline B Blocks recognition 
Chloramphenicol B Blocks peptidyl transfer 
Sparsomycin A, B Blocks peptidyl transfer 
Fusidic acid A, B Blocks translocation 
Streptomycin B (1) Distorts recognition site (with 

poly-U messenger) ; 
(2) Impairs effective binding of 

aminoacyl-tRNA or pep-tRNA in 
A site (with natural mRNA). 

* A, ribosomes from cytoplasm of various animal cells; B, ribosomes from bacteria. 

The amount of energy expended by the cell in protein complexing with peptid~l-tRNA and mRNA. However, 
synthesis is surprisingly large: two high-energy phosphate we and others have obtained several kinds of evidence that 
bonds are hydrolyzed in attaching an amino acid to tRNA, the 70s runoff ribosome is a significant and stable com- 
plus one in aa-tRNA binding and one in translocation. ponent of the cell. 1. A method of lysis that avoided certain 
Thus, about 32 kcal are expended to create a peptide bond, artifacts yielded polysome-containing extracts of E. coli, 
the energy of which is about 3 kcal. The surplus of energy in which about 10 per cent of the ribosomes were present as 
is presumably used not only to promote rapid and irre- 70s particles (Kohler et al., 1968). 2. Under various con- 



ditions that caused accumulation of the products of runoff, 
by promoting runoff or preventing reinitiation, the net in- 
crement in these products appeared entirely as 70s particles 
and not as subunits (Kohler et al., 1968; Algranati et al., 
1969). 3. Such runoff ribosomes, and also the "normal" 70s 
ribosomes in extracts of growing cells, could be distin- 
guished from fragmented polysomes by their greater ease 
of dissociation at a low Mg++ concentration (Ron et al., 
1968). 

The unexpected constancy of the subunit concentration, 
in the face of a large increment in the runoffribosomes, had 
the further significance of suggesting that the dissociation of 
runoff ribosomes in the cell might require stoichiometric 
complexing with a dissociation factor, present in limiting 
supply. Moreover, because the mixture of known initiation 
factors can support initiation by 70s ribosomes, and be- 
cause initiation requires dissociation, this mixture should in- 
clude the dissociation factor. This prediction was readily 
verified: the usual preparation of initiation factors, ex- 
tracted by 1 M NH4 C1 from the ribosomal pellet (or from 
the 30s fraction), caused dissociation of runoff ribosomes 
(Subramanian et al., 1968) but not of polysomal ribosomes 
(Davis et al., 1969). This finding led to the model tor the 
ribosomal macrocycle depicted in Figure 3. 

COMPLEX 

i Polypeptide _. J 

Polypeptide; 
t R N A  

P O L Y S O M A L  

FIGURE 3 Model for the macrocycle of ribosome runoff, 
dissociation, formation of initiation complex, and chain ex- 
tension (Subramanian et al., 1968). Not only the dissociation 
factor (DF), as depicted, but also the other initiation factors 
(Eisenstadt and Brawerman, 1967) are attached to the native 
30s subunit and then are detached at some stage in its con- 
version to a complete polysomal ribosome. 

Subsequent work with purified preparations of the three 
initiation factors, kindly provided by A. J. Wahba and S. 
Ochoa, has shown (Subramanian et al., 1969) that the dis- 
sociation factor is present in the Fs (Factor B) fraction. Be- 
cause this factor is known to promote the binding of natural 
mRNA (Revel et al., 1969; Wahba et al., 1969), it appears 
that complexing of Fa with the 30s moiety of a 70s ribo- 

some may cause both a decrease in its affinity for the 50s 
moiety and an increase in its affinity for the messenger. This 
linkage of functions seems reasonable, as dissociation and 
binding of messenger are evidently the first two steps in 
initiation. The other two initiation factors are known to 
promote the next step, the binding of f-met-~RNA by the 
messenger-30s complex (Revel et al., 1969; Wahba et al., 
1969; Kolakofsky et al., 1969). 

An unexpected further finding was that the effectiveness 
of the F3 fraction in promoting dissociation can be increased 
severalfold by ATP or GTP, in physiological concentra- 
tions (Subramanian et al., 1969). A non-hydrolyzable ana- 
logue of ATP or GTP also proved to be effective, so it ap- 
pears that the dissociation reaction does not require an input 
of energy. These findings raise the possibility of a regulatory 
response of the dissociation reaction to the "energy level" in 
the cell. 

General conclusions and speculations 

A common feature of the initiation factors and the chain 
elongation factors is that each factor appears to go on and 
off the ribosome during the addition of a single amino 
acid. A major difference is that the elongation factors are 
found largely free, but the initiation factors are largely 
bound to the 30s subunits; moreover, the total supply of 
the latter factors (assuming one molecule of each per 30s 
subunit) is considerably smaller. This pattern is clearly 
economical: the initiation factors are available for instant 
use, as they are stored largely on the 30s subunits; the 
elongation reaction, which occurs several hundred times as 
frequently as initiation, requires a large supply of its free 
factors, comparable to that of aa-tRNAs, in order to 
provide a high rate of contact. 

Although the reason for physiological initiation by one 
subunit followed by the other, rather than by the whole 
ribosome, is not certainly known, the striking applicability 
of simple mechanical principles to other aspects of mole- 
cular genetics tempts one to speculate that the subunits 
form a clamp around the mRNA. In comparison with 
simple adsorption, such a mechanism could obviously re- 
sult in firmer attachment without loss of ability to move 
during translocation. 

Because the free ribosomes do not appear to play an 
active role in the cycle, in contrast to polysomal units and 
subunits, their existence in the cell requires teleonomic 
justification. The explanation, I suggest, may lie in the 
finely adjusted affinities that permit the ribosomes to dis- 
sociate at one stage in the macrocycle and to reassociate at 
another. For the dissociation reaction is not an all-or-none 
reaction, driven to completion by a large drop in free 
energy. Rather, it appears to be a reversible equilibrium. 
The optimal conditions for the succession of dissociation 
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and association may thus require a narrow range of subunit 
concentration; the pool of runoff ribosomes could then 
provide a buffer that permits the subunit level to remain 
constant, despite wide shifts in the rate of protein synthesis 
(and hence in the level of polysomes). 

Mammalian ribosomes 

In eukaryotic cells, in organisms ranging from fungi to 
mammals, the cytoplasmic ribosomes are known to differ 
in a number of respects from the ribosomes of the prokary- 
otic bacteria: they are larger (ca. 80s); they dissociate less 
readily as the Mg++ concentration is lowered; they are 
inhibited by a different set of antibiotics (with some over- 
lap); and the mRNA that they translate is considerably 
more stable. Nevertheless, the process of chain extension 
similarly involves three protein factors and GTP, and the 
process of runoff and reinitiation similarly involves subunit 
exchange. However, the initiating tRNA in this system, 
and the initiation factors (if any), have not been identified. 

We may note that evolution has handled the machinery 
of protein synthesis conservatively: not only is the genetic 
code universal, but prokaryotic and cytoplasmic eukaryotic 
ribosomes, despite the difference in their size, can function 
with some tRNAs and even with the G factor from either 
class of organisms. 

UNSOLVED PROBLEMS Major problems for the future in- 
clude definition of the structure of the ribosome (e.g., 
mapping the relation of the various proteins to one another 
and to various parts of the RNA), correlation of this struc- 
ture with the sites inferred from functional studies, and 
analysis of the conformational changes that are associated 
with the various steps in ribosomal function. Of these 
steps, translocation is the most challenging, because it is 
clearly much more complex than any known enzyme re- 
action. 

At present, there is a wide gap between the chemical 
studies on ribosomal proteins and the functional studies that 
have suggested the several sites and steps depicted in Figure 
1. I hope that electron micrographs of increased resolution 
will help to bridge this gap, but the pictures so far available 
(Figure 4) suggest only a rather complex shape for the 50s 
subunit, with no definitely recognizable binding sites. 

Several possible implications for neurobiology may be 
seen in these studies on bacterial ribosomes. First, as al- 
ready noted, much the same mechanism of protein synthesis 
is found in mammalian cells-and in neurons this process is 
apparently important for function as well as for growth. 
Second, the formation of the 30s ribosomal subunit by 
spontaneous aggregation of its component molecules, 
described by Nomura in greater detail elsewhere in this 
volume, encourages the hope that the m~rpho~enesis of cell 

membranes can also be reproduced in vitro. Finally, the 
extension of the study of biosynthesis to longer and longer 
sequences of enzymatic reactions failed to explain protein 
synthesis. The solution was found instead in a much more 
elaborate piece of molecular machinery-one in which a 
stable aggregate of some 50 different proteins and three 
RNA molecules cooperates with several transiently attached 
ligands, and expends considerable free energy, to provide 
specificity in the basically simple formation of a peptide 
bond. Perhaps an equally novel and elaborate machinery is 
involved in some of the mysteries in the development and 
the function of the nervous system. 

As an epilogue, I wish to contrast the central role of 
genetics in modern biology, including the contributions of 
molecular genetics to our knowledge of protein synthesis, 
with the slight role of genetics thus far in the neurosciences. 
In neurophysiology, to be sure, the possibility of finding 
useful genetic approaches to most of the current problems 
seems limited, but in the developmental biology of the 
nervous system the prospect is exciting and has already at- 
tracted several investigators with brilliant records in molec- 
ular genetics. Moreover, genetics seems to me to have an 
even more definite future role in the understanding of 
behavior, including human behavior. We  cannot pretend 
that the intellectual plasticity provided by the neocortex is 
infinite, and it would be sad if the application of the ad- 
vancing science of genetics to the problems of human 
behavior were restricted by political considerations based on 
this assumption. If our increasingly complex society builds 
its social policies on the basis of either liberal or reactionary 
preconceptions about "human nature," and if this founda- 
tion does not correspond to reality, we surely will even- 
tually pay a cruel price. If the education of students in the 
behavioral sciences regularly included a substantial exposure 
to genetics, it might help to avoid such an unfortunate 
development. 

Summary 

Recent advances in the study of the ribosome have con- 
firmed the conclusion that the polypeptide chain adds an 
amino acid by shuttling back and forth between two sites, 
remaining always attached to the tRNA of the last amino 
acid added. It has also been shown that this process involves 
the participation of a protein factor that goes on and off the 
ribosome in the recognition step in each addition of an 
amino acid, and another that participates in the transloca- 
tion step. 

The process of chain initiation similarly involves transient 
attachment of several protein factors, which participate in 
the several steps of initiation: the dissociation of the runoff 
ribosomes into subunits; the formation of an initiation 
complex of the 30s subunit, messenger RNA, and formyl- 



FIGURE 4 Electronmicrographs of 50s ribosomal subunits labeled nf; negative stain was ammonium molybdate (am) 
of E. coli, viewed from various angles (Lubin, 1968). or uranyl formate (uf). Also included (Panel E) is a model 
Particles were fixed with buffered formaldehyde unless that synthesizes these views. 

methionyl-tRNA; and reassociation with the 50s subunit. 
The cell has thus developed an elaborate machinery, and 
expends a large amount of energy (four high-energy 
phosphate bonds per peptide bond formed), not only to 
promote speed but also to insure specificity, correct initia- 
tion, and correct termination in the translation of  an RNA 
message into a polypeptide product. 
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82 Extracellular Evolution of Replicating Molecules 

S. SP IEGELMAN 

Thegene and the concept of " ~ e ~ d u ~ l i c a t i o n "  structive to consider in somewhat general terms the con- 
cept of evolution and its significance for "living" and "non- 

As a result of  experiments to be described, we can, for the living" matter. 
first time, explore certain aspects of precellular biological W e  begin with a discussion of the minimal conditions 
evolution. Before these results are detailed, it may be in- required for evolution and the central contributions made 

to  this problem by geneticists at the beginning of the present 
century. 

s. s P I  E G E L M A N Institute of Cancer Research, Columbia Uni- A necessary condition for evolution is the existence of an 
versity, New York, New York entity capable of "self-duplication" or  "self-replication." 



We use these terms because of their historical prevalence. 
They are semantically unfortunate, because they have gen- 
erated a plethora of unnecessary difficulties. To some, these 
terms have implied that such entities must be able to func- 
tion by themselves, unaided by other devices, in the pro- 
duction of copies. This line of reasoning led to holistic 
arguments that the cell was the smallest unit capable of self- 
duplication, in accord with pregenetic thinking, which held 
that the cell and its capacities to produce copies of itself were 
consequences of a concatenation of interlocking reactions 
which served to maintain the phenotypic characteristics 
from one cell generation to the next. 

With the recognition of mutations and their implications, - 
this view became increasingly difficult to maintain. To  sup- 
port it, one would have to argue that a single modification 
in the complex of interacting reactions so modified the 
whole as to maintain and transmit this unique event-a 
viewpoint tenable logically, but implausible practically. 
Further, if this view were correct, unraveling the details of 
the duplicating mechanism would constitute an inordinately 
difficult task. In contrast, the geneticists offered a more op- 
timistic alternative. They proposed the existence of cellular 
entities called genes, which alone possessed the capacity of 
selfduplication. All cellular properties, including self-dupli- 
cation, were the consequence of the autosynthetic and 
heter~s~nthetic instructive capabilities of the genetic ma- 
terial. The implications of the geneticists were therefore 
both more optimistic and more understandable; they were 
saying that, if we ever identify the chemical nature of the 
gene, and thereby gain an understanding of its mode of 
replication, we will have understood the essence of replica- 
tion. This prediction was fully confirmed in 1953 with the 
announcement of the Watson-Crick model of DNA. 

A n  operational definition of "se~duplication" 

To be useful to biologists, one must extend the concept of 
self-duplication beyond that of copy generation. Any copy- 
ing mechanism that is absolutely faithful has no evolutionary 
future and therefore serves no purpose as a biological model. 
Selection cannot operate on identical copies, so the potential 
for evolution demands variation. The existence of variants 
that permits selection demands a source of variability, which 
ultimately must come from inaccuracies in the copies. These 
inaccuracies can, in principle, occur either in the copying 
process or by modification of some of the copies. Whatever 
their origin, the changed copies must retain the capacity of 
replication if they are to have evolutionary consequences. 

A usable operational definition of a self-duplicating entity 
has a similar requirement. It is important to recognize at 
the outset that self-duplication always involves two com- 
ponents. One is the entity being copied and the other is the 

copying machine. Essentially, we want to know which one 
of these two components is the instructive agent in the repli- 
cating process. It is conceivable that the copying machine is 
designed to turn out copies only of the particular entity 
being considered, the duplicated object serving merely as a 
stimulus for synthetic activity. Were such the case, the 
entity being copied would not be the instructive agent in 
the duplicating process, and any mistakes made in the copy- 
ing process would not be transmitted to future generations. 

By a self-duplicating entity, we mean a self-instructive 
agent that carries the information in its structure for its own 
synthesis and can transmit this information to a passive 
synthesizing machine, which fabricates the kinds of copies 
it is told to. A requirement for an operational definition of a 
self-instructive replicating agent is the availability of at least 
two distinguishable variants. Each is then given to the syn- 
thesizing machine. If the product produced is always the 
same and is independent of the particular entity used to 
initiate the synthesis, we do not have a self-duplicating 
object. On the other hand, if the copies generated by the 
synthesizing machine always correspond to the initiating 
variant, we have satisfied the operational definition of an 
object capable of self-instructive replication. We  see, then, 
that evolutionary potential and a useful operational defini- 
tion of the class of self-duplicating objects both require a 
source of variants. 

To summarize, we define a self-duplicating-or, better, a 
"self-instructive replicating" (SIR)-object as one that, in 
the presence of a suitable synthesizing machine, possesses the 
following two properties: (I) at least one copy is required to 
get another, and (2) variants are occasionally produced and 
can function as instructive agents to initiate copies of them- 
selves. 

It should be noted that nothing is said about whether or 
not the synthesizing machine is also copied. Both situations 
satisfy our definition. In biological systems, the copying 
machines are also copied, but other devices are required for 
their fabrication, and all the information needed to syn- 
thesize these machines and other ancillary devices required 
must be contained in the structure of the self-instructive 
replicating object. These and other issues can be seen more 
clearly in terms of comparatively simple objects we consider 
below. 

< <  Living" and "nonliving," "self-instructive" 

replicating objects 

It is important to emphasize that our operational definition 
of self-instructive replication is not meant to provide an 
operational device to distinguish "living" from "nonliving" 
matter. In practice, it is not certain that an operational dis- 
tinction is possible; we return to this question later. 



To make the central issue clear, it is instructive to consider 
some examples of objects that satisfy the two conditions 
specified and that are not generically derivable from what 
we would all accept as "living" material. 

A somewhat trivial case is provided by Xerox copies in a 
universe of Xerox machines. One needs one copy to get 
another. Further, if a particular copy is modified and then 
fed back into the Xerox machine, the modifications will 
be reproduced in future copies. Of course, the permissible 
changes here are limited to those that can be made on paper 
and that can, in turn, be Xeroxed. All copying devices, 
however, have similar restrictions of greater or lesser com- 
plexity. This system clearly has an evolutionary potential, 
but of a relatively limited nature. 

The Xerox example gains in interest to us, and greatly 
increases its evolutionary range, when we recognize that 
the material being copied can, in fact, contain information. 
In particular, this information could constitute the set of 
directions for making Xerox machines. We now have a 
potentially more interesting relation between the Xerox 
machine and the copies it is generating. If modifications are 
produced on individual copies and these modifications are, 
in fact, used to generate copies employed by engineers to 
build new Xerox machines, the consequence will be an 
evolution of the Xerox machines themselves. This sort of 
extension brings us close in principle to another class of 
devices, the "self-duplicating automata" conceived of by 
von Neumann (1966). 

The von Neumann machines represent logical extensions 
of devices commonly found in the automatic tool-making 
industry. In principle, it is possible to devise a machine that 
can make copies of itself. Such a machine can be placed upon 
a pile of its component parts. The machine then selects the 
one required at the particular stage in the manufacture. So 
that the operations leading to the building of the new ma- 
chme may contain no inconsistencies, the set of instructions 
can be put serially on a tape. In such a way, one avoids the 
possibility that the machine will attempt to do something 
physically impossible. Thus, if the machine must put a bolt 
in a hole, it is important that the instruction for drilling the 
hole precede that for the insertion of the bolt. 

After the set of instructions leading to the fabrication of 
the new machine are finished, one will find a replica of the 
original machine sitting beside the old one. This is a copy- 
ing device, but it does not have the essential property of 
transmitting mistakes, which we require of a self-instruc- 
tive replicating object. Suppose, however, that, subsequent 
to the instructions for the fabrication of the new machine, 
we give another set of instructions that say, "Make a copy 
of me, the tape, and then transfer it to the new machine." 
Once this last set of instructions is completed, the newly 
completed machine contains the set of instructions required 

to fabricate the next one. We now have a self-instructive 
replicating device in which everything, including the copy- 
ing mechanism, is copied. 

Imagine that a biologist were to come upon a group of 
machines such as these busily engaged in making new ones. 
If he were a geneticist, he would look for variants in the 
machines (e.g., an abnormal positioning of a hole on a 
particular plate). Once it was identified, he would isolate it 
and see if the next generation made by the variant machine 
would, in fact, inherit the variation. If the new machine 
produced by the variant did not exhibit the variation, the 
geneticist would label it a "phenotypic" variant and would 
conclude that the mistake was not made in copying the set of 
instructions, but rather in following the instructions. If, on 
the other hand, the variation was, in fact, transmitted to the 
next generation, he would conclude that this variation was 
genetic, i.e., the mistake was made in copying the set of 
instructions transmitted to the new machine. 

It should be noted that such machines could be instructed 
to undergo a process akin to that of recombination. Two 
machines could approach each other and align their tapes 
so that the two ends coincided. The tapes could then be 
compared and, if differences were found, the tapes could be 
cut at some point between the differences and rejoined SO 

that each possessed a portion of the other's tape. 
It seems clear that, if a geneticist carried through the kinds 

of operations on these machines that he does with living 
matter, he would identify the tapes as the genetic material. 
The instructional tapes would satisfy his definition of the 
self-duplicating entities, and copying errors would be identi- 
fied as genetic mutations. 

We  now come to the question of the relation of von 
Neumann machines, and other similar devices, to living 
material. Perhaps it is important to note at the outset that 
any mechanism involving the transfer of information from 
one generation to the next can possess the basic feature of a 
self-instructive replicating entity. In fact, this feature has 
generated one of the most important difficulties facing man. 
When the first man scratched a piece of information on the 
wall of a cave, he invented a system that has its own ge- 
netics. Furthermore, the resulting evolution is directed and, 
as such, is far faster than the selection of random mutations, 
which has thus far characterized the biological evolution of 
man. As an example, one might cite the speed with which 
the memory capacity of computing machines has evolved in 
the past decade and a half. To  achieve the same quantitative 
improvement by biological evolution would have required 
hundreds of millions of years. This dramatic difference in 
the rate of man's evolution compared to the evolution of 
the devices he invents poses a central issue of man's survival. 

Although we are willing to place such devices as the von 
Neumann self-duplicating automata and living material in 



the class of self-instructive replicating agents, there is an 
important diffkrence of origin. We  entertain as plausible 
the hypothesis that the archetype of living objects originated 
from nonreplicating subunits by polymerization into chains 
capable of making copies of themselves by a mechanism 
that initially employed only their own chemical reactivities. 
We see today, at least dimly, how the same sort of reactions 
that generate new copies of DNA enzymatically could have 
taken place nonenzymatically by chemical reactions, which 
we understand reasonably well. Thus, we are willing to 
grant the spontaneous origin of living, self-instructive, repli- 
cating entities. It is difficult to see how the same sort of thing 
could occur with the tapes of the von Neumann automata. 
In other words, the basic difference is that, in the inanimate 
case, we are virtually forced to invoke an act of creation by 
some intelligent agent. The origin of living material de- 
mands no such postulate. 

Precellular evolution 

We now come to the central issue of our discussion, namely, 
the evolutionary events that preceded the appearance of 
cells. Basically, we assume that the first self-duplicating 
objects were genes, i.e., DNA or RNA replicating by 
means of the hydrogen-bond recognition device. These are 
the only cellular macromolecules we know that contain in 
their chemical structures the inherent potential of carrying 
through a copying process. A given polynucleotide strand 
can, in principle, serve as a catalytic surface to attract com- 
plementary activated nucleotides that would be auto- 
matically aligned in a complementary array on the surface 
of the strand, ready for subsequent polymerization. That 
this can happen without the aid of protein catalysts is indi- 
cated by recent experiments of Orgel and his collaborators 
(Sulston et al., 1969). 

Cells, as we know them, can be looked upon as inven- 
tions of the nucleic acid genetic elements, made to provide 
a local environment optimally suitable for the production 
of more genetic material. The progress of cells to multi- 
cellular organisms can be interpreted as devices that permit 
DNA to occupy more and more terrestial space, culminat- 
ing with the invention of man, who provided DNA with 
the opportunity to explore extraterrestial possibilities. 

One of the most difficult evolutionary phases to examine 
is the period of precellular evolution. What were the rules 
of the game? In that period, the environment was looking 
not at gene products but at the genetic material itself in 
making decisions about which genetic variant was more 
suitable for survival. 

An approach to such problems would be available if the 
nucleic acid replicating mechanism could be isolated so that 
the replication of genetic material could be studied in the 
test tube. If this could be achieved, in terms of extensive and 

continuous synthesis, one could begin to vary the environ- 
mental parameters in an attempt to uncover the kinds of 
selective forces that can be imposed directly on replicating 
genetic material. 

In the biological universe, there are two types of orga- 
nisms: one that uses DNA and another that uses RNA as 
genetic material. The RNA system was the first to yield an 
experimental situation in which evolutionary problems 
could be explored. The probable reason is that, although 
the general mechanism of replication of RNA is similar to 
that of DNA, it differs in certain important simplifying 
details. 

The event that stimulated our group to institute an effort 
to study the RNA replicating system was the discovery by 
Loeb and Zinder (1961) of the RNA bacteriophage, f2. This 
was rapidly followed by the isolation of related phages such 
as MS2 (Strauss and Sinsheimer, 1963), R17 (Paranchych 
and Graham, 1962), and others. The armamentarium accu- 
mulated during several decades of T-phage technology thus 
became available to persons dealing with RNA viruses. 
Some of the difficulties and disadvantages inherent in the 
use of plant and animal systems could now be obviated, and 
a number of laboratories, including our own, quickly took 
advantage of the opportunities provided. 

In what follows I describe briefly the key experiments that 
led to the successful isolation of the RNA replicating system, 
and summarize our efforts to study the extracellular evolu- 
tion that it made possible. 

The problems ofcommunication between an 
RNA virus and its host cell 

All organisms that useRNA as their genomes are mandatory 
intracellular parasites. Therefore, they must carry out a 
major portion of their life cycle in cells that use DNA as 
genetic material and RNA as genetic messages. On entry, 
the viral RNA is faced with a problem of inserting itself 
into the flow pattern of cellular information in order to 
communicate its own instructions to the synthesizing ma- 
chinery. One method of so doing depends on whether an 
RNA virus employs the host DNA-to-RNA-to-protein 
pathway of information flow. This could take place either 
because the DNA of the host already contains a sequence 
homologous to the viral RNA (i.e., the escaped genetic 
message hypothesis) or because such DNA sequences are 
generated subsequent to infection by a reversal of tran- 
scription (i.e., of the RNA synthesizing reaction that is 
dependent on DNA). Both hypotheses predict that the 
DNA of infected cells should contain sequences comple- 
mentary to viral RNA. 

It is clear that a decision on the existence or nonexistence 
of homology between viral DNA and the infected host 
DNA is a necessary prelude to further experiments de- 



signed to delineate the molecular details of the life history 
of an RNA genome. 

In an attempt to settle this issue, we (Doi and Spiegelman, 
1962) employed the specific DNA-RNA hybridization test 
(Hall and Spiegelman, 1961) combined with the subsequent- 
ly developed (Yankofsky and Spiegelman, 1962a) use of 
ribonuclease to eliminate nonspecific pairing. The sensitivity 
required had already been attained in the course of experi- 
ments that identified the DNA complements of ribosomal 
RNA (Yankofsky and Spiegelman, 1962a, 1962b) and of 
tRNA (Giacomoni and Spiegelman, 1962; Goodman and 
Rich, 1962). Under conditions in which the expected hy- 
brid complexes were observed between 23s rRNA and 
DNA, none was detected between the RNA of the bac- 
teriophage MS2 and the DNA derived from cells infected 
with this virus. The viral RNA used in these experiments 
was labeled with S2P at a specific activity, which would 
have permitted hybrid detection even if the DNA had con- 
tained only one-tenth of an RNA equivalent per genome. 
This insured a meaningful interpretation of the negative 
answer. 

The negative outcome of the hybridization test implied 
that the DNA-RNA pathway is not employed in the life 
cycle of the RNA phages. Further support for this view 
came from the experiments of Cooper and Zinder (1962), 
who showed that infection of a mutant that lacked thymine 
under conditions in which DNA synthesis was suppressed 
to the extent of 97 per cent resulted in undiminished yields 
of virus. 

It must be recognized that, in a logically rigorous sense, 
all the evidence provided is negative and, as such, cannot be 
used to eliminate a proposed mechanism. Nevertheless, the 
absence of any evidence of DNA involvement was generally 
accepted to imply that RNA bacteriophages had evolved a 
DNA-independent mechanism of generating RNA copies 
from RNA. The next obvious step was to identify and then 
to isolate the new type of RNA-dependent RNA poly- 
merase (replicase) predicted by this line of reasoning 

T h e  search for RNA replicase and 

The search for a replicase unique to cells infected with an 
RNA virus is complicated by the presence of a variety of 
enzymes which can incorporate the ribonucleotides either 
terminally or subterminally into pre-existent RNA chains. 
Further, there are others (e.g., transcriptase, RNA phos- 
phorylase, polyadenylate synthetase) which can mediate 
extensive synthesis of polynucleotide chains. The complica- 
tions introduced by these and other enzymes can be amelio- 
rated by suitable adjustments of the assay conditions to mini- 
mize their activity. It was clear at the outset, however, that 
claims for a new type of RNA polymerase would ultimately 

have to be supported by evidence for RNA dependence and 
a demonstration that the enzyme possesses some unique 
characteristic that differentiates it from the known RNA 
polymerases. 

In addition to these enzymological difficulties, we recog- 
nized another potential complication inherent in the fact 
that an RNA virus must always operate in a heterogenetic 
environment replete with strange RNA molecules. The 
point at issue may perhaps best be described in rather naive 
and admittedly anthropomorphic terms. Consider an RNA 
virus approaching a cell some lo6 times its size and into 
which the virus is going to inject its only strand of genetic 
information. This strand codes for the new kind of enzyme 
required for the replication of the viral genome. Even if the 
protein-coated ribosomal RNA molecules are ignored, the 
cell cytoplasm still contains thousands of RNA molecules of 
various sorts. If the new RNA re~licase were indtferent and 
copied any RNA inolecule it happened to meet, what chance 
would the original injected strand have ofmultiplying ? 

Admittedly, there are several ways out of this dilemma. 
One could, for example, segregate the new enzyme and the 
viral RNA in some corner in which the replication could be 
carried out undisturbed by the mass of the cellular RNA 
components. Because it had experimental consequences, 
however, we entertained the then-unusual hypothesis that 
the virus is ingenious enough to design a replicase which 
would recognize the genome of its origin and ignore all 
other RNA molecules. 

Initially, we could not know which solution had been 
adopted by the virus to solve the dilemma we posed, or even 
if the dilemma were real. The possibility that it did exist, 
however, and that template selectivity by the replicase 
might be the chosen solution meant that the implications 
could not be ignored; iftrue, to disregard thetn wouldguarantee 
that the attempt to isolate the relevant enzyme would inevitably 
end infailure. In particular, this meant that, in the search for 
replicase, we could not afford the luxury of employing any 
RNA conveniently available in the usual biochemical labo- 
ratory. It demanded the use of the specific viral RNA as the 
challenging template at all stages of enzyme purification. 
Finally, this line of reasoning could be pushed to its ultimate 
pessimistic conclusion. It might be that fragments do not 
possess the proper recognition structures; in that case, a 
further demand would have to be imposed-the viral RNA 
employed in the assays during enzyme purification must be 
monitored for its size to insure intactness. This meant that 
assays in the presence of contaminating nucleases might be 
completely meaningless. 

THE MS2 REPLICASE Despite all these potential obstacles, 
many of which were actually realized, our first success was 
achieved in 1963 with E. coli infected with the MS2 phage 
(Haruna et al., 1963). A procedure involving negative prota- 



mine fractionation combined with column chromatography 
yielded what resembled a relevant enzyme activity. Most 
important of all, the preparation exhibited a virtually com- 
plete dependence on added RNA for activity, permitting a 
test of the expectation of specific template requirements. 
The results of these tests are summarized in Table I. It will 
be seen that in the responses of the MS2 replicase to the 
various kinds of nucleic acids a striking preference for its 
own RNA was revealed. No significant response was ob- 
served with the tRNA or the rather similar RNA of the host 
cell. It would appear that our intuitive guess was confirmed. 
Producing a polymerase which ignores cellular RNA com- 
ponents guarantees that replication is focused on the single 
strand of the incoming viral RNA, the ultimate origin of 
progeny. 

The announcement of the specific template requirement 
of the RNA replicase was geeted with what may best be 

TABLE I 

Ternplate spec$city ofpur$ed RNA-depetident polymerase 

The standard reaction of 0.25 ml contained the following in pM: 
Tris-HC1 pH 7.5, 21; MgC12, 1.4; MnC12, 1.0; KCl, 3.75; mer- 
captoethanol, 0.65; spermine, 2.5; phosph~enolp~ruvate (PEA), 
1.0; (NHa)zLOd, 70; CTP, ATP, GTP, and UTP, 0.5 each. 111 
addition, it contained pyruvate kinase (PEA kinase), 5 pg; DNAase, 
2.5 pg and, where indicated, 10 pg of the polynucleotide being 
tested as template. Enzyme was assayed at levels between 50 and 300 
pg of protein per sample. DNAase was always omitted in assays for 
DNA-dependent polymerase activity. Incubations were carried out 
at 35" C for 10 minutes and terminated by placing the reaction 
mixture in an ice bath and by the addition of 0.15 ml of neutralized 
saturated pyrophosphate, 0.15 ml of neutralized orthophosphate, 
and 0.1 ml of 80 per cent of trichloracetic acid (TCA). The precipitate 
was washed onto a millipore filter and washed five times with 10 
ml of cold 10 per cent TCA containing 0.9 per cent of Na py- 
rophosphate. The millipore membrane was then dried and counted 
in a liquid scintillation counter. The pyrophosphate is included 
in the wash to depress the zero time backgrounds to acceptable levels 
(40-70 cpm per sample containing input counts of 1 X lo6 cpm). 
(Haruna et al., 1963). 

Template NT incorporated in 
All at 10 ?/0.25 ml mpM/10 min/mg protein 

0 
MS2RNA 
sRNA 
Ribosomal RNA 
Ribosomal RNA + MS2 RNA 
TMV KNA 
TYMV RNA 
CT-DNA * 

*DNAase omitted from assay mixture 

described as "well-controlled enthusiasm." It should be 
noted that, thus far, template specificity had not been ob- 
served in any of the known nucleic acid polymerases, in- 
cluding the Kornberg enzyme, the RNA pho~phor~lase, 
and the RNA polymerase that is dependent on DNA. It 
should be noted, however, that all these cellular enzymes 
were evolved in an essentially closed genetic system. These 
enzymes were rarely faced (except in virus infection) with 
the problem of deciding whether a particular nucleic acid 
was genetically related to it or not. In contrast, the RNA- 
dependent RNA polymerases induced by RNA viruses 
ahuays had to function in a heterogenetic environment and 
therefore evolved under conditions in which they were 
continually required to ask the question, "Do you belong 
to me?" 

The fact that we could offer a plausible argument to ex- 
plain why viral RNA replicases might possess the property 
of specific template requirements probably only served to 
increase skepticism. In addition, doubt was simultaneously 
introduced by August and his coworkers (August et al., 
1963; August et al., 1965; Shapiro and August, 1965), who 
questioned the specificity of the replicase reaction. They 
prepared an enzyme from E. coli infected with the SU-11 
mutant of the f2 bacteriophage. The preparation showed 
partial dependence on RNA, and appeared to respond to a 
variety of RNA molecules, including ribosomal RNA. As 
we pointed out (Spiegelman and Haruna, 1966a, 1966b), 
however, the very large amounts required for stimulation 
in their systems made it uncertain whether the RNA was 
functioning as a template or was serving as a scavenger to 
protect the product of an endogenous reaction from nu- 
clease digestion. 

It was not until 1967 (Fiers et al., 1967) that our isolation 
of the MS2 replicase was repeated and its specific template 
requirements were confirmed. 

CONFIRMATION OF SPECIFIC TEMPLATE REQUIREMENTS 
WITH THE Q@ REPLICASE Template specificity was not 
accepted in 1963, and further evidence was clearly needed to 
support so novel a concept. Our line of reasoning predicted 
that replicases induced by other viruses would possess a 
similar preference for their homologous templates. It 
seemed desirable, therefore, to check this with another virus, 
preferably one unrelated to the MS2 group. The Q phage 
of Watanabe (1964) was chosen because of its immunolog- 
ical and other chemical differences (Overby et al., 1%6a, 
1966b). In addition, it had the advantage of an excellent 
difference in the molar ratios of adenine (A) and uracil (U). 
As a result, one could readily distinguish the viral (plus) 
strand from its complement (minus) strand, a possibility not 
available with any of the RNA phages discovered previous- 
ly. Finally, an unexpected windfall was the remarkable 
stability of the Q@ replicase, which made it much easier to 



handle enzymologically than the replicases of the MS2 
group. 

The isolation and purification of the @ replicase fol- 
lowed, with slight modifications, the procedures worked 
out earlier for the MS2 replicase. The general properties of 
the @ replicase were similar to those observed in the MS2 
replicase, including requirements for all four riboside tri- 
phosphates and magnesium. The ability of various RNA 
molecules to stimulate the QP replicase to synthetic activity 
at saturation concentrations of homologous RNA is record- 
ed in Table 11. The response of the @ replicase is in accord 

Response o f  QP replicase to dlferent templates 

As in all cases, assay for DNA-dependent activity is carried out at 
10 r g  of DNA per 0.25 ml of reaction mixture. Input levels of 
template QPRNA were 1 r g  per 0.25 ml. Control reactions con- 
taining no template yielded an average of 30 cpm. Numbers repre- 
sent counts per minute (cpm). (Haruna and Spiegelman, 1965a.) 

Template Incorporation 

QS 
TYMV 
MS2 
Ribosomal RNA 
sRNA 
Bulk RNA from infected cells 
Satellite virus 
DNA (10 rg) 

with what we have previously noted for the MS2 enzyme, 
the preference being clearly for its own template. The 
heterologous viral RNAs, MS2, and STNV are completely 
inactive, as are the ribosomal and transfer RNA species of 
the host cell. It is important to note that, as in the case of 
MS2 replicase, the absence of response in DNA shows that 
our purification procedure eliminates detectable evidence of 
active transcriptase from our enzyme preparations. 

L ' INTACTNESS REQUIREMENT AND THE AMPHORA" 
MODEL OF TEMPLATE RECOGNITION An obvious device 
to explain the requirement for a specific template would in- 
voke the recognition of a beginning sequence, a possibility 
open to the simple test of challenging the replicase with 
fragmented preparations of homologous RNA. If the initial 
sequence is the sole requirement, RNA fragmented to half 
and quarter pieces should serve as templates. One might 
perhaps expect that the initial synthetic rate with fragments 
would be the same as with intact templates, although the 
reaction might terminate sooner because release of the en- 
zyme from the template might require the terminal se- 

quence. A different response would, however, be predicted 
if a secondary structure requiring intact molecules were in- 
volved in the recognition mechanism. It was found (Haruna 
and Spiegelman, 1965a, 1965b) that randomly fragmented 
material is unable to stimulate the replicase to anywhere 
near its full activity. Half pieces achieve approximately 10 
per cent of the rate of the intact strand, and the rate obtain- 
able with quarter pieces is only 2 per cent of normal. Fur- 
ther, in both cases the reaction terminates quickly. 

The replicase is unable to employ properly the fragments 
of its own genome as templates, which argues against a 
recognition mechanism in only the beginning sequence. 
The enzyme can apparently "sense" when it is confronted 
with an intact RNA molecule, which implies that some 
element of secondary structures is involved. A plausible, 
formal explanation can be proposed in terms of "functional 
circularity." A decision on the intactness of a polynucleotide 
chain can be made readily by an examination of both ends 
for the proper sequences. Such an examination would be 
physically aided by forming an "amphoraw-like structure. 
using terminal sequences of overlapping complementarity. 
The enzyme could then recognize the resulting double- 
standard region. This amphora model is offered only as an 
example of how an enzyme could simultaneously decide on 
both sequence and intactness. Whatever the details turn out 
to be, it appears that the RNA replicases are designed to 
minimize the futility of replicating either foreign sequences 
or incomplete copies of their own genome. 

The nature ofthe product synthesized 

PHYSICAL AND CHEMICAL PROPERTIES By 1965, the 
purification of QP replicase had been brought to a stage at 
which it was largely freed of contaminating nuclease. The 
enzyme was virtually dependent on added RNA and could 
mediate almost unlimited syntheses of RNA over long 
periods of time, as may be seen from Figure 1. It seemed 
desirable, therefore, to begin a study of the product 
produced in extensive synthesis. As can be seen in Figure 2, 
the synthetic material was indistinguishable in size from the 
RNA obtained from virus, and its base composition was 
also identical chemically. Naturally, we wanted more 
subtle information, and turned to our enzyme to provide 
it. 

RECOGNITION OF PRODUCT BY THE REPLICASE The 
ability of replicase to distinguish one RNA molecule from 
another can be used to provide information pertinent to 
the question of the similarity between the original template 
and the synthesized product. Two sorts of readily per- 
formed experiments can show whether the product is 
recognized by the enzyme as a template. One approach is to 
examine the kinetics of RNA synthesis at template con- 
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FIGURE 1 Kinetics of replicase activity. Each 0.25 ml contained 
40 pg of protein and 1 pg of QP RNA. See Figure 3 for further 
details. The specific activity of the 32UTP (uridinetriphosphate) 
was such that the incorporation of 4000 cpm corresponds to the 
synthesis of 1 pg of RNA. (From Haruna and Spiegelman, 1965a.) 

I /32P PRODUCT I 

1: I/ /3Hop MARKER 

FRACTIONS 

FIGURE 2 Sedimentation analysis of product of extensive syn- 
theses by a purified replicase. A standard reaction mixture con- 
tained 50 pg of "purified" enzyme protein and0.2 pg of QPRNA. 
The reaction was continued for 40 min. at 35' C, during which a 
30-fold synthesis had occurred. To 0.1 ml of the reaction mixture 
were added 0.01 ml of 20 per cent sodiumdodecylsulphate, 0.005 
ml 3H-Q/3 RNA; 0.20 ml0.01 M tris, pH 7.4; and 0.005 M MgC12. 
It was then layered onto a linear gradient of 2.5 per cent to 15 per 
cent sucrose in 0.01 M tris, pH 7.4; 0.005 M MgC12; 0.1 M NaCl, 
and centrifuged at 25,000 rpm for 12 hours at 10" C in the Spinco 
SW-25 rotor. (Pace and Spiegelman, 1966a.) 

centrations that start below those required to saturate the 
enzyme. ~f the product can serve as a template, a period of 
autocatalytic increase of RNA should be observed. Ex- 
ponential kinetics should continue as long as there are 
enzyme molecules unoccupied by template. However, 
when the product saturates the enzyme, the synthesis should 
become linear. 

A second type of experiment is a direct test of the ability 
of the synthesized product to function as an initiating 
template. Here a synthesis of sufficient extent is carried out 
to insure that the initial input of RNA becomes a quantita- 
tively minor component of the end product. The synthetic 
RNA can then be purified and examined for its template 
hnctioning capacities, a property readily examined by a 
saturation curve. If the response of the enzyme to variations 
in concentration of product is the same as that observed 
with authentic viral RNA, one would have to conclude that 
the product generated in the reaction is as effective a tem- 
plate for the replicase as is RNA obtained from the mature 
virus particle. W e  performed both types of experiments 
(Haruna and Spiegelman, 1965~). Figure 3 shows the 

Kg - RNA 

FIGURE 3 Template saturation of "replicase." In addition to 40pg 
of enzyme protein, each standard reaction volume of 0.25 ml con- 
tained the following: 21 PM tris HC1, pH 7.4; 3.2 p~ MgC12; 
0 . 2 ~ ~  each of CTP, ATP, UTP, and GTP. The reaction is run for 
20 min. at 35' C and terminated in an ice bath by the addition of 
0.15 ml of neutralized saturated pyrophosphate, 0.15 ml of neutral- 
ized saturated orthophosphate, and 0.1 ml of 80 per cent trichlor- 
acetic acid. The precipitate is transferred to a membrane filter and 
washed 7 times with 5 ml of cold 10 per cent TCA. The membrane 
is then dried and counted in a liquid scintillation spectrometer. The 
washing procedure yields zero time values of 80 cpm with input 
counts of 1 x lo6 cpm. The radioactively labeled 32UTP was syn- 
thesized as detailed earlier (Figure 1) and was used at a level of 
1 x lo6 cpm/0.2 p ~ .  The enzyme was isolated from E. coli (Q 13) 
infected with bacteriophage QP as detailed by Haruna and Spiegel- 
man (1 965c). 
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saturation curve we obtained with a fixed amount of catalytic synthesis takes place until the amount of RNA 
enzyme and varying amounts of template input. It will be produced reaches the 1-microgram level, whereupon it 
observed that saturation of the enzyme occurs at a level of becomes linear. The results are plotted both arithmetically 
1 microgram of viral RNA per reaction mixture. Syntheses and semilogarithmically to permit easier comparison. 
were then started at well below saturation levels; the results Figure 5 compares the enzyme-saturation ability of RNA 
obtained are summarized in Figure 4. W e  note that auto- synthesized in the test tube with that of RNA obtained 

MINUTES MINUTES 

FIGURE 4 The kinetics of RNA synthesis. A 2.5-ml reac- radioactive RNA, as detailed in Figure 3. The ordinates for 
tion mixture was set up containing the components at the cpm and pg of RNA synthesized refer to those found in 
concentrations specified in the legend for Figure 1. The 0.09-ml samples. The data are plotted against time arith- 
mixture contained 400 pg of enzyme protein and 2 pg of metically on the right, and semilogarithmically on the left. 
input QPRNA, so that the starting ratio of template to The arrows indicate change from autocatalytic to linear 
enzyme was one-fifth of the saturating level. At the indi- kinetics. (From Haruna and Spiegelman, 1965c.) 
cated times, 0.19-ml aliquots were removed and assayed for 

a = SYNTHESIZED PRODUCT 
0 = VIRAL RNA 

FIGURE 5 Saturation of enzyme by synthesized RNA compared 
to viral RNA. The experiment was carried out exactly as detailed 
in the legend for Figure 1. The circles refer to the values obtained 
with RNA isolated from virus particles; the triangles, to the rates 
obtained with the RNA synthesized in the experiment of Table 11. 
Because, in the latter case, the template used was labeled with 32P, 
3H-UTP at 1 x lo6 cpm per 0.2 p~ was used to follow the synthe- 
sis. All preparations and counting of samples were carried out as 
described in Figure 3. (From Haruna and Spiegelman, 1965c.) 
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from mature virus particles. The synthesis in this case was 
60-fold, so the initial RNA constituted less than 2 per cent of 
the material being added. It is clear from the results shown 
in Figure 5 that the response of the enzyme to increasing 
levels of synthetic RNA is identical with that observed in 
authentic viral RNA isolated from the Qfi particles. 

The data support the assertion that the reaction produces 
a polynucleotide of the same molecular weight (I x lo6) as 
viral RNA, and one the replicase cannot distinguish from its 
homologous genome. Evidently the enzyme in the test tube 
is, at the very least, faithfully copying the recognition 
sequences employed by the replicase to distinguish one 
RNA molecule from another. 

EVIDENCE FOR THE SYNTHESIS OF AN INFECTIOUS VIRAL 
RNA The next question concerns the extent of the 
similarity between product and template. Have identical 
duplicates been produced? The most decisive test would 
determine whether the product contains all the information 
required to program the synthesis of complete virus par- 
ticles in a suitable test system. The success recorded above 
encouraged us to attempt the next phase of the investiga- 
tion, i.e., to subject the synthesized RNA to this more 
rigorous challenge (Spiegelman et al., 1965). 

The ability to perform these experiments depended on 
the fact that one could introduce viral nucleic acid into 
protoplasts of bacteria, i.e., bacterial cells from which the 
cell wall had been removed. Once inside the cells, the RNA 
is translated and replicated to form complete virus particles 
which can be assayed by the usual plaque assay on intact 
cells. 

As a first approach, the appearance of newly synthesized 
RNA was compared with the number of infectious RNA 
strands during the course of an extensive synthesis. We  
took aliquots from a reaction mixture to determine the 
amount of radioactive RNA that was synthesized, and 
purified the phenol for the infectivity assay. As is illustrated 
in Figure 6, increase in RNA is paralleled by a rise in the 
number of infectious units. 

This kind of experiment offers plausible evidence for the 
infectivity of newly synthesized and radioactively labeled 
RNA. It is not, however, conclusive, because there is still a 
possibility that the agreement is fortuitous. It must be re- 
called that the infective efficiency of RNA strands is low- 
of the order of 1 in lo6. One could therefore argue, how- 
ever implausibly, that the enzyme is activating the input 
RNA to higher levels of infective efficiency while it is 
synthesizing new, noninfectious RNA. The concordance of 
the rather complex combination of exponential and linear 
kinetics of the two processes would then be just an unlucky 
coincidence. 

To answer issues raised by such arguments, one must 

design experiments to eliminate the possibility that the in- 
put RNA is involved in the infectivity tests. There are 
several possible approaches to this problem, including the 
use of heavy isotopes and the separation of newly formed 
strands by density difference. One can, however, perform 
a much simpler experiment by taking advantage of the fact 
that we are dealing with a presumed self-propagating 
entity. 

Consider a series of tubes, each containing 0.25 milliliter 
of the standard reaction mixture, but with no added tem- 
plate. The first tube is inoculated with 0.2 microgram of 
Q@ RNA and incubated long enough to synthesize 10 times 
as much radioactive RNA. A one-tenth aliquot is trans- 
ferred to the second tube, which is permitted to synthesize 
about the same amount of RNA, a portion of which is 
transferred to a third tube, and so on. If each successive 
synthesis produces RNA that can serve to initiate the next 
one, the experiment can be continued indefinitely and, in 

MINUTES 

FIGURE 6 Kinetics of RNA synthesis and formation of infectious 
units. An 8-ml reaction mixture was set up, and samples were taken 
as follows: one ml at 0 time and 30 min.; 0.5 ml at 60 min. ; 0.3 ml 
at 90 min.; and 0.2 ml at all subsequent times. Twenty X were 
removed for assay of incorporated radioactivity. The RNA was 
purified from the remainder, radioactivity being determined on 
the final product to monitor recovery. (From Spiegelman et al., 
1965.) 



particular, until the point is reached at which the initial unit ascribable to the initiating RNA, and the fifteenth tube 
RNA of tube one has been diluted to an insignificant level. contained less than one strand of the initial input. Neverthe- 
I f in  all the tubes, including the last one, the number ofinfectious less, every tube, including the last, showed an increment in 
units corresponds to the amount o f  radioactive RNA found, infectious units corresponding to the amount of radioactive 
cot~vincing evidence is o&ed that the newly synthesized RNA is RNA found. In other words, the newly synthesized RNA 
indeed infectious. was as infectious as the material obtained originally from 

A complete account of such a serial transfer experiment the virus particle. 

5 10 15 
TRANSFERS 

FIGURE 7 RNA synthesis and formation of infectious units 
in a serial transfer experiment. Sixteen reaction mixtures of 
0.25 ml were set up, each containing 407 of protein and the 
other components specified for the "standard" assay. 0.2 y 
of template RNA was added to tubes 0 and 1; RNA was 
extracted from the former immediately, and the latter was 
allowed to incubate for 40 minutes. Then 50 X of tube 1 was 
transferred to tube 3, and so on, each step after the first 
involving a 1 to 6 dilution of the input material. Every tube 
was transferred from an ice bath to the 35' C water bath a 
few minutes before use to permit temperature equilibra- 

tion. After the transfer from a given tube, 20 X was removed 
to determine the amount of 32P-RNA synthesized, and the 
product was purified from the remainder. Control tubes 
incubated for 60 minutes without the addition of the 0.2 y 
of RNA showed no detectable RNA synthesis, nor any 
increase in the number of infectious units. All recorded 
numbers are normalized to 0.25 ml. The ordinates represent 
cumulative increases of infectious units and radioactive 
RNA in each transfer; the abscissae record elapsed time and 
the transfer number. Further details are to be found in Spie- 
gelman et al. (1 965). 

can be found in Spiegelman et al. (1965), and Figure 7 A r ~ o r ~ u s ~ r o o f t h a t  the added RNA is 
describes the outcome. W e  knew the molecular weight and the se~f-up~icating entity 
the amount of RNA put into the initial tube, so we could 
readily calculate how many tubes should be used to insure The central issue I now consider is one I have already noted 
that the last tube contained less than one strand of the in my introductory remarks. It stems from the fact that two 
initial input. In this experiment, aside from the controls, informed components are present in the reaction mixture- 
15 transfers were made, each resulting in a dilution of one replicase and RNA template. None of the experiments thus 
to six. By the eighth tube there was less than one infectious far de~cribed~roved that the RNA synthesized in this system 
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is a self-duplicating entity. As we have seen, what is required 
in such situations is a rigorous demonstration that the RNA, 
not the replicase, is the instructive agent in the replicative 
process. 

A definitive decision would be provided by an experi- 
mental answer to the following question: If the replicase is 
provided alternatively with two distinguishable RNA mol- 
ecules, is the product always identical to the initiating 
template? A positive outcome would establish that the 
RNA is directing its own synthesis and simultaneously 
eliminate any remaining possibility that the RNA present as 
a contaminant of the enzyme preparation is activated. 
Experiments to settle these issues were undertaken by Pace 
and Spiegelman (1966a, 1966b). 

The discriminating selectivity of the replicase for its own 
genome as a template makes it impossible to employ any 
kind of heterologous RNA in the test experiments, and we 
took recourse in mutants. For ease in isolation and simplicity 
in distinguishing between mutant and wild phenotype, 
temperature-sensitive (ts) mutants were chosen. The ts 
mutant grows poorly at 41" C as compared with 34" C. 
The wild type grows equally well at both temperatures. 

We should be able to determine whether the product 
produced by a normal replicase primed with ts-Qb RNA is 
mutant or wild type. As in previous investigations, this is 
done best by a serial transfer experiment, to avoid the 
ambiguity of examining reactions containing significant 
quantities of initiating RNA. The basic experiment is as 
follows: The mutant virus is grown at the ~ermissible 
temperature and the RNA is extracted. This RNA is then 
presented to a wild-type enzyme, and the virus particles 
produced from the newly synthesized RNA in bacterial 
protoplasts are examined. If they retain the temperature- 
sensitive phenotype, it is clear that the RNA is the in- 
structive agent. If, on the other hand, the RNA is wild type, 
it is the enzyme that is geared to synthesize RNA, and the 
initiating template simply serves as a stimulator of synthesis. 

~ c c o r d i n ~ l ~ ,  we prepared seven standard reaction 
mixtures, each containing 60 micrograms of QP replicase, 
isolated from cells infected with rzorrnal virus. To the first 
reaction mixture we added 0.2 microgram of tsRNA and 
allowed synthesis to proceed at 35" C. After a suitable 
interval, we used one-tenth of this reaction mixture to 
initiate a second reaction, which, in turn, was diluted into a 
third, and so on for seven transfers. A control series was 
carried in a manner identical to that just described, except 
that we added no RNA to the first tube. We examined 
aliquots from each reaction for radioactivity in the material 
that was precipitated by trichloracetic acid and also assayed 
for infectious RNA at 34" and 41" C. Figure 8 summarizes 
the outcome of the experiment in a cumulative plot of the 
RNA synthesized and the plaque formers detected at the 
two test temperatures. It is clear that the RNA synthesized 

has the ts phenotype. Although the plaque formation tested 
at 34" C increases in parallel with the new RNA that is 
synthesized, no such increase takes place when the tests are 
carried out at 41" C. It should be noticed (on the upper 
panel of Figure 8) that no significant synthesis of either 
RNA or infectious units was observed in the control series of 
tubes that lacked initiating templates. 

Extracellular Darwinian experiments with 
the replicating RNA molecules 

The experiments just described demonstrated a specific re- 
sponse of one and the same enzyme preparation to the 
particular template added. This proved that the RNA is the 
instructive agent in the replicative process and hence 

I,O-/ NONPRIMED CONTROL 

A INFECTIOUS UNITS AT 3 4 °  
0 INFECTIOUS UNITS AT 41' 
o cpm 

25 5 0  7 5  100 125 150 175 Minutes 
1 2 3 4 5 6 7 Transfers 

I PRIMED REACTION 

INFECTIOUS UNITS 
li6 Y 

A .  4,. 

25 5 0  7 5  100 125 150 175 Minutes 
1 2 3 4 5 6 7 Transfers 

FIGURE 8 Synthesis of mutant RNA. Each 0.25-ml reaction con- 
tained 60 pg of @ replicase purified through CsCl and sucrose 
centrifugation. The first reaction was initiated by addition of 0.2 
pg of tsRNA. Each reaction was carried out at 35" C for 25 min., 
whereupon 0.02 ml was withdrawn for counting and 0.025 ml was 
used to prime the next reaction. All samples were stored frozen at 
-70" C until infectivity assays were carried out at 41" C and 34" C. 
A control series was carried out in which no initiating RNA was 
added. (From Pace and Spiegelman, 1966b.) 



satisfies the operational definition of a selfduplicating 
entity. An opportunity is thus provided for studying the 
evolution of a self-replicating nucleic acid molecule out- 
side a living cell. It should be noted that this situation 
mimics an early, precellular evolutionary event, when the 
environmental selection presumably operated directly on 
the genetic material, rather than on the gene product. The 
comparative simplicity of the system and the accessibility of 
its known chemical components to manipulation permit 
the imposition of a variety of selection pressures during 
growth of replicating molecules. As we noted earlier, this 
experimental situation should permit us to explore at least 
some of the rules of the game that must have been played in 
the evolution of living material before the advent of cells. 

In the universe provided to them in the test tube, the 
RNA molecules are liberated from many of the restrictions 
derived from the requirements of the complete viral life 
cycle. The only restraint imposed is that they retain what- 
ever sequences are involved in the recognition mechanism 
employed by the replicase. Thus, sequences which code for 
the coat protein, replicase, and attachment protein com- 
ponents may now be dispensable. Under these circum- 
stances, it is of no little interest to design an experiment 
which attempts an answer to the following question: What 
will happen to the RNA molecules if the only demand 
made on them is the biblical injunction, "Multiply," with 
the biological proviso that they do so as rapidly as possible? 
The conditions required are readily obtained by a serial 
transfer experiment in which the intervals of synthesis be- 
tween transfers are adjusted to select the earliest molecules 
completed. If the sequences coding for the three viral 
proteins are unnecessary for the replicative act, these 
sequences become so much excess genetic baggage. Be- 
cause the longer a chain is, the longer it takes to complete, 
molecules would gain an advantage by discarding any un- 
needed genetic information to achieve a smaller size and 
therefore a more rapid completion. 

Isolation ofFast-Growing Variant (V-1) Mills et al. (1967) 
performed a series of 75 transfers (Figure 9), during which 
each reaction mixture was diluted 12.5 times in the next 
tube. The incubation intervals were reduced periodically as 
faster and faster growth was achieved. As can be seen from 
the insert in Figure 9,  although RNA continued to be 
synthesized, the formation of infectious RNA ceased after 
the fourth transfer. A dramatic increase in the rate of RNA 
synthesis occurred after the eighth transfer. 

It should be noted that this sort of evolutionary experi- 
ment has its own built-in paleology, for each tube can be 
frozen and its contents expanded whenever one decides to 
examine what happened at that particular period in the 
evolutionary process. W e  illustrate this by analyzing the 
products of several of the transfers in a sucrose gradient. 
The product of the first reaction (Figure 10) shows the 28s 

TRANSFERS 

TRANSFERS 

FIGURE 9 Serial transfer experiment. Each 0.25-ml standard 
reaction mixture contained 40 pg of QP replicase and (32P) UTP. 
The first reaction (0 transfer) was initiated by the addition of 0.2 
pg ts-1 (temperature-sensitive RNA) and incubated at 35' C for 
20 min., whereupon 0.02 ml was drawn for counting and 0.02 ml 
was used to prime the second reaction (first transfer), and so on. 
After the first 13 reactions, the incubation periods were reduced to 
15 min. (transfers 14-29). Transfers 30-38 were incubated for 10 
min. Transfers 39-52 were incubated for 7 min., and transfers 
53-74 were incubated for 5 min. The arrows above certain trans- 
fers (0, 8, 14, 29, 37, 53, and 73) indicate where 0.001-0.1 ml of 
product was removed and used to prime reactions for sedimenta- 
tion analysis on sucrose. The inset examines both infectious and 
total RNA. The results show that biologically competent RNA 
ceases to appear after the fourth transfer. (From Mills et al., 1967.) 

1 I st TRANSFER 

FRACTION 

FIGURE 10 Sedimentation analysis of first transfer reaction. 0.002 
ml of the O reaction was used to initiate a reaction for a first transfer 
reaction product. After completion, this reaction was adjusted to 
0.2 per cent SDS, an aliquot was withdrawn, diluted to 0.2 ml in 
TE (tris-EDTA) buffer (0.01 M tris, pH 7.4, 0.003 M EDTA), and 
then layered onto a 5-ml linear sucrose (2-20 per cent in 0.1 M tris, 
pH 7.4, and 0.003 M EDTA). TI-labeled bulk RNA of E. coli was 
included as internal size markers. (From Mills et al., 1967.) 
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peak characteristic of mature QP RNA, as well as the peaks 
corresponding to the usual replicative complexes observed 
during in vitro synthesis (Mills et al., 1966). Products of 
subsequent transfers showed a gradual shift in the RNA to 
smaller S values. By the thirtieth transfer no molecules 
larger than 16s were found. By the fifty-fourth transfer, a 
single peak was found at about 15S, and, by the seventy- 
fifth transfer, this peak had moved to a value of 12s 
(Figure 11). This single peak is due to the poor resolving 

54 th TRANSFER 

FRACTION 

75 t h  TRANSFER 

x - 

I - 

FRACTION 

FIGURE 11 Sedimentation analysis of the 54th and 75th transfers. 
Details as in Figure 10. (From Mills et al., 1967.) 

power of sucrose gradients and is composed of several 
components, as is easily shown by analysis on acrylamide 
gels, in which the replicative intermediates are readily re- 
solved from the single-stranded forms. We determined the 
size of the variant by using acrylamide gel electrophoresis 
with internal markers. The position of the variant found in 
the seventy-fourth transfer (V-1) indicates that it has a 
molecular weight of 1.7 X lo5 daltons, corresponding to 

550 nucleotides. This means that, in response to the selec- 
tion pressure for fast growth, the replicating molecule dis- 
carded 83 per cent of its genetic information. 

The principal purpose of the experiment was to illustrate 
the potentialities of the replicase system for our examining 
the extracellular evolution of a self-replicating nucleic acid 
molecule. The seven samples we examined indicate that 
progress to a smaller size occurs in a series of steps. 

Eighty-three per cent of the original molecule has been 
discarded, which means that neither the specific recognition 
nor the replicating mechanism requires the entire original 
sequence. In this connection, it should be noted that these 
variants, although abbreviated, are not equivalent to ran- 
dom fragments, because, as we have already seen, the latter 
are unable to complete the replicative act. 

The availability of a molecule that has eliminated large 
and unnecessary segments provides an object with obvious 
experimental advantages for the analysis of many aspects of 
the replicative process. Finally, these abbreviated R.NA 
molecules have a high &nity for the replicase but are no 
longer able to direct the synthesis of virus particles. This 
opens up a pathway toward a highly specific device for 
interfering with viral replication. 

Cloning of Self-replicating Molecules In principle, the Q/3 
replicase system should be capable of generating clones 
descended from individual strands. The resulting clones 
would provide the sort of uniformity required for sequence 
and genetic studies. We  (Levisohn and Spiegelman, 1968) 
succeeded in demonstrating that this can be attained. 

As a first step, we isolated a new mutant, characterized by 
an ability to initiate synthesis at a low level of input. This 
was clearly necessary for our attempt at cloning. The 
selection of this type of mutant was accomplished by 
modifying the earlier, serial-selection procedures described 
in Figure 7. As shown in this Figure, the time intervals be- 
tween transfers were decreased, but the dilution remained 
constant. In the experiments to be described, the time was 
kept constant and the dilution was increased as the transfers 
were continued. During a serial transfer experiment, the 
incubation interval was held constant at 15 minutes, and in- 
creasing selection pressure was achieved by recurrent sharp 
decreases in the dilution experienced by successive transfers 
from 1.25 X lCF1 to 2.5 X l@lO. 

The variant RNA that evolved by the seventeenth trans- 
fer was selected for further studies and was called Variant 2 
(V-2). Figure 12 compares the response of the two variants, 
V-1 and V-2, to low-level inputs of template RNA in a 15- 
minute incubation at 30 degrees. V-2 is clearly superior in 
growth at levels below 100 pppg of RNA. In fact, V-2 can 
initiate synthesis with 0.29 pppg of RNA which cor- 
responds to the weight of one strand. A kinetic analysis 
reveals that, during the exponential growth phase, V-2 has a 



doubling time of 0.403 minute as compared with 0.456 
minute for V-1. In a 15-minute period of logarithmic 
growth, V-2 can experience more doublings (i.e., a 16-fold 
increase) than can V-I. V-1 and V-2 have a similar elec- 
trophoretic mobility on polyacrylamide gels and the same 
base composition. They do, however, differ in sequence, as 
determined by oligonucleotide fingerprint patterns. 

We  obtained clones of RNA molecules in vitro by using 
an approach that depends on a straightforward comparison 
of the observed frequency distribution in a series of replicate 
syntheses with the frequency expected from the Poisson 
distribution. If one strand is sufficient to initiate synthesis, 
the proportion of tubes showing no synthesis should cor- 
respond to ecm, m being the average number of strands per 
tube. Further, if the onset and syntheses are adequately 
synchronized, one should be able to identify tubes that 
received initially one, two, or three strands. These tubes 
should appear with frequencies corresponding to me-m, 
(m2/2 !)e-m and (m3/3 !)e-rn, respectively. 

A reaction mixture containing 0.29 pppg of V-2 RNA 
per 0.1 milliliter was distributed at 0" C in 0.1-milliliter 
portions into each of 82 tubes. The tubes were placed 

simultaneously in a bath of 38" C. and, after a 30-minute 
interval, the reactions were stopped simultaneously. If the 
assumption underlying the Poisson distribution has been 
satisfied by the conditions of the experiment, 36.8 per cent 
of the 82 tubes, that is to say 30.2, should show no synthesis. 
This is in excellent agreement with the 30 tubes found in 
Table 111. 

Distribution oftemplate strands at an average input of 
one template strand per tube 

A reaction mixture in which 13.2 pg Variant-2 RNA were synthe- 
sized was diluted to a final concentration of 2.9 prpg/ml RNA into 
standard reaction mixture containing 7.8 X 106 cpm 32P-GTP per 
025 ml. Quantities of 0.1 ml were distributed into each of 82 tubes. 
After incubation of 30 minutes at 38" C, the acid-insoluble S2P-GTP 
was determined. The average is for the actual number of counts 
after subtraction of the average of nine control tubes (22 cpm) to 
which no variant RNA was added. In this experiment 3240 cpm is 
equivalent to 1 pg of variant RNA. (Levisohn and Spiegelman, 
1968.) 

Among 82 tubes 
Strands per Tube P(r) Expected Found 

TEMPLATE: pppgl0.125 rnl 

T o  identify tubes inoculated with one, two, three, or 
more strands, the sum of the counts observed in all tubes 
was divided by the number of template strands. The result, 
309 counts per minute, is the average amount ascribable to 
a single template strand. The actual incorporation observed 
in each tube was divided by 309, and the result was rounded 
out to the nearest integer to yield an approximation of the 
number of strands that initiated synthesis in that tube. 
Table 111 shows a good agreement between the results 
expected from the Poisson distribution and those actually 
found. It is highly probable that a tube exhibiting an in- 
corporation close to 309 cpm was, in fact, initiated by a 
single strand. 

An interesting outcome of the last experiment is that 0.29 
pppg indeed satisfied the Poisson expectation for an average 
of one strand of RNA. This permits an independent estima- 
tion of molecular weight as-174,000 dalton; for V-2 RNA, FIGURE 12 Comparison between the synthesis of Variant-1 (V-I) 

RNA and V-2 RNA when used as templates at very low concentra- in good agreement with the value deduced from gel 

tions. The indicated concentrations of V-1 RNA and V-2 RNA electrophoresis. 
were added as templates to 0.125 ml of standard reaction mixture. The ability to clone variant RNA molecules in vitrO has 
After a 15-min. incubation at 38" C,  the 32P-UTP incorporated already proved useful for sequence analysis of V-2 (Bishop 
into acid-insoluble material was determined. (From Levisohn and et al., 1968). The molecules also provide a necessary pre- 
Spiegelman, 1968.) requisite for a genetic analysis. 



Diverse variants isolated under 
dgerent  selective conditions 

The experiments thus far described were concerned with 
the isolation of mutants possessing increased growth rates 
under standard conditions. We now turn our attention to a 
question of no little theoretical and practical interest and 
inquire whether other mutant types can be isolated. In 
effect, we are asking the following question: can qualita- 
tively distinguishable phenotypes be exhibited by a nu- 
cleic acid molecule under conditions in which its informa- 
tion is replicated but never translated? We  (Levisohn and 
Spiegelman, 1969) undertook to answer this question and, 
as will be seen, our results show that numerous distinguish- 
able variants can be isolated, the number depending on the 
ingenuity expended in designing the appropriate selective 
conditions. 

SELECTION OP "NUTRITIONAL MUTANTS" One general 
approach for obtaining a variety of mutants is to run the 
syntheses under less-than-optimal conditions with respect 
to a component or parameter of the reaction. If a variant 
arises that can cope with the imposed suboptimal condition, 
continued transfers should lead to its selection over the wild 
type. This can be done with variations in the level of the 
ribonucleoside triphosphates. It can be seen in Figure 13 
that the rate of synthesis of V-2 begins to decrease sharply 
as the level of cytidine triphosphate (CTP) drops below 20 

L $ 1 ,  8 
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FIGURE 13 CTP concentration curve. Reaction mixtures of 0.125 
ml containing the indicated concentrations of CTP and otherwise 
identical to "standard reaction mixture" were incubated for 30 
min. at 38' C with 20 pg QP replicase and 0.01 pg V-2 RNA. Sub- 
sequently, the acid-insoluble radioactivity was determined. In the 
"complete medium" (containing 1 0 0 m p ~  CTP) 1.6pg of V-2 RNA 
were synthesized. (From Levisohn and Spiegelman, 1969.) 

millimicromoles per 0.125 milliliter. At a CTP concentra- 
tion of 2 millimicromoles, the rate of synthesis of V-2 is 
only 25 per cent of normal. At 1 millimicromole of CTP, 
the rate decreases to 5 per cent of normal. With such in- 
formation available, a search was made for variants that 
could replicate better than V-2 on limiting levels of CTP. 
A serial transfer experiment at 2 millimicromoles of CTP 
per reaction was initiated, with Qp RNA culminating after 
10 transfers in the appearance of V-4. A second series of 
transfers at 1 millimicromole of CTP per reaction was then 
started with V-4 and after 40 transfers led to the isolation of 
V-6. 

Variants V-4 and V-6 replicate 28 per cent and 56 per 
cent better, respectively, than does V-2 at low levels of 
CTP. This increased capacity might be explained on the 
basis of smaller sizes or modification of base composition 
toward a lower cytosine content. On polyacrylamide gel 
V-2 and V-6 showed no significant difference in chain 
length. Furthermore, as can be seen in Table IV, there is no 
significant difference in base composition. 

Base ratios of variants 

The base composition of purified plus strands of Variant-2 and 
Variant-6. The numbers represent mole per cent. (Levisohn and 
Spiegelman, 1969.) 

Base V-2 V-6 

Evidently the modifications leading to the properties 
possessed by variants 4 and 6 do not involve massive 
modifications in the composition of the molecule. The 
identification of the changes will require more subtle 
examination by nucleotide fingerprint patterns, and these 
are being carried out. 

The most obvious pathways for solving the problem of 
low CTP were not employed, which leads one to consider 
more sophisticated devices for achieving the desired end 
result. It is useful here to recall that the mutant RNA 
molecules must form a complex with replicase, so changes 
in sequence that would leave such gross features as base 
composition and size unmodified could, nevertheless, lead 
to different secondary structures of the mutant molecules. 
These, in turn, could have allosteric effects on the replicase, 
permitting the complex to employ CTP more effectively at 
suboptimal concentrations. If such were the case, and there 
were a common site for the four riboside triphosphates as 
there is in DNA polymerase, as shown by Atkinson et al. 



(1969), it might be expected that a mutant selected for better ATP concentration. Variant 6 was chosen to start a series of 
replication on low CTP would also exhibit increased transfers in the reaction mixture that contained 1.5 milli- 
capacities to accommodate to low levels of the other micromoles of ATP, which led to the isolation of variant 8. 
riboside triphosphates. Table V summarizes data comparing The doubling time of variant 8 in the reaction mixture with 

Logarithmic synthesis ofvariatz t  RNA oil lirrlitirzg itledin 

Thc data are based on experiments in standard reaction mixtures and in reaction mixtures with only 
4 mpmolcs of ATP, I) mpmoles of GTP, or 2 mpmoles of UTP. (Levisohn and Spiegelman, 1969.) 

Limiting Doubling Time Relative Slope 
Nucleotides mpmoles Variant Min. Compared with V-2 Compared with V-4 

None 100 2 0.42 
4 0.42 
6 0.35 

ATP 

CTP 

GTP 

UTP 2 2 2.06 1.00 
4 1.69 1.22 1.00 
6 1.54 1.33 1.09 

the logarithmic synthesis of variants V-4 and V-6 with that 
of V-2 on limiting levels of each of the four riboside 
triphosphates. The data show that the two variants selected 
on low CTP also do much better on limiting concentrations 
of the other three substrates. More definitive delineation of 
the underlying mechanism will require studies of substrates 
that bind with enzyme-complex and mutant and wild-type 
templates. 

SELECTION OF A VARIANT RESISTANT TO AN INHIBITORY 
ANALOGUE Tubercidin is an analogue of adenosine in 
which the nitrogen atom in position 7 is replaced by a 
carbon atom. Tubercidin triphosphate (TuTP) inhibits the 
synthesis of QP RNA in vitro. However, TuTP cannot 
completely replace adenosine triphosphate in the reaction, 
although it can be incorporated into the growing chains. 
It was of some interest to see whether one could derive a 
mutant that would show resistance to the presence of this 
agent. 111 such experiments, it was desirable to have the 
ratio of the analogue to ATP as high as possible. To attain 
this more readily, we isolated a new variant by limiting the 

1.5 millimicromoles of ATP was 2.8 minutes as compared 
with 8.4 minutes for V-6, the starting variant. 

The replication rate of V-8 in a reaction mixture that con- 
tained 5 millimicromoles of ATP was inhibited fourfold 
with the additon of 30 millimicromoles of TuTP. A serial 
transfer was initiated with V-8 in the inhibitory medium 
and led to the isolation of V-9. The doubling time of V-9 
in the presence of TuTP was 2.0 minutes as compared with 
4.1 minutes for V-8. In the absence of TUTP, both variants 
synthesized with a 1.0-minute doubling time. It is clear that 
V-9 exhibits a specifically increased resistance to the in- 
hibitory effect ofTuTP. The resistance mechanism does not 
involve a more effective exclusion of TuTP. At 30 milli- 
micromoles of TuTP and 5 millimicromoles of ATP, the 
ratio of U to A in the product was 3.6 for V-8 and 3.5 for 
V-9, the resistant mutant. 

Table VI lists the variants isolated in the experiments 
described and summarizes the relevant information on 
their origins and conditions of selection. It will be noted 
that V-4 is an independent derivative from the parental 
QPRNA. Another variant, V-3 (not listed), was isolated 
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Conditions used in isolation o fvar ia t~ts  
Variants were selected on standard reaction mixture, or on a standard reaction mixture modified 
to contain one of the four nucleoside-triphosphates at the indicated concentration. Starting with 
the RNAs indicated in column 3, a series of transfers were made with reaction product, diluted 
1.25 X lo4. Subsequently, the dilution factor between transfers was gradually increased to about 
1 X 10IL. (Levisohn and Spiegelman, 1969.) 

RNA Used to No. of Transfers at Total No. of 
Variant Selective Limitations Start Selection Dilution of 1.25 X lo4 Transfers 

v -~(s)  None QB 
V-4 2 mpnoles CTP QB 
V-6 1 mpmoles CTP V-4 
V-8 1.5 mpmoles ATP V-6 
V-9 5 mrmoles ATP V-8 

+30 mpmoles TuTP 

with limiting CPT, starting with V-2 instead of QPRNA. 
V-3 possesses phenotypic properties indistinguishable from 
those of V-4; thus one can arrive at the V-4 phenotype 
either from QPRNA or from V-2. It seems probable that 
QP RNA passes through the V-2 stage before arriving at the 
V-4 phenotype. 

It will be of no little interest to compare the actual 
sequence changes among the mutants that differ in their 
relatedness and phenotypic properties. With this informa- 
tion available, one can begin to construct the probable 
modifications of the secondary structure. Only then will 
we be in a position to begin the attempt to understand the 
molecular basis of these new phenotypes. 

Some theoretical andpractical implications of 
extracellular Darwinian experiments 

We pointed out previously that extracellular Darwinian 
selections may mimic that aspect of precellular evolution 
when environmental selection operated only on the rep- 
licating gene and not on the gene product. Such experi- 
ments provide some insight into the rules of these early 
stages of evolution. It was not obvious a priori what kinds 
of selective forces could be operative, as much depended on 
how many different ways a molecule could be selected by 
the environment as superior. The experiments reported 
here reveal an unexpected wealth of phenotypic differences 
that a replicating nucleic acid molecule can exhibit. It is 
true that many of these involve interactions between 
nucleic acid molecules and a highly evolved protein catalyst. 
It is possible, however, to imagine similar types of inter- 
actions with a primitive surface catalyst. Sequence changes 
which would increase the catalytic capacity slightly could 
have powerful selective effects in these precellular stages of 
evolving genetic material. 

It should not escape the attention of the reader that this 

phenomenon provides a possible solution to the following 
puzzling question: What pressures could have forced rep- 
licating nucleic acids toward greater complexity before 
they invented cells or subcellular components to help them 
replicate? 

It is apparent, from the limited number of examples 
described, that a host of new mutant types possessing pre- 
determined phenotypes can be isolated by varying other 
parameters of the system. In addition, one can expand the 
possibilities by introducing neutral agents (for example, 
proteins) with which the replicating molecules may inter- 
act. Selection can then be exerted to favor variants that can 
induce these foreign agents to become participants in the 
replicative process. Indeed, one might be able to persuade 
the RNA molecules themselves to acquire a weak catalytic 
function that would aid their replication. 

Finally, I wish to note a practical implication of the 
mutant that is resistant to the inhibitory analogue, TuTP. 
These abbreviated variants possess various features that 
make them potentially powerful chemotherapeutic agents. 
They combine a high affinity for the replicase and a rapid 
gowth  rate. They compete effectively with a normal, viral 
nucleic acid for the replicase and thus halt the progress of 
virus production. To  these properties we can now add a 
third-resistance to a chemotherapeutic agent that is ef- 
fective against the original virus particle. All these features 
can be built into one variant by the kinds of serial selection 
described here, adding another dimension to the potential 
use of these agents as chemotherapeutic devices and opening 
up a novel pathway for the specific control of viral diseases. 
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83 Repressors and Genetic Control 

W A L T E R  G I L B E R T  

How ARE GENES controlled? The Jacob and Monod (1961) 
model of genetic control proposed that control genes would 
make repressors which would turn off other genes. At the 
last Boulder meeting, Gunther Stent (1967) described this 
picture of control that had emerged from genetic studies in 
bacteria and bacterial viruses. However, since then our 
knowledge about the control of gene function has been 
given an explicit biochemical base through the isolation of 
several repressors (Gilbert and Miiller-Hill, 1966; Ptashne, 
1967; Riggs and Bourgeois, 1968; Pirrotta and Ptashne, 
1969). 

The particular model for genetic control put forward by 
Jacob and Monod contains two germinal ideas. One of 
these is the concept of separate, specific genes involved in 
the control of other genes-regulatory genes as distinct 
from "structural" genes. According to the model, these 
regulatory genes made substances that would directly affect 
some rate-determining step in the synthesis of the products 
of other genes. This rate-determining step defines a target 
for the control. Such a target, named an "operator," could 
be, for example, a specific point on a DNA molecule. The 
binding of a substance to the region of the DNA molecule 
that serves as an initiation point for the synthesis of messen- 
ger RNA clearly could block (or affect or enhance) the syn- 
thesis of that messenger. Alternatively, the target for control 
could be a region on a messenger RNA molecule. The bind- 
ing of a control substance to such a messenger could easily 
be imagined to block the attachment of ribosomes and 
hence the synthesis of proteins. (I have used the term "bind" 
to supply a specific physical picture. As far as genetic argu- 
ments are concerned, any biochemical process that leads 
to the same result would serve. The control substance could 
modify bases, achieving the same ends through a chemical 
alteration of structure.) 

The other idea is that the controlling substance itself will 
act as an intermediate to make a connection (a physical con- 
nection) between a small molecule-a compound acting as a 
signal-and the target for the control. A biochemical reali- 
zation would be that the molecule serving as a signal could 
bind to the control substance to alter the affinity of the con- 
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trol substance for the operator. This proposal is a complete 
shift away from instructive theories of control, which re- 
quire that there be a way in which the signal is like the act 
controlled: the enzyme to be called forth by the substrate 
(even formed upon the substrate in the primitive form of 
such theories), the antibody shaped by the antigen, or the 
sperm to contain a homunculus. The interposition between 
signal and act of a controlling substance, which interacts 
separately with a small molecule and the operator, permits 
the relationship of the small molecule to the enzyme called 
forth to be dictated only by evolutionary accident; there is 
no necessary structural relationship. 

The explicit mechanism that Jacob and Monod suggested, 
that the control should involve a gene product that represses 
gene function, is an accident of the systems that were ana- 
lyzed originally. It is true for phage lambda, for the enzymes 
of lactose utilization, for galactose, for glycerol, for the 
tryptophan biosynthetic enzymes, and for others, that the 
controlling gene makes a gene product that behaves as a 
repressor. (This has an explicit genetic meaning: in the ab- 
sence of the control gene-if the gene is deleted, for ex- 
ample-the structural genes run at full rate. In a genetic 
complementation experiment, a cytoplasmic product of the 
control gene turns off the structural genes. General reviews 
of the various systems are by Epstein and Beckwith, 1968, 
and Dove, 1968.) 

There are a number of other cases, however-genes N 
and Q of phage lambda that turn on the early and late 
functions of that phage, and the enzymes for the metabolism 
of arabinose and maltose, in which the structural genes will 
not function without the product of the control gene. These 
are examples of positive control, the regulatory gene prod- 
uct being necessary for expression. How such genes act is 
unknown. If such control is exerted at the DNA level, a 
positive control gene might make a factor (like the sigma 
factor, Burgess et al., 1969) that binds to the RNA poly- 
merase and permits that enzyme to initiate on a new region 
of DNA, or to make a factor that binds to DNA, to open it 
for reading, or to act negatively to prevent a stopping of the 
reading of DNA by interfering with an RNA stop signal. 
Alternatively, a variety of steps at the RNA-to-protein 
level could be affected. It is still possible, however, that these 
positive control genes may act in a more trivial way by 
generating or shaping a small molecule that acts to interfere 
with a repressor made by some still-unidentified gene. 



If the cell is to respond to a chemical signal coming from 
outside, a number of steps will intervene before that signal 
affects the synthesis of proteins. The chemical signal must 
penetrate, be concentrated, possibly altered, possibly trigger 
the release of other chemicals, which, in turn, serve as sig- 
nals-each step requiring a specific enzyme or function, and 
so requiring the product of a specific gene. Genetically, each 
of these genes can be altered by mutation; each such muta- 
tion can appear as a "control" or "regulatory" effect. Ex- 
haustive genetic analysis can only suggest which control 
genes affect the transmission of the signal and which specify 
the actual way in which the process is controlled. Only bio- 
chemical analysis can ultimately prove the mechanism. 
Now that several repressors have been isolated, we can 
understand their functioning in detail. 

The lactose opevon 

One of the genetic systems that has been exploited most suc- 
cessfully involves the genes for the enzymes of lactose me- 
tabolism in E. coli. Figure 1 shows a schematic genetic map 
of this region of the E. coli chromosome. There are three 
structural genes: z, the gene for fi-galactosidase, the enzyme 
that splits lactose into glucose and galactose; y, the gene pro- 
ducing a protein that is involved in the permeation (and 
active concentration) of lactose; and a, the gene for the thio- 
galactoside tran~acet~lase, an enzyme that has no known 
function in vivo, strains deleted for the a gene behaving nor- 
mally in all tests. These three contiguous genes are con- 

trolled together, the levels of the three products changing in 
a coordinate fashion. Such a set of genes is called an operon, 
and is thought of as being under the control of an operator. 

Three controlling elements are shown on the map: the i 
gene; y ,  the promoter; and o ,  the operator. The i gene 
makes a controlling substance, a repressor. W e  know this 
through the variety of mutations that exist in this gene. The 
basic defining mutation is the change to i-: when no prod- 
uct is made by the i gene-if it were deleted, for example 
-the structural genes function at full rate at all times; in the 
wild-type (i+) cell (in the absence of sugar), the enzymes are 
made only one-thousandth of the full rate. The crucial 
experiment that formed the basis of the Jacob and Monod 
theory was a genetic complementation experiment. If both 
a wild-type i gene and a defective i gene were put into the 
same cell, the wild-type gene dominated and turned off not 
only the adjacent piece of D N A  but also all other pieces of 
D N A  carrying the lactose genes in the same cell. 

One infers that the i gene makes some product that acts 
through the cytoplasm to prevent the expression of the 
lactose genes. Thus the i- mutations are recessive constitu- 
t ive~, constitutive meaning that the enzymes are made with- 
out being induced by the sugar, and the distribution of these 
i- mutations defines the i gene. The two other controlling 
regions d o  not appear to make any product; both are de- 
fined through mutations that have only cis effects, changing 
the behavior only of the piece of DNA bearing the muta- 
tion. 

The operator, conceptually the target for the i gene 

7 I 1 I 
I I I b 

i m RNA /UC m RNA 

start 
z protein 

start start 
y protein a protein 

FIGURE 1 A schematic map of the lactose (lac) region of the E. o, to prevent the synthesis of messenger RNA (mRNA) for the 
coli chromosome. The Figure shows the order of the regions on the structural genes. The messenger for the Inc enzymes is synthesized, 
DNA making up the lactose operon. The products of the three starting in the promoter region, p. The i product (the lac repressor) 
structural genes z, y ,  and a (P-galactosidase, permease, and trans- is made from the i messenger RNA, which is synthesized in the 
acetylase) are synthesized coordinately under the control of a re- direction shown, starting at an i-gene promoter at the far left of 
pressor gene, i, of which the product works at the operator region, the gene. 
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product, is a site for cis-dominant constitutive mutations. 
These oC (operator constitutive) mutations permit a partial 
escape from the control by the product of the i gene, but in 
a complementation experiment only the structural genes 
physically adjacent to the mutation function. 

The promoter is defined genetically by mutations that 
prevent the expression of all three structural genes simul- 
taneously. These mutations, y-, occur outside the structural 
genes and affect only the physically adjacent genes in the cis 
position(Jacob et al., 1964; Ippen et al., 1968). The order of 
genes is y-o-z-y-a. RNA for this operon is read in the direc- 
tion from z to a (Kumar and Szybalski, 1969). It is generally 
believed, although there is no explicit biochemical proof as 
yet, that the promoter region provides the starting site of 
the RNA for the operon, read out as one piece, and thus that 
the p- mutations change the rate of initiating RNA syn- 
thesis, for example, by being base changes that change the 
affinity of the RNA polymerase for this special region. 

How does the sugar induce the enzymes? The hypothesis 
of Jacob and Monod was that the sugar, or an analogue of 
the sugar, would block the action of the repressor, prevent 
the attachment of the repressor to the operator, and thus 
leave the genes open to function. The inducer might bind to 
the repressor in order to make it physically unable to inter- 
act with the operator. Such a model is supported by the 
existence of another class of mutants of the i gene, mutants 
in which the i-gene product behaves as if it has lost its 
affinity for the inducer. Such a defective repressor should 
be able to bind only to the operator; a cell containing such 
repressors should never be induced. Such mutations, is 
mutations, were found: mutations to a trans-dominant un- 
inducible phenotype. Because the i cells could be induced at 
a thousandfold greater concentration of inducer than was 
needed for the wild type, and because one could supply an 
argument based on the interaction between is and oc in 
complementation to show that no more repressor was syn- 
thesized in the is than in the wild type, one would believe 
that these mutations were adequately explained as loss of 
affinity of the repressor for the inducer (Willson et al., 1964). 

The earlier comment about the penetration and modifica- 
tion of a small molecule signal has an explicit realization in 
the lactose operon. The sugar lactose itself is not an inducer 
(Burstein et al., 1965). The sugar must be acted upon by 
p-galactosidase, which, as a tran~~alactosidase, transfers the 
galactose to some (unknown) receptor to make the inducer. 
Thus, the basal level of p-galactosidase is needed to provide 
the first molecules of inducer. A z- cell cannot be induced. 
Furthermore, a y cell cannot be induced by lactose. The 
permease must be functional to keep a high enough level of 
lactose in the cell to maintain the induction by the sugar. 
Thus, if only the "natural" inducer were known, both z- 
and y- mutations woud appear to have some "regulatory" 
properties. These complexities are avoided by the use of 

unmetabolized inducers such as IPTG (isopropyl-thio- 
galactoside), which cannot be split by P-galactosidase. 

The nature o f  the repressor 

In 1961, a general view was held that repressors would turn 
out to be RNA molecules. That thought was based on an 
explicit experiment, a chloramphenicol inhibition experi- 
ment (Pardee and Prestidge, 1959), which was believed to 
show that the lac (lactose) repressor could be made in the 
presence of chloramphenicol and thus was an RNA mole- 
cule. The experiment is false, for several years later it could 
be shown that the repressor cannot be made in the presence 
of inhibitors of protein synthesis (Horiuchi and Ohshima, 
1966). i)uring that period, however, people talked them- 
selves into the view that repressors were RNA molecules, 
overcoming the attitude that the easiest way of providing a 
connection between a small molecule and a nucleic-acid 
sequence was to use a well-shaped protein molecule. Ever 
since, one wondered whether the control molecule would 
turn out to be RNA, or protein, or both. 

Further reasons for believing that the active structure 
required protein were that one found a variety of tempera- 
ture-sensitive mutations of the i gene, both thermolabile 
(iTL) and temperature-sensitive synthesis (iTSS) mutations 
(described in detail in Sadler and Novick, 1965). More con- 
vincing, however, were the isolations of nonsense muta- 
tions in the i gene (changes to the nonsense codon UAG, 
which interrupts polypeptide synthesis). These mutations 
produce an inactive repressor (Miiller-Hill, 1966; Bour- 
geois et al., 1965). Ultimately, the proof of the nature of 
this control substance waited on its isolation and purifica- 
tion as a protein. 

We (Gilbert and Miiller-Hill, 1966) isolated the product 
of the lactose i gene by using only that one property most 
central to the picture of repressor control-the repressor 
must bind to the inducer. The experiments were not biased 
by any requirement as to the composition of the repressor, 
nor did they depend on any model for its action. The in- 
ducer that was used is an analogue of the sugar IPTG, the 
best inducer known. The binding of radioactive IPTG to 
the repressor was followed by equilibrium dialysis: 0.1 ml 
samples of protein solutions were dialyzed in an ordinary 
dialysis sack against a solution of radioactive IPTG. Al- 
though the interaction is rather tight, a dissociation constant 
of 1.3 X I F 6  M, there is so little repressor in the wild-type 
cell that the molecule must be purified blindly before its 
presence can be detected in the protein solution that is put 
into the dialysis sack (even directly in the bacterial cell, only 
a few per cent excess of IPTG can be bound). After an 
ammonium sulfate fractionation of the bacterial extract, 
however, we observed material that bound IPTG. This ma- 
terial could be purified, and it turned out to be protein. But 



was this material, which bound the inducer, relevant? It 
would be only if we could prove that it was, in fact, the 
product of the i gene. Even though the affinity of binding 
is comparable to that which one would estimate the re- 
pressor to have from an in vivo argument, this is not suf- 
ficient identification. Only the variety of mutant forms of 
the i gene yields the necessary proof. The first tests per- 
formed to show that the binding material was the i-gene 
product indicated that the material was not made in i- cells 
(nonsense i- cells in which no gene product would be made), 
although all the lactose enzymes were being made at a high 
level, and that the material was not observed in is cells. 
These cells differ from the uninduced wild type only by a 
point mutation in the i gene that abolishes the affinity of the 
repressor for IPTG. (The various mutant forms of the i gene 
were put into identical genetic backgrounds, so that un- 
known variations from strain to strain could not confuse the 
issue.) These tests, although successful, were negative in 
character; a better test would be to show that a modification 
in the i gene would yield a modified (but identifiable) 
product. We had a further mutation available, a mutant 
strain which induced more easily than does the wild type 
and which thus had a repressor with a different affinity for 
the inducer. In vitro, this mutant repressor bound IPTG 
with a different dissociation constant than that of the wild 

tY Pe. 
More recently, a number of further proofs have appeared. 

Ohshima et al. (1968) have shown that temperature-sensi- 
tive mutations of the i gene produce an IPTG-binding pro- 
tein that has a different temperature stability than does the 
wild type. Furthermore, there are mutations in the i gene 
that change the amount of gene product, both as estimated 
from in vivo tests and as determined physically. The amount 
of repressor made by the wild-type cell is very small, about 
0.002 per cent of the cell's protein: about 10 copies per 
haploid genome. Benno Miiller-Hill (Miiller-Hill et al., 
1968) sought and found mutant forms of the i gene which 
made more repressor (iQ, Q for quantity, mutations). The 
original iQ makes 10 times more repressor. The mutation 
lies at the end of the i gene farthest from the z gene (at the 
left in Figure 1) ; the i gene is read from left to right (Miller 
et al., 1968; Kumar and Szybalski, 1969); and so we believe 
that this iQ mutation is most likely a promoter mutation, 
producing a tenfold faster synthesis of i-gene messenger. 

The technology has now reached the point at which the 
lac repressor is an easily obtainable protein. The very low 
level in the wild-type cell, 0.002 per cent of the protein, has 
been raised more than 1000 times. The iQ mutation raised 
the level by a factor of 10, to 0.02 per cent (or 0.05 per cent 
in a diploid). To  get still more repressor, we put the iQ on a 
defective phage, a derivative of phage X that carries the lac 
genes as a replacement of the late phage functions. This 
phage can be triggered by heat to multiply within the cell. 

Several hundred copies of the phage genome are made, but 
the phage is unable to lyse the cell. These multiple copies 
of the i gene make, in practice, about 25 times more re- 
pressor, so these cells are harvested with 0.5 per cent of their 
protein lac repressor. Very recently, Jeffrey Miller (unpub- 
lished) isolated a new mutant, an i ..per Q that makes five 
times more repressor than does the iQ parent. This is 50 
times the basal level. When this mutation is placed upon 
the phage, cells can be harvested with 2.5 per cent of their 
protein lac repressor. This is a yield of several grams per 
kilogram of cells. Large amounts of repressor have been 
made in Cologne, and work on the amino-acid sequence is 
being started there. 

The material is purified easily by ammonium sulfate frac- 
tionation, elution from a phosphocellulose column at pH 
7.5, and, if necessary, a DEAE-column step. The lac re- 
pressor is an acidic protein (but it has a basic region capable 
of binding to phosphocellulose at neutral pH). There is 
nothing unusual about its amino-acid composition. It is a 
tetrameric protein, 150,000 in molecular weight, with four 
identical subunits of 38,000. It binds four molecules of 
IPTG. How does it work? 

T h e  repressor binds to operator DNA 

Ultimately to understand how a repressor works, we wish 
to know the physical target and how the interaction of the 
repressor with that target blocks protein synthesis. The ex- 
periments that are presently feasible are to examine the in- 
teraction of the repressor with candidates for the operator. 
One can show that the lac repressor binds specifically to the 
lac operator DNA (Gilbert and Miiller-Hill, 1967; Riggs et 
al., 1968). Such an experiment is done most easily by using 
DNA from the defective variant of phage X that carries the 
lac genes. This phage will yield DNA molecules of a uni- 
form size, each about 30 X lo6 in molecular weight and each 
carrying one copy of the lac operator. (This is a gene dosage 
about 70 times higher than would be true for bacterial 
DNA. Nonetheless, a 3 7 /ml solution of such DNA is only 
10-lo M in operators.) The DNA sediments at 40 S; the lac 
repressor itself sediments at 7 S. Thus, if we mix radioactive 
lac repressor, made by purifying the lac repressor protein 
from radiocatively labeled E. coli, with the purified phage 
DNA, and sediment the two together on a glycerol gra- 
dient, if the protein binds to the DNA, it obviously sed- 
iments faster, moving in a band with the DNA. 

Such experiments can show that the lac repressor binds 
only to DNA carrying the lac region. If one uses phage 
DNA that does not have the lac region, the protein will not 
bind, nor will it bind to denatured lac DNA. But far more 
specifically, if the phage DNA carries an oc mutation, a 
point mutation, or a small deletion mutation in the opera- 
tor, that mutation will abolish or weaken the binding. Thus 
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we infer that the protein is binding only to a single sequence 
that occurs only in the operator (as defined genetically). 

The physical size of the objects are shown in Figure 2. 
The phage D N A  molecule is 15 p long; the e'ntire lac region 
is 2 ,.L long; but we are implicating only one point along the 
molecule at which a protein, about 70 K across, binds. 

been completely purified physically, but it has been purified 
radiochemically. This protein binds to two specific regions 
on phage X to block two operons (Ptashne, 1967b; Ptashne 
and Hopkins, 1968). Figure 3 shows this region of the phage. 
The gene that makes its repressor is called the C I  gene, and 
its product binds to two operators (again identified genet- 
ically by operator-constitutive mutations), which, in turn, 
can be shown to prevent the binding of the X repressor con- 
trolling operons that run out in opposite directions along 
the X DNA. These repressors are represented to scale in 
Figure 2. 

FIGURE 2 The relative sizes of the lnc repressor, the lnc genes, 
phage lambda DNA, and the lambda repressor. The phage DNA 
is represented as it might be free in solution, with a lnc repressor 
bound to the lac operator and with two lambda repressors bound to 
the phage operators. 

T h e  p hage x repressor 

Phage X makes a repressor that turns off the early genes of 
the phage. Mark Ptashne (1967a) isolated this repressor. It 
is a protein about 30,000 in molecular weight, the size of 
the subunit of the lac repressor. This material has not yet 

Induction in  vitro 

Although for X the story stops with the specific interaction 
of the repressor with the operator, the lac repressor can be 
pushed further-what does the inducer, IPTG, do to the 
binding? It prevents the binding. Or,  more specifically, if 
the repressor is first bound to the DNA, then the inducer, 
IPTG, will cause the complex to fall apart. These exper- 
iments directly support the notion that the repressor, on 
binding to the operator sequence on the DNA, prevents the 
functioning of the promoter. The inducer weakens the 
binding to the operator, the repressor comes off, and the 
operon can function. W e  do not know explicitly, however, 
that the repressor blocks (sterically) the attachment of the 
RNA polymerase to the promoter. 

T h e  af ini ty  of the  repressorfor the operator 

W e  estimated how tightly the repressor interacts with the - .  
operator by asking how low a concentration of components 
could be used before the complex fell apart as the DNA 
moved down the centrifuge tube. That estimate for the dis- 
sociation constant is 2 X 1@12 M, or tighter, in lo-% Mg++ 
and M monovalent salt. At higher salt concentrations, 
the affinity weakens to 10-lo M in 0.15 M KC1. These salt 

functions functions 

Late genes operb tors 

FIGURE 3 Schematic map of the genes of phage lambda. On the and in the integration of the phage DNA into the host chro- 
right half of the phage genetic map lies the gene for the phage mosome. To the right of CI, another operon is read to the right; 
repressor, CI, and the early genes that function when the repressor this contains genes 0 and P involved in phage DNA replication. 
is inactivated. One operon, read to the left, contains genes N (early GeneQ turns on late functions, such as R(lysozyme), and the other 
positive control) and a set of genes-beta, ex0 (early positive con- late genes. 
trol), xis (excision), i t ~ t  (integration)-involved in recombination 



concentrations span the physiological range and yield affini- 
ties in the range of in vivo estimates. 

Such in vivo estimates can be made by arguing that the 
rate of enzyme synthesis depends only on the number of 
operators free from repressors. If the concentration of free 
operators is governed by a mass-action formula: 

[O] [R] = K [OR] , 

relating the concentrations of free operators and repressors 
to the concentration of complexes of operators with repres- 
sors, one can estimate K from the statements that there are 
about 10 repressors per cell (and thus [R] 10-EM) and that 
the basal level of enzyme synthesis is one 1000th of the full 
level ([O]/[OR] is 1/1000). The dissociation constant, K, 
would then be on the order of lO-" M. (The argument de- 
pends on the basal level's reflecting of the maximal amount 
of repression. If the basal level is caused by some escape 
process, then the actual affinity could be much higher.) 

A far more accurate approach has been developed and 
exploited by Arthur Riggs and Suzanne Bourgeois (Riggs 
et al., 1968, 1970). They discovered that the repressor can 
cause the trapping of DNA molecules on cellulose-nitrate 
filters. In the absence of repressor, the entire native DNA 
molecule passes through the filter. When one repressor 
molecule binds to a DNA molecule, that DNA molecule 
adheres to the base of the cellulose-nitrate filter. (Possibly, 
because the repressor protein itself binds to the filter, the 
DNA molecule is !glued to the filter material by the repres- 
sor.) By labeling the DNA and varying the concentration of 
repressor, they can observe a saturation curve and estimate a 
binding constant. Their estimates are now that the dissocia- 
tion constant is 10P3 M in low salt (0.01 Mg++, 0.01 KC1, 
0.01 tris pH 7.4,5 per cent DMSO). One can measure such 
high affinities directly because of the amplification resulting 
from the size of the DNA molecule, the binding of one re- 
pressor being measured by the fixation of 30 x lo6 molecu- 
lar weight of DNA (or lo5 phosphates). Gene concentra- 
tions in the range of 10-l4 M are easily measurable. 

The in vitro and in vivo estimates for the affinity are so 
high that they raise an immediate question about the rates of 
formation and dissociation of the repressor-operator com- 
plex. The dissociation constant might be thought of as the 
ratio of two rates-the ratio of the rate of decay of the com- 
plex kd, to the forward rate of formation, kr: K = kd/kf. 
The repressor must diffuse up to the DNA, must find a par- 
ticular point on the DNA molecule, and might have to ad- 
just its shape or wait for the operator to assume the correct 
shape before the complex can form. This over-all process 
cannot go faster than the repressor can diffuse up to the 
neighborhood of the operator. If we are generous with our 
estimate, the diffusion limit for a molecule the size of the lac 
repressor to hit the surface of a 20 A sphere would be one or 
two times lo9 per molar second. Thus, one would expect 

the decay rate to be about 1 e 4  per molar second, if the dis- 
sociation constant is to be 10-13~.  A characteristic decay of 
lo4 seconds (which is several hours) would be quite an ap- 
preciable time for the components to stay together before 
the complex falls apart, but this is an immediate consequence 
of the tight binding. 

Is it possible to detect this slow decay experimentally? 
Yes, it has been seen by Riggs and Bourgeois (unpublished) 
using the filter-binding assay. They complexed the lac re- 
pressor to radioactive lac DNA. Then they mixed that solu- 
tion with a great excess of unlabeled lac DNA. As the re- 
pressor came off a labeled molecule and went onto an unla- 
beled one, that labeled molecule no longer could be trapped 
on the filter. By filtering samples of such a mixture at differ- 
ent times, they could observe the loss over time of the label 
that could be trapped, and this loss reflects directly the decay 
of the original repressor-operator complex. Their actual 
estimate for the half-time is 30 minutes, a rate of about 
5 x per second. The complex is indeed slow to decay 
in vitro. 

The nature of induction 

This slow decay immediately raises a problem, because we 
know that in vivo one can induce promptly on adding the 
inducer, with no detectable lag before the inducer-triggered 
event. If the kinetic process of induction requires the repres- 
sor to fall off the operator and then to be caught by the in- 
ducer, one should not be able to induce any faster than the 
repressor can leave the operator: a 30-minute delay. There is 
no reason, however, to accept this picture unless we wish to 
believe that the inducer and the operator use the same site on 
the repressor, for only then must competition be the method 
of induction. 

If the inducer and operator use different sites, the induc- 
tion can be a two-step process in which the inducer first 
binds to the repressor stuck to the DNA and only afterward 
does that complex dissociate. These two models are shown 
in Figure 4. Although they can have indistinguishable equi- 
librium properties, the kinetics will be different. In one 
model, the natural decay of the repressor-operator complex 
is unaffected by the inducer, which blocks only the rate of 
reformation of the complex; in the other, the inducer inter- 
acts directly with the repressor-operator complex, and binds 
to and changes slightly the repressor moiety of the complex, 
producing a fast decay of that complex. Such a change in the 
decay can be seen experimentally in vitro. Riggs and Bour- 
geois (personal communication) have examined the decay 
ofthe repressor-operator complex in the presence of inducer 
and see a faster decay. There are also compounds that are 
competitive inhibitors of induction-molecules analogous 
to the sugar but that prevent induction. Such molecules, like 
ONPF (ortho-nitro-phenyl-fucoside), bind to the repressor 



Inducer 

FIGURE 4 TWO models for induction. Alternate possibilities for 
the induction are shown. The inducer ultimately removes the re- 
pressor from the DNA so that the genes can function. This process 
could be thought of as either (A) the equilibrium between the 
repressor and the operator being perturbed by the free repressor's 
binding to the inducer, so that it cannot return to the operator, or 
(B) the inducer's binding to the repressor while still on the operator 
and perturbing the structure of the repressor, so that the binding to 
the operator is weakened. 

and, in fact, prevent the dissociation: experimentally, one 
sees a slower decay for the complex. We can understand 
these efficts by thinking of the bound IPTG changing the 
repressor so that its affinity to the DNA is less, and the bind- 
ing is weaker, leading to a faster decay. With ONPF the 
binding is actually stronger, the decay slower. Because the 
inducer changes the decay rates, the second model in Figure 
4 must be correct: a ternary complex is actually formed 
through which the inducer pushes the repressor off the 
operator. 

There is a catch in these numbers because they require 
that the forward rate of formation of the complex be 5 X 
lo9 per molar second. This is, in fact, a very high rate con- 
stant. Riggs and Bourgeois (personal communication) have 
also measured this rate directly by diluting the components 
to the level at which the complex takes tens of minutes to 
form. They observe, over these long times, a rate consistent 
with this figure of 5 X lo9 per molar second. This rate is so 
fast that one begins to expect that the critical object up to 
which the repressor diffuses will be trapped eventually in 
some region on the DNA molecule appreciably bigger than 

the operator. The repressor may need to hit only within 
several thousand Angstroms of the operator and then can 
move along the DNA to find the correct region. This is not 
unreasonable, because the repressor has a general affinity for 
DNA in that it can stick to the phosphate backbone. (This 
affinity in the case of the lac repressor can be enhanced by 
leaving out the magnesium ion to the extent that the non- 
specific binding to the phosphates completely dominates the 
specific binding to the operator.) 

The picture of induction as passing through a ternary 
complex would argue that there should be an interaction 
between the repressor-inducer complex and the operator. 
One should be able to detect the interaction between the 
"fully induced" form of the repressor and operator DNA. 
So far this has not been seen in vitro, but in vivo we can esti- 
mate an affinity. If there is a residual affinity of the repressor- 
inducer complex for DNA, then, if there is enough of that 
complex in the cell, it will bind to the operator and keep the 
genes from functioning. This actually happens in vivo in 
those mutants that make more and more repressor. The iQ is 
inducible only to 65 per cent of the full rate; the isuper Q, only 
to 25 per cent(Jeffrey Miller, personal communication). The 
argument that the rate of expression should be proportional 
to the concentration of free operators can be used to show 
that the affinity of the operator for the fully induced com- 
~ l e x  is a factor of 2 X lo4 weaker than that for the un- 
charged repressor. In the wild-type cell, these numbers 
mean that the amount of repressor which is lo3 times the 
dissociation constant, and which keeps the operator closed 
99.9 per cent of the time, is only one 20,OOOth effective after 
full induction and keeps the operator closed 5 per cent of 
the time. 

T h e  natzire of the  operator 

We do not yet know the structure of the operator or the 
details of the interaction between the operator and the re- 
pressor. The experiments so far show only that double- 
stranded DNA is required, and that the interaction sees 
either the outside of the native helix or requires the partici- 
pation of both strands. There is enough information avail- 
able, visible in the large groove, to distinguish all the base 
pairs from the outside when the DNA is double-stranded. 
It is not necessary to separate the strands to see the hydrogen 
bonds used in the Watson-Crick pairing in order to read a 
sequence. How big is the operator? T o  the extent that this 
region is a stretch along the DNA to which a protein mole- 
cule the size of one subunit of the lnc repressor (38,000 mol. 
wt.) or of the size of the lambda repressor (30,000 mol. wt.) 
can bind, it can only be between one and two turns of the 
DNA molecule (35 to 70 A, 10 to 20 bases). 

There is a general argument as to how large such a region 
must be, based simply on the realization that there are very 



few lac repressors in an E. coli cell. These repressors bind to 
one site on the coli DNA with very high affinity. If they 
find other regions of the DNA with equally high affinity, 
they will be sopped up and made unable to function. This 
means that the region to which they bind must be unique in 
the chromosome (3 X 106 base pairs) and thus must have at 
least the specificity of 12 bases. We might think of a region 
12 to 15 bases long, 40 to 50 A long, associated with a bind- 
ing energy in the range of 16 to 18 kilocalories. These are 
not unreasonable numbers to be associated with one another. 
An interaction with this specificity, "seeing" 12 to 15 bases, 
must make about 12 to 15 contacts; to the extent that each 
contact yields between 1 and 2 kilocalories, the energetics 
(i.e., the tightness of binding) and the specificity are com- 
mensurate. The change in binding energy involved on in- 
duction, a change by 2 x lo4 in affinity, or 6 kilocalories, is 
brought about by the binding of up to four IPTGs, each one 
of which can bind with about 8 kilocalories. Clearly, there 
is enough free energy available in the binding of the IPTGs 
to produce a distortion in the repressor capable of weaken- 
ing its total binding to the operator by 6 kilocalories. 

Phenotypic complexities 

Several phenomena are explained by our knowledge that 
the lac repressor is a tetramer (see Miiller-Hill et al., 1968). 
One of these phenomena is the existence of dominant i- mu- 
tations (i-d). Although the original defining characteristic of 
the i gene was that constitutive mutations were recessive, a 
further class of point mutations in the i gene was found a 
few years ago and were later shown to be trans-dominant 
constitutives. These mutations, however, are recessive to the 
iQ: 10 times more repressor overcomes the effect of the mu- 
tations. The ? can be interpreted as having bad subunits 
which join together to form an IPTG-binding, but inactive, 
repressor and which can mix with good subunits to form 
hybrid, inactive molecules. The bad subunits distort the 
good, so that the molecule will no longer bind to DNA. An- 
other complementation effect is that the is which makes a 
repressor that cannot be induced and which dominates the 
if is dominated in turn by the iQ. In an environment that 
contains a great excess of good subunits, the is subunits will 
be tied up in hybrids with one is and three if subunits, and 
these hybrids will be inducible: their affinity for the opera- 
tor can be weakened by IPTG. 

Possible iniplicationsfor h k h e r  cells 

What aspects of these repressor control systems might ap- 
pear again in higher cells? The control in lac is exercised by 
a small number of molecules, made by a gene that appears 
to run at a fixed rate under the control ofa promoter change- 
able only by mutation. These control molecules, acidic pro- 

teins, interact with high affinity with a specific site on the 
DNA. These properties may appear again, but the volume 
of cells and the amount of DNA increase about 1000 times; 
thus, the specificity and affinity should also increase 1000 
times. The control is efficient. One lac repressor of 150,000 
daltons controls about 4 X lo6 daltons of DNA; the con- 
trol material bound to the DNA is about 3 per cent by 
weight of the genes controlled. Phage lambda provides a 
still more vivid example of efficiency, because 30 X 106 
daltons of DNA are controlled by a repressor constituting 
only a few tenths of one per cent by weight of the DNA 
that is controlled. This is a better analogue for higher cells- 
control through elements of high specificity but there, in 
the chromosome, in trace amounts. Not only does lambda 
provide an example of efficiency; the control here is more 
sophisticated than in the simple case of lactose. 

Eisen et al. (1968) have shown that there is a specific sepa- 
rate control of the amount of lambda repressor. While the 
repressor is present, it shuts off the two operators controlling 
the two early operons of the phage. Once the repressor has 
been inactivated, however, and the operon on the right be- 
gins to run, no further C1 repressor can be made. The most 
recent experiments by Harvey Eisen suggest that the first 
product made by this operon is a repressor of the repressor 
(Crer)ressor), which turns off any further synthesis of the CI 
repressor. The ~ h a g e  can have two stable intracellular states 
which can be displayed if the phage genes that kill the cell 
are removed. Either it makes the CI and never the CI1 prod- 
uct, or it makes the CR (and other enzymes from the right- 
hand operon) and not the CI. 

There are also two steps of positive control. The operon 
that runs to the left makes the gene N product that is re- 
quired for the high-level expression of all the early phage 
functions. The N product is a positive control element; if 
the left-hand operator is open, the N product turns on a fur- 
ther set of genes to the left. These are involved in recombi- 
nation, integration, and excision functions. If the right-hand 
operator is open, the N product enhances the level of gene 
products made to the right. These are the genes involved in 
phage DNA synthesis, which permits phage to multiply. 
There is a further separate control on the late phage func- 
tions. The N product also turns on gene Q, which itself 
turns on the late functions such as coat proteins, tail struc- 
tures, and a lysozyrne. Here, indeed, is amodel of sufficient 
complexity, put together out of simple control loops, to 
provide an example of what might be going on in a higher 
cell. 
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84 T w o  Sequence-Specific DNA-Protein 

Recognition S ys terns 

A. D. K A I S E R  

LYSOGENY FOR bacteriophage X depends on the addition of 
viral DNA to the DNA of its host and removal of the viral 
DNA at a later time. Many temperate bacteriophages, a 
number of episomal bacterial genetic elements (Campbell, 
1969), and possibly DNA tumor viruses (Dulbecco, 1968) 
attach to their host's chromosome. The addition and re- 
moval of DNA are made with such high precision that 
neither phage nor bacterium gains or loses base pairs in the 
process, except in the rare instances of transducing phage 
production, in which a fragment of the viral DNA is ex- 
cised with an adjoining fragment of bacterial DNA. A 
complete cycle of addition and removal requires two differ- 
ent DNA joining and cutting steps, both of which are se- 
quence-specific and require phage-induced proteins. These 
steps provide us with examples of DNA-protein recogni- 
tion amenable to experimental exploration, and the purpose 
of the present paper is to give a molecular description of 
those steps. 

Particles of phage X contain a single linear DNA mole- 
cule, 50,000 base pairs long. How is this molecule added to 
the hundred-times-larger circular molecule of bacterial 
DNA? The correct solution was proposed by Campbell 
(1962, 1969); he suggested that a linear molecule of phage 
DNA first joins its ends to become a circle, then recombines 
with the circular bacterial DNA to form a single large cir- 
cle, as illustrated in Figure 1. 

When lysogenic bacteria produce active phage, these proc- 
esses are reversed, in a formal sense. Phage DNA is excised 
from the chromosome, and, after replication, linear DNA 
molecules are encapsulated in the new phage particles. The 
two steps depicted in Figure 1 involve the joining and the 
cutting of DNA molecules, as follows. In the forward 
direction of Step 1, two ends of one infecting DNA mole- 
cule join and, in the reverse direction, a newly synthesized 
DNA molecule is cut to create ends. In the forward direc- 
tion of Step 2, two circular molecules are cut and joined to 
each other. In the reverse direction of Step 2, one DNA 
molecule is cut in two places, and the four ends join in pairs 

A. D. K A I s E R Department of Biochemistry, Stanford University 
School of Medicine, Stanford, California 

to recreate a molecule of phage DNA and a molecule of 
bacterial DNA. The base sequence-specificity inherent in 
the DNA-protein recognition in both steps is very high. 
Cutting in Step 1 occurs atjust one place in the phage DNA 
molecule of 5 x lo4 base pairs. The forward direction of 
Step 2 occurs at just one place in the phage DNA molecule 
and at just one place in a bacterial DNA molecule of 5 X 
IO%ase pairs. We turn now to a discussion of the molecular 
events. 

PHAGE DNA ENDS, THE FIRST RECOGNITION SYSTEM 
DNA molecules extracted from X phage particles are linear. 
If these linear molecules are heated to about 70" C and al- 
lowed to cool slowly, they spontaneously join their ends 
and become circles (Hershey et al., 1963; Ris and Chandler, 
1963; MacHattie and Thomas, 1964). The joining of ends is 
specific, for X DNA will not join to other types of DNA 
molecules. If circular molecules are heated to 70" C (1 DNA 
retains its native double-stranded structure up to 90") and 
cooled rapidly, they open into linear structures. The struc- 
tural basis of the reversible joining and separating is a pair 
of single strands which protrude from the two ends of a 
molecule of X DNA (Wu and Kaiser, 1968; Wu, manuscript 
in preparation) as shown in Figure 2. The two protruding 
single strands have complementary base sequences which 

Mature  phage DNA 

Step I :  Phage DNA c i r cu la r i za t i on  1 I 

FIGURE 1 Changes in DNA structure during lysogenization by 
phage X. A line represents a double-stranded DNA molecule. The 
thick line represents X DNA; and the thin line, bacterial DNA. 
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After an infecting DNA molecule circularizes, it may add 
3/ - 5/ - to the host DNA to create a lysogenic bacterium or it may 

5' 3' 
replicate manyfold, produce new, mature, phage particles, 
and lyse the infected cell. Cohesive ends of mature phage 

DNA DNA play no further role in the lysogenization process. On 
~ g a s e  / the other hand, when new phage particles are produced, / lnirod"Ctlon new cohesive ends are generated. The structures of the in- 

Of  t w o  nicks termediates in X DNA replication are not yet firmly es- 
tablished, although there is evidence for replicating circular 
molecules (Young and Sinsheimer, 1967; Tomizawa and 
Ogawa, 1968) and for circular molecules with linear polv- 

FIGURE 2 Joining and cutting of phage DNA ends. The ends of 
the strands of the linear phage DNA molecule are labeled 3' and 5' 
to indicate the hydroxyl group on the terminal nucleotide that is 
tiot engaged in phosphodiester linkage. Both 5' termini carry 
phosphate groups, and both 3' termini are free hydroxyl groups. 
Note that the circular DNA molecule at the top is held together by 
base pairing only and that the one below is held together by base 
pairing and covalent bonds. 

join to each other to form a helix of base pairs. The co- 
hesive ends "melt" at a lower temperature (65" C) than does 
the rest of the molecule (92" C), because only 12 base pairs 
hold the ends together, whereas 50,000 pairs hold the rest of 
the molecule. Cohesive ends of this type are not unique to 
A DNA. They have been found in nine other bacteriophages 
and in the DNA isolated from the mitochondria of yeast. 

Joining of cohesive ends can be viewed as a DNA-DNA 
recognition process and is interesting as such. Ends join 
rather slowly in vitro. For example, at physiological tem- 
perature, pH, and ionic strength the half-time for joining is 
about one hour (Wang and Davidson, 1968). It seems that 
the reaction that limits this rate is not the diffusion of ends 
toward each other, but the base pairing and stacking that 
follow (Wang and Davidson, 1966). In vivo, however, the 
ends join about 10 times faster, suggesting the existence of 
an intracellular catalyst. 

When the ends of a molecule of X DNA are joined by 
base pairing, the 5' phosphate end of each strand is adjacent 
to its own 3' hydroxyl end (Wu and Kaiser, 1968). In vitro, 
the enzyme DNA ligase will close both nicks with covalent 
bonds to form a double-stranded circular molecule with no 
interruptions in the polynucleotide chains (Gellert, 1967). 
In vivo, DNA of the infecting phage circularizes and is 
covalently closed withifl five minutes after injection. DNA 
ligase is present in the host cells before infection (Gellert, 
1967; Olivera and Lehman, 1967a), so it is likely that the 
ends cohere and are sealed with covalent bonds by DNA 
ligase in vivo, but there is no direct evidence on the point. 
DNA ligase is not sequence-specific. It requires only a 
3'OH adjacent to a 5'P held in the proper positions by a 
complementary strand. 

L ,  

merit tails (dilbert and Dressler, 1968; Eisen et al., 1968; 
Kiger and Sinsheimer, 1969). Neither of these structures 
would be expected to have cohesive ends, and the failure of 
extracted intracellular X DNA to infect helper-infected 
bacteria suggests that none of the replicative intermediates 
have the mature phage cohesive ends. In fact, new cohe- 
sive ends appear only with the formation of new phage 
heads, complete with their protein membrane (Dove, 1966 ; 
Mackinlay and Kaiser, 1969). Thus, the act of recognition 
that picks out the proper base sequence and transforms it 
into a cohesive end is not performed until the end of a cycle 
of virus multiplication, coupled to the formation of phage 
heads. 

A genetic and a chemical argument demonstrate the 
sequence-specificity involved in creating phage DNA 
ends. The joined cohesive ends are situated on the phage 
recombination map between genes A and R (Kaiser and In- 
man, 1965). Many different deletion mutants of X have been 
isolated; these have included, in one mutant or another, all 
the known genes of A. (Incomplete, and therefore defective, 
phage genomes can be preserved and replicated as prophage, 
which is one reason that X and its relatives are useful genetic 
tools.) Some deletions remove gene A but not R; others re- 
move gene R but not A; and some, both A and R. Only the 
first two classes of deletion DNAs can be packaged into 
phage particles (Kayajanian and Campbell, 1966; Kaya- 
janian, 1968). Members of the third class, deleted for A and 
R and, therefore, for the intervening DNA, can be propa- 
gated as defective prophage, but cannot be matured into 
complete phage particles, presumably because they lack the 
proper base sequence. 

The chemical argument for specificity is that the co- 
hesive ends have a defined base sequence. Part of the se- 
quence has been determined by t ie  limited addition of 
nucleotides catalyzed by E. coli DNA polymerase and is 
summarized in Figure 3. Of the 12 base pairs in the co- 
hesive ends, 10 are guanine-cytosine (G-C) and two are 
adenine-thymine (A-T). Part of the sequence is a pure G-C 
run of eight base pairs. The existence of a defined sequence 
implies that all molecules of X DNA have the same se- 
quence and suggests that the bases in the cohesive ends 
themselves are part of the recognition sequence. Were this 



FIGURE 3 Base sequence at the phage DNA ends. The ends are 
shown cohered to each other. The r-strand has its 5' terminus at 
the right end of the X DNA molecule, drawn as the genetic map is 
conventionally drawn with the R gene at the right end, and the 
[-strand has its 5' terminus at the left end. Brackets around the 
A-T pair and two G C  pairs in the center of the Figure indicate 
that their orientation is not known, that is, whether A or T is in 
the &strand. 

not so, one would have expected heterogeneity in the co- - 
hesive sequence between different X molecules. 

The basic chemical event in creating phage DNA ends 
may be the introduction of a pair of single-stranded breaks 
in the proper places in a circular or linear, polymeric D N A  
molecule. The a priori probability that a particular sequence 
of 12 bases will occur in a random sequence of 5 X lo4 base 
pairs, the length of X DNA, is 1 e 2 .  Therefore, it is im- 
probable that the cohesive-end sequence repeats elsewhere 
in the molecule. It should be noted that the single-stranded 
break in phage a x 1 7 4  replicative form 11 DNA, the prod- 
uct of another DNA-protein recognition, is also between 
two G-C pairs (Knippers et al., 1969). It has been suggested 
that G-C runs might have a three-dimensional shape that 
facilitates their recognition (Szybalski et al., 1966; Dove, 
1968). 

PROPHAGE DNA ENDS, A SECOND RECOGNITION SYSTEM 
The addition of a circular molecule of X D N A  to its host 
DNA and the subsequent removal of the viral DNA utilize 
another recognition system with at least four specific ele- 
ments. T w o  are specific base sequences, one in X DNA, 
situated 28,700 base pairs from the left cohesive end (Parkin- 
son, 1969) and indicated by P.P' in Figure 4. Another is a 
base sequence in E. coli DNA, situated approximately 
12,000 base pairs from the galactose operon (Kayajanian and 
Campbell, 1966) and indicated by B.B' in Figure 4. The 
two remaining elements are gene products, probably pro- 
teins, specified by the int (for integrate) and xis (for excise) 
genes of 1. 

An overview of the operation of this system is presented 
first, followed by a summary of the supporting evidence; 
finally, a molecular mechanism is suggested. 

The int protein recognizes the P . P' and B . B' sequences in 
phage and E. coli DNA. As a consequence, both sequences 
are broken at the dots, and a reciprocal transfer occurs, P 

joining to B' and B joining to P', inserting the phage DNA 
into the bacterial D N A  to form one large circular molecule. 
An important feature of the system is that int protein cannot 
recognize the two new sequences at the ends ofthe prophage 
B.P1 and P.B', so the adduct of viral and host DNA is 
stable. A combination of the xis protein with the int protein 
can, however, recognize the new sequences. Acting to- 
gether, they catalyze a breaking of the B . P' and P .B' se- 
quences at the dots, and again a reciprocal transfer occurs. 
Now P rejoins to P' and B to B', recreating a circular mole- 
cule of A DNA and a nonlysogenic E. coli chromosome. Ac- 
cording to this scheme, the reaction goes toward insertion or 
toward excision, depending on whether int protein alone or 
int and xis proteins are present. 

The scheme just outlined might seem to violate the 
principle of microscopic rever~ibil i t~,  because different 
catalysts have been proposed for the forward and reverse 
directions. Note, however, that it is a genetic scheme and 
not a complete chemical reaction. It seems likely that chemi- 

Lysogenic Bacterium 

Insert ion 1 1 Excision 
B . B '  

Bacter ium 

FIGURE 4 Insertion and excision of X DNA into and from bacterial 
DNA. The thick line represents phage DNA, and the thin line, 
bacterial DNA. P and P' represent the left and right recognition 
base sequences in X DNA. B and B' represent the left and right 
recognition sequences in bacterial DNA. The dots in P.P' and 
B. B' indicate the places where the sequences are cut and rejoined. 
R and A are the phage genes on either side of the cohesive end 
sequence, which is joined by covalent bonds in all the structures of 
this Figure. 
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cal energy would be required for the j oining reactions. One 
kind of DNA ligase is known to employ nicotinamide- 
adenine dinucleotide (NAD) and another adenosine tri- 
phosphate (ATP) (Olivera and Lehman, 1967b; Weiss et al., 
1968). Hydrolysis of the energy donor coupled to the trans- 
formations of DNA might drive the reaction to completion 
in both directions. There may be an analogy with glycogen 
metabolism in which different enzymes, utilizing different 
small molecules, catalyze either extensive glycogen synthe- 
sis or extensive breakdown. W e  turn now to examine the 
evidence on which this scheme is based. 

T h e  int gene product 

The first element in the recognition system, the iilt gene, is 
defined by missense and nonsense (amber) point mutants 
and by deletions. Lzt mutants cannot lysogenize although 
they can establish immunity. They cannot perform the in- 
sertion step (Zissler, 1967; Gingery and Echols, 1967; 
Gottesman and Yarmolinsky, 1968). In the presence of a 
coinfecting int+ phage, an in- mutant can insert. This 
complementation implies that an iizt- mutant has normal 
recognition sequences but is unable to synthesize a diffusible 
protein, probably an enzyme. Once installed by com- 
plementation as a prophage, an iizt- mutant cannot excise, 
again unless an intf phage is also present to provide active 
iilt protein. Thus, the product of the int gene is a cyto- 
plasmic protein necessary for insertion and excision. 

The iilt protein is sequence-specific. Phage lambda, 
phage 21, and phage @80 occupy different sites, as pro- 
phage, on the chromosome of E. coli K12. Neither a80 itltf 
nor 21 jilt+ can complement a X int- and cause it to lyso- 
genize (Signer and Beckwith, 1966; Gottesman and 
Yarniolinsky, 1968). The A, @80, and 21 iiit proteins, there- 
fore, each recognize different sequences. Deletion muta- 
tions place the iizt gene within 750 base pairs of the se- 
quence recognized by its protein product. 

T h e  xisgeize product 

The xis gene is defined by missense, nonsense, and deletion 
mutations. Xis- mutants lysogenize at normal frequency, 
but they cannot excise (Guarneros and Echols, 1970; Kaiser 
and Masuda, 1970a). For this reason, they are trapped in the 
bacterial chromosome. Xis- mutants can, however, excise 
if an xis+ phage is present, showing that the xis gene 
product is diffusible. In particular, an xis- mutant can excise 
if an ii~t- mutant is present, demonstrating that an iizt- 
mutant makes an effective xis gene product. Xis- mutants 
can also be complemented by a deletion mutant, called bio 
16A, which terminates in the iitt gene, but not by another 
deletion, called bio 7-20, which extends 1750 base pairs 
farther on. Therefore the xis gene lies very close to the int 

gene and to the base sequence on which it functions. This 
clustering of the specific base sequence, the int, and the xis 
gene is yet another example of the clustering of genes with 
related functions that characterizes bacteriophage X (Dove, 
1968). As is the itit protein, the product of the xis gene is 
sequence-specific. For example, the xis protein of phage 21 
will not work with the itzt protein of x on the sequence at 
the ends of prophage A, nor will the 21 iilt protein work 
with the xis protein of phage X on the ends of prophage X 
(Kaiser and Masuda, 1970b). 

T h e  recognition sequences in  E. coli and X DNA 

The third element in this recognition system is a sequence of 
bases in E. coli DNA, called attX for attachment X, and repre- 
sented in Figure 4 by B.B1. The sequence is situated be- 
tween galE and bioA (genes in the galactose and biotin 
operons) on the E. coli map, because A can attach to F' gal 
bio, which carries just this portion of the map. Deletion of 
the chromosomal region containing attX reduces the fre- 
quency of A lysogenization by at least 100 times (Gingery 
and Echols, 1968; Shapiro and Adhya, 1969; Adhya, un- 
published) ; therefore the base sequence attX is specific. A 
number of other specific prophage attachment sites have 
been mapped in E. coli; aft80 and att21, for example, are 
near the tryptophan operon, and att424 is near the histidine 
operon(Jacob and Wollman, 1961). 

The fourth element in the recognition system is a specific 
sequence of bases in X DNA, represented by P . P' in Figure 
4. If a part of this sequence is deleted, as in the mutant XbZ, a 
phage is ~roduced which multiplies normally, but cannot 
lysogenize (Zichichi and Kellenberger, 1963). Unlike X 
int-, the lysogenization defect in Xb2 cannot be overcome 
by a diffusible product of a coinfecting Xb2+ (Campbell, 
1965). By appropriate maneuvers Xb2 can be made a 
prophage. But, as a prophage, it cannot be excised, and, 
again, its excision defect cannot be complemented by coin- 
fecting b2f. Thus Xb2 possesses a structural defect for inser- 
tion and excision, which, because some of its DNA has been 
deleted, is believed to be the loss of part of the recognition 
sequence. 

Locating the recog~zitioi~ sequence i n  X DNA 

Rare mistakes in excision give rise to Xgal or X bio transduc- 
ing phage (Campbell, 1962, 1969). As diagramed in Figure 
5, the two transducers excise one of the prophage ends with 
adjacent bacterial genes. Lambdagal contains the left end of 
the prophage, indicated by B.P' in Figures 4 and 5, and X 
bio carries the right end, P.B'. A X gal bio has been con- 
structed in two steps and contains a pure bacterial at- 
tachment site, B.B' (Kayajanian, 1968). This X gal bio car- 
ries no phage genes apart from the recognition sequence for 



the cohesive ends and the recognition sequence for inser- 
tion-excision; the rest of its DNA is bacterial. It can be 
replicated as a prophage and excised and incorporated into 
phage particles in the presence ofa coinfecting normal A. 

The DNA from X gal and X bio phages can be used to 
locate the junction between phage and bacterial DNA. 
(This junction is represented by a dot in the symbols 
B . P' and P . B'.) A DNA-DNA hybrid between X gal and X 
is constructed, then examined in the electron microscope. 
Transition from a double-stranded, X / X ,  structure to a 
single-stranded, gal /X,  structure indicates the junction. 
Hradecna and Szybalski (1969) have found the position of 
the transition point to be the same in all X gal and X bio, 
namely, 0.57 of the length of a molecule of A DNA, 
measured from the left cohesive end. The invariance of this 
distance means that A DNA always breaks at the same point, 
within a measurement error of about 250 base pairs, when 
it inserts into the E. coli chromosome. 

The bacterial and the phage recognition sequences are 
different, as is most clearly seen from the properties of X 
gal and X bio, which have recognition sequences that are part 
bacterial and part phage. Lambda gal l~sogenizes with low 
efficiency and the defect is structural, because it cannot be 
complemented in trans, that is, the function cannot be 
supplied by a second phage (Weisberg and Gottesman 
1969). The same holds for X bio (Manly et al., 1969). If the 
phage and bacterial recognition sequences were identical, 
there would be no structural defect in either X gal or X bio. 
Because both are defective, there must be sequence recogni- 
tion on both sides of the exchange point, and phage and 
bacterium must differ in both. 

If the irzt and xis products recognize and recombine two 
specific base sequences, it should be possible to observe 

X 
Gal B.P'  R A p.0' Bio 

int-xis catalyzed recombination between two phage which 
carry the proper recognition sequences. The experimental 
problem in observing this effect is that both E. coli and A 
specify general recombination systems the activity of which 
would hide attachment-site specific recombination. Using 
a bacterial mutant that lacks the general recombination 
system, however, Weil and Signer (1968) and Echols, 
Gingery, and Moore (1968) demonstrated recombination 
between two phage mutants also deficient for the phage- 
specified general recombination system. The observed re- 
combination has the properties expected of the integration- 
excision system. First, it is site specific: it occurs only in the 
region containing the insertion exchange point. Second, it is 
reciprocal: single, mixedly-infected bacteria tend to pro- 
duce equal numbers of the two reciprocal recombinants 
(Weil, 1969). Using this type ofrecombination in an elegant 
way, Echols (1970) has delineated the specificity of the int 
and xis products. Some of his data are reproduced in Table 
I. It shows that recombination in the forward, or insertion, 

TABLE I 

Recognition Spec$city af Int and Xis 
Determined by  Phage Crosses 

1. "Insertion" recombination : P . P' X B . B' -+ P . B' + B . P' 

Cross % recombination - 

A- gal bio x P- red- 2.9 

A- gal bio x P- red- int- 0.01 
A- gal bio X P- red- xis- 1.9 

2. "Excision" recombination: P . B' X B . P' + P .PI + B . B' 

Cross % recombination - 

A- bio x P- gal red- 10.0 
A- bio x P- gal red- int- 0.05 
A- bio X P- gal red- xis- 0.03 

L v 4 . d  These data are abridged fromEchols (1970). The host bacteria for the 

I I crosses were rec-. X bio and gal bio are both deleted for i t i t .  Red- 
phage are deficient for the general phage recombination system. 

A R 

X ga l  - 

A R 

bio - 

FIGURE 5 Origin of Xgal and X bio transducing phage. The thick 
line represents X DNA; and the thin line, bacterial DNA. B, P, R, 
and A are defined in the legend of Figure 4. The two braces indi- 
cate the DNA segments which are excised from the chromosome 
andjoined at their ends to produce Xgal and X bio. The mechanism 
that produces these rare, abnormal excisions is not known. 

direction of Figure 4 requires int function but is independent 
of xis to the first approximation. On the other hand, 
recombination in the reverse, or excision, direction requires 
both irit and xis  function. 

By what mechanism does int protein or int plus xis cut 
and join DNA molecules with the proper sequences? 
Undoubtedly, the answer awaits isolation and investigation 
of these proteins in vitro. One possibility is suggested by 
analogy with the structure of phage DNA cohesive ends. 
In this scheme, formulated in Figure 6, irlt protein would be 
a specific DNA endonuclease, which, recognizing the same 
short sequence of base pairs present in both attX ofE. coli and 
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11111111111111111111 - - Spontaneous - DNA 
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rrmrmrmrmm - - - B P' - lllllllllllllrllllll 

Common Common 
sequence sequence 

FIGURE 6 A hypothetical molecular mechanism for the in- quence and for the configuration P .P1/B .B'. An analo- 
sertion reaction. Between P and P' in X DNA, and B and B' gous series of reactions would be initiated by the int  protein 
in bacterial DNA, the same base sequence, called the com- plus the xis protein, except that the starting configuration 
mon sequence, is assumed to exist. The iilt protein is as- would have to be P .B'/B .PI. 
sumed to be an endonuclease specific for the common se- 

in DNA, would cleave two phosphodiester bonds on - - 
opposite strands. (The common sequence would be rep- 
resented by the dot in P.P' and B .B1.) Cleavage would 
thus create an identical pair of cohesive ends in bacterial 
DNA and phage DNA. The ends could then spontaneously 
exchange pairing partners, and DNA ligase could re-form 
the missing phosphodiester bonds to complete the insertion 
of X DNA into E. coli DNA. Further, the scheme would 
have it that the action of int enzyme is also controlled by 
base pairs flanking the common sequence. These base pairs, 
to the left and to the right of the common sequence, rep- 
resented by P, P', B, and B', differentiate phage from 
bacterial DNA and prophage ends from both. The role of 
the xis protein would then be to change the specificity of 
int enzyme with respect to the flanking base pairs. Two 
testable deductions flow from this hypothesis. One is that 
there should be a common sequence of base pairs in X and 
E. coli DNA at the site of insertion and excision exchange. 
Let us call the sequence C. The second deduction is that the 
recognition sequences P and P' flanking C must be short, so 
that both can be recognized simultaneously by one enzyme 
or enzyme complex. 

Parkinson (1969) has isolated many deletion mutants of X 
that remove segments of the attachment region. By electron 
microscopy of DNA-DNA hybrids formed between these 
mutants, he can place upper limits on the sizes of C, P, and 
P'. His current estimates are that P' must be less than 500 
base pairs long and that P and C are each less than 50 base 
pairs. His experiments do not rule out the possibility that C 
is zero, that is, that the insertion-excision mechanism does 
not use cohesive ends. Further refinement will be necessary 
to settle this point. 

General implications ofthe insertion-excision system 

General genetic recombination resembles prophage inser- 
tion-excision in two respects. Both processes result in an 
exchange of parts of DNA molecules in such a way that no 
base pairs are gained or lost. Prophage insertion-excision, 

the general recombination system of eukaryotes, and the 
general recombination system in bacteria are all reciprocal. 
But resemblance seems to end there. In general recombina- 
tion, two homologous DNA sequences recognize each 
other, most likely through base pairing (see, for example, 
Thomas, 1967), and general recombination enzymes are 
not sequence-specific. In insertion-excision, on the other 
hand, two specific, nonhomologous DNA sequences are 
recognized by sequence-specific proteins. Why, we might 
ask, do not temperate phage use their host's general recom- 
bination system for insertion-excision rather than synthesiz- 
ing special proteins and providing special sequences? The 
answer is, I think, that, if they did so, lysogenic bacteria 
would be unstable because recombination would also excise 
the prophage. Bacterial episomes, which depend on homol- 
ogy and host recombination enzymes for their integration, 
are, in fact, less stable than a prophage in a single lysogenic 
bacterium. A prophage owes its stability, I would suggest, 
to the use of specific excision proteins, synthesis of which is 
repressed in the lysogenic state. Lysogenic bacteria are 
induced to produce phage by lifting this repression and 
releasing the synthesis of excision proteins along with other 
proteins needed for virus multiplication. 

The ultimate effect of the two recognition systems de- 
scribed in this paper is a specific and stable translocation of 
genetic material. Similar molecular mechanisms might be 
used by higher cells during development to create new gene 
arrangements in somatic cells. For example, in antibody 
synthesis the association of a particular variable region with 
a constant region may be the consequence of gene transloca- 
tion (Edelman, this volume). Control of hemoglobin syn- 
thesis offers another possible application. How is the produc- 
tion of a chains coordinated with y chains in the fetus and 
with 0 chains in the adult animal? It is conceivable that the 
genes for the a and p chains, which are on separate chro- 
mosomes in germ cells, might be brought together by 
specific translocation in somatic cells at the appropriate 
time in development for their joint expression. Differentiat- 
ing nerve cells may also exploit this possibility for stable 



and directed change. N e w  methods for genetic analysis of 
somatic cells (Nabholz et  al., 1969) may permit an exper- 
imental test o f  these possibilities. 

T h e  work  from the author's laboratory was supported by a 
grant f rom the National Institute o f  Allergy and Infectious 
Disease and by a grant f rom the National Science Founda- 
tion. 
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85 Arrangement and Evolution of Eukaryotic Genes 

G. M. E D E L M A N  and J. A. GALLY 

IT IS A CLASSIC OBSERVATION that the architecture of eukary- 
otic chromosomes is quite unlike that of prokaryotes (see 
papers by C. A. Thomas and J. H. Taylor in this volume). 
The genetic information in the nuclear genome is packaged 
in a morphologically distinct set of organelles, the exact 
structure of which is still unknown. It appears that the 
eukaryotic chromosome is longitudinally arranged into 
structural subunits (Beermann, 1967), which may also serve 
as units of biosynthesis (Plaut et al., 1966; Huberman and 
Riggs, 1968), function, and evolution (Keyl, 1965). The 
proper functioning and replication of eukaryotic cells re- 
quire additional structures, such as the mitotic apparatus, 
synaptonemal complexes, and nucleoli, none of which is 
found in bacteria. 

Moreover, unlike bacteria, metazoan cells usually can be 
classified into two lines-germ cells and somatic cells. Al- 
though some single somatic cells of higher plants can be 
induced to give rise to complete, differentiated plants 
(Stewart et al., 1963), and nuclei of differentiated cells from 
the frog can provide the nuclear genetic material for regen- 
erated animals (Gurdon and Woodland, 1968), irreversible 
alterations of somatic genomes may yet be found to play a 
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major role in metazoan cell differentiation. Outside the 
laboratory, the genome of the somatic cell would never be 
called upon to reproduce a whole organism, and it might be 
free to undergo irreversible changes during differentiation. 
The many examples in which such changes are visible, such 
as polytenization, gene amplification (Pavan and da Cunha, 
1969) and loss (Serra, 1968), breakage (McClintock, 1951), 
diminution (Beermann, 1966), or irreversible inactivation 
(Lyon, 1968) of chromosomes, all suggest the possibility 
that small, but significant, irreversible changes occur in the 
DNA from cell to cell. Recent studies suggesting the exist- 
ence of "metabolic DNA" are in accord with such a sug- 
gestion (Pelc, 1968). 

Rather than discuss the question of how gross chromo- 
somal rearrangements or modifications might affect eukary- 
otic genetics, we shall review a number of specific phenom- 
ena that suggest that the arrangement and behavior of some 
of the genes in eukaryotes are fundamentally different from 
those in prokaryotes. The models proposed to account for 
these phenomena have two features in common: they all 
invoke a more-or-less directed or programed alteration in 
DNA sequences in the nuclear genome, and they presume 
the existence in the D N A  of multiply repeated base 
sequences. 

1. Antibodies. The experimental investigations on struc- 
tural, genetic, and biosynthetic properties of immunoglob- 



ulins are discussed elsewhere (Edelman, this volume) and are 
summarized in a recent review (Edelman and Gall, 1969). 
The data suggest that each immunoglobulin polypeptide 
chain is coded for in the genome by two separate nucleotidc 
sequences. Furthermorc, these two sequences must fuse 
prior to the synthesis of mRNA for the chain. It has been 
suggested that this gene translocation also plays a role in the 
differentiation of the cell, committing it to the production 
of a single immunoglobulin molecule. In addition, there are 
good reasons for believing that the genes for the immuno- 
globulin polypeptide chains must diversify in some manner 
during ontogeny, requiring other sorts of programed altera- 
tions in somatic genes. 

2. Tratisyosable cotltrol elerrlents. We refer here to the com- 
plex genetic systems in maize, described by McClintock 
(1965) and others (e.g., Peterson, 1961), and those in 
Drosophila, described by Green (1969). Although elements 
in these systems resemble certain aspects of genetic control 
in bacteria, e.g., diffusiblc repressors (Jacob and Monod, 
1961) or an episome that can be translocated (Smith-Keary 
and Dawson, 1964), these analogies do not account for 
many of the details of the systems. McClintock's studies 
demonstrate that there are genetic elements in higher plants 
that can regulate gene expression. These elements do not 
remain localized in any one locus of the genome, however, 
but can be transposed from place to place on the chromo- 
somes. Sometimes they control only those loci near which 
they are located, and sometimes they regulate many differ- 
ent loci distributed throughout the genome. These changes 
in position and inheritable "changes of state" (McClintock, 
1951) imply molecular rearrangements in the genetic 
material that are sometimes made visible by localized 
chromosome breakage. 

3. Pamrtlutatioii. Brink (1964) has reported evidence that 
the genes controlling the rate of expression at certain loci in 
maize are inherently unstable and undergo changes during 
somatic-cell growth. As a result, the phenotype of the 
daughter cells changes toward a greater or lesser degree of 
phenotypic expression of the structural gene at the affected 
locus. The rate and direction of the change can be regulated 
by controlling the genetic background of the inherently 
unstable allele; in particular, the rate of this so-called para- 
mutation is affected by the other alleles present at the para- 
mutable locus. Other examples of similar p b o m e n a  are 
known in plants, and a seemingly analogous phenomenon 
has been observed in the bobbed loci of Drosophila (Ritossa, 
1968). In both cases it has been presumed that the heritable 
changes involve alteration in the actual number of similar 
DNA sequences. 

4. Gene artzylificatioti. Certain sites within eukaryotic chro- 
mosomes undergo differential replication. Pavan and da 
Cunha (1969), for example, have described "DNA puffs" in 
the dipteran species Rhynchosciara angeli. In certain dif- 

ferentiating cells of this species, the DNA at particular chro- 
mosomal loci replicates to such an extent that visibly en- 
larged amounts of DNA appear. The function of the DNA 
at these loci is not known. Other examples are provided by 
the evidence that the genes for rRNA replicate differentially 
during the oogenesis of a number of species that are distant 
from one another in the evolutionary tree (Gall, 1969). The 
production of the increased amounts.of ~ D N A  has becn ra- 
tionalized in terms of the large cytoplasm the egg nucleus 
must provide, as well as the lack of rRNA production dur- 
ing the early cleavage of the embryo (Brown and Gurdon, 
1963). 

Repeated DNA sequences 

It is noteworthy that models proposed for all the genetic 
systems mentioned above postulated the existence in the 
genome of repeated DNA sequences before any direct 
evidence for these sequences was available. Multiple copies 
of genes for immunoglobulins were postulated in order to 
account for the enormous variety and specificity of anti- 
bodies that vertebrates can synthesize (Dreyer and Bennett, 
1965). Because of the possibility of crossing over between 
paired, llonhomologous genes, instability is inherent in all 
repeated DNA sequences. Semi-stable genetic loci of this 
type readily allow quantitative variations and, therefore, 
multiple genes were invoked in models of both transposable 
control elements (McClintock, 1950) and paramutation 
(Smith-Keary and Dawson, 1964). 

This potential instability led Thomas (1966) to suggest 
that the genome of prokaryotes would tend to evolve in 
order to eliminate or minimize the repetition of any long 
base sequences. His work, and that of others, provided 
evidence to support this hypothesis, for it was found, in a 
study of the rate of renaturation of DNA from bacteria 
and viruses, that repeated nucleotide sequences are rarely 
found in these genomes. In viruses, repetitive DNA appears 
at the end of recurrently redundant genomes, but ap- 
parently nowhere else. In bacteria, also, almost all the DNA 
sequences appear to be "unique," i t . ,  they occur only once 
per genome. A single bacterial chromosome can contain a 
number of genes coding for rRNA (Kohne, 1969), but these 
genes appear to be maintained by the requirement for large 
amounts of rRNA in the bacterial cell (Mueller and Bremer, 
1968). 

It has been suspected for several years, however, that 
such constraints on repetitive DNA sequences may not 
apply strictly to eukaryotes. Direct studies of the rate of 
renaturation of nuclear DNA (both somatic and germ-line) 
have indicated that repeated DNA sequences occur with 
high frequency (Martin and Hoyer, 1966; Britten and 
Kohne, 1965). Repetitious DNA has been detected in the 
genomes of all eukaryotes whose DNA has been studied 



by this method, including a few organisms from most 
of the major phyla of plants and animals (Britten and 
Kohne, 1968). The amount of repetitious DNA present 
is hardly negligible, amounting to about 40 per cent of the 
DNA in calf thymus, for example. Obviously, this implies 
that the rest of the DNA represents unique, i.e., unrepeated, 
genes. It now appears that the existence of easily detectable 
amounts of repetitious DNA is as characteristic of eukary- 
otes as is the nuclear membrane or the mitotic apparatus. 
In view of the possibility that repetitious DNA may confer 
characteristic genetic properties upon eukaryotes, the 
acquisition of the ability to maintain the repeated nucleotide 
sequences in a stable form may have marked a very import- 
ant step in the evolution of all nucleated cells. Indeed, chro- 
mosomes themselves may have evolved mainly to allow 
multiple genes to exist and function in a stable fashion. 

The use of a single term, such as "repetitious DNA," to 
refer to all examples of repeated nucleotide sequences in the 
genome may be misleading. It is probable, for example, that 
repeated DNA sequences include genes for ribosomal and 
transfer RNA, nucleotide sequences having other functions, 
such as those concerned with replication and recombination 
of chromosomes, and multiple, tandem-duplicated, struc- 
tural genes for proteins. 

That rRNA genes fall into the class of repetitious DNA 
has been demonstrated by DNA-RNA hybridization ex- 
periments, in which labeled rRNA was used as one of the 
hybridizing species. The number of rRNA genes has been 
estimated to range from 100 to 400 in a haploid set of chro- 
mosomes in species as varied as yeasts (Retel and Planta, 
(1968), Drosophila (Ritossa and Spiegelrnan, 1965), frogs 
(Wallace and Birnstiel, 1966), pea seedlings (Chipchase and 
Birnstiel, 1963), and man (Attardi et al., 1965). As in bacte- 
ria, a single rRNA gene per cell could not be transcribed at 
a rate sufficiently rapid to provide enough of this essential 
structural component of the protein-synthetic apparatus. 
This alone might account for the multiple copies found in 
the genome (Kohne, 1969). Similarly, the genes for tRNA 
(Ritossa et al., 1966) and 5s RNA (Brown and Weber, 1968) 
molecules appear to be repeated in the chromosomes, in 
some cases to a very high degree (27,000 5s RNA genes in 
germ-line and somatic cells of certain frogs [Brown and 
Weber, 19681). 

In addition to tRNA and rRNA, other RNA species of 
unknown function are also transcribed from the repetitious 
DNA. Because of the large size of eukaryotic genomes, 
RNA transcribed from a unique DNA sequence would not 
be expected to hybridize with cellular DNA at an easily 
detectable rate. Because it is known that much of the non- 
ribosomal RNA in the cell does indeed hybridize rapidly 
with nuclear DNA, it has been concluded that some of the 
repetitious DNA is being transcribed (Britten and Kohne, 
1968). It should be pointed out, however, that a portion of 

the repetitious DNA in eukaryotic genomes may never be 
transcribed into RNA. For example, Flamm et al. (1969) 
report that the extremely repetitious DNA of the mouse 
does not appear to hybridize with any RNA found in a 
number of different somatic tissues. This satellite DNA ac- 
counts for about 10 per cent of the mouse genome and ap- 
pears to consist of roughly a million copies, each about 400 
nucleotides long (Waring and Britten, 1966). 

In contrast to ribosomal and tRNA genes, there is no 
evidence to suggest that the structural genes for the more 
commonly studied eukaryotic proteins, such as cyto- 
chrome c (Margoliash et al., 1969), are specified by many 
gene copies in the genome-although, in some cases, indi- 
rect arguments for multiple genes can be formulated, based 
on the observed rates of synthesis of these proteins CJerne, 
1967). The primary structures of a number ofnonallelic pro- 
teins are quite similar, however, and it appears probable that 
the genes for their constituent polypeptide chains arose 
through gene duplication (presumably as a result of unequal 
crossing over), followed by evolutionary divergence. Ex- 
amples of such proteins include the various hemoglobins 
(Ingram, 1963), the immunoglobulins (Edelman, this vol- 
ume), and such functionally distinct proteins as lysozyme 
and lactalbumin (Hill et al., 1969). Obviously, such a process 
could not proceed if duplicated DNA sequences were 
rapidly eliminated from the gene pool; some mechanism 
must exist to prevent such rapid elimination. The homo- 
geneity of the proteins isolated from homozygous animals, 
the kinds of polymorphism observed (for example, in 
human hemoglobins), and the nature of the evolutionary 
differences in the amino-acid sequences of homologous 
proteins from different animal species, all provide strong 
arguments for the existence of a single structural gene copy 
for most of the proteins so far studied. Experimental 
methods such as hybridization with purified messengers 
may, when they become available, permit a direct estimate 
of the number of genes involved. 

At present, one can only speculate on the functions of 
much of the repeated DNA in eukaryotes. For example, 
repetitious DNA might contain binding sites for chromo- 
somal proteins or chromosomal RNA, as suggested by the 
studies of Huang and Bonner (1965) on protein-linked chro- 
mosomal RNA. Chromosomal RNA has been reported to 
affect the specificity of histone-DNA interactions (Bekhor 
et al., 1969b; Huang and Huang, 1969) and appears to bind 
to repetitious DNA sequences (Bonner and Widholm, 
1967). This possible function of repetitious DNA has been 
recently reviewed (Britten and Davidson, 1969). The pecu- 
liarities of this hybridization reaction, however, leave some 
doubt as to whether the usual linkage between complemen- 
tary base-pairs of the nucleic acid strands is involved (Bekhor 
et al., 1969a). 

A certain portion of the repetitious DNA may play a role 



in determining how DNA fibers fold in the chromosome, 
either by Watson-Crick pairing or by serving as binding 
sites for proteins that stabilize metaphase chromosomes and 
the synaptonemal complex. The finding of Maio and 
Sch~ldkraut (1969), that repetitious DNA is evenly distrib- 
uted in the mouse chromosomes and is tightly bound to 
their structural components, is consistent with this hypoth- 
esis. As separated strands of repetitious DNA renature much 
more rapidly than strands of DNA of unique sequence, 
repetitious DNA may function to aid chromosomal re- 
combination or to aid in the repair of chromosomal break- 
age. Either function would provide a ready explanation for 
the observed ability of broken ends of chromosomes to 
rejoin one another. Similarly, repeated DNA sequences 
might aid pairing during meiosis. 

A fraction of repetitious DNA may not contain any 
genetic "information" at all but may have evolved to func- 
tion merely as a space-filler in the genome. This possibility 
would at least provide an explanation for the great dis- 
parity between the large number of genes that can be en- 
coded in the nuclear DNA and the much smaller number of 
genes that have been estimated to be present in the chro- 
mosomes. (This discrepancy is discussed at length by C. A. 
Thomas elsewhere in this volume.) There appears to be no 
great correlation between the structural complexity of an 
organism and the amount of DNA in its genome. A good 
correlation has been reported between the amount of DNA 
per nucleus and the nuclear volume, however (Commoner, 
1964), and this correlation holds true both for a number of 
vertebrate species and for bacteria (D~A/ce l l  volume). The 
large differences in the amount of DNA in closely related 
species (Keyl, 1965; Fox, 1969) are also consistent with the 
idea that the amount of genetic material present is controlled 
by some property other than information content. The 
controlling factor might be rather nonspecific and trivial, 
such as the maintenance of the nuclear viscosity. If so, the 
ease with which repetitious DNA can expand or contract in 
amount, by mechanisms that are discussed below, might 
make it an excellent "fill" material, inert and innocuous. 
This possible function for repetitious DNA would be most 
difficult to prove directly and, in any case, is esthetically dis- 
pleasing. 

Finally, some repetitious DNA may consist not of iden- 
tical copies, but rather of a large number of sitnilar genes 
capable of storing large amounts of genetic information. 
There may exist, in the antibody system, the nervous sys- 
tem, and other systems of like complexity, a requirement 
for a very large store of preadapted genetic information. 
Much of this information would function only at rare, crit- 
ical times in the lifetime of the organism, and thus would re- 
main inactive much of the time. As suggested by Zuker- 
kandl and Pauling(1962), repetitious DNA might also rep- 
resent a storehouse of evolving genes. Sheltered in these 

duplications, there might exist evolving variants of struc- 
tural genes for important enzymes. This rather romantic 
view of the multiple-gene copies is difficult to reconcile, 
however, with certain fundamental theorems of population 
biology. 

We can summarize these speculations about the genetic 
functions of repetitious DNA by concluding that, whatever 
they are, they are probably diverse. Regardless of the func- 
tion of repetitious DNA, however, its very existence raises 
fundamental problems for evolutionary theory. 

The evolution ofrepetitious DNA 

The existence of repetitious DNA poses several new and 
difficult problems for classical Mendelian genetics and 
evolutionary theory. The key observations to be accounted 
for include: 

1. The genomes of all investigated eukaryotic cells con- 
tain large numbers of DNA sequences which resemble one 
another far more than would be expected d they had 
evolved independently and by chance (Martin and Hoyer, 
1966; Britten and Kohne, 1965). Sinlilar scqucllccs arc llot 
found in prokaryotic genomes (Thomas, 1966). 

2. In any one species, these repeated DNA sequences can 
be divided into "families" of genes. In some families, the 
duplicated genes resemble one another very closely; in 
other families the members have diverged. All the families 
also differ in both number of members and length of the 
reiterated sequence (Britten and Kohne, 1965,1968). 

3. Denatured repetitious DNA strands from the nucleus 
of one species will renature more rapidly with one another 
than they will with the analogous strands from another 
species. Even closely related species can contain distinctively 
different repetitious DNA sequences (Martin and Hoyer, 
1966; Britten and Kohne, 1966; Walker, 1968). 

It is perhaps this third point that is most perplexing and, 
in fact, as we attempt to show, it suggests a new idea: in cer- 
tain instances, all the members of the gene family change 
together, so that certain sets of closely related genes evolve 
to dflerent sets of genes which are also closely related. For con- 
venience, we call this process coevolution ofDNA sequences. 

Given the existence of multiple genes, how does natural 
selection operate at all? One might suppose that duplicated 
gene sequences would be buffered against rapid changes dur- 
ing evolution. If a certain gene is represented a great many 
times (100 or more) in the genome, any mutation in one of 
the copies could not greatly affect the selection pressures 
acting on a given individual, unless it led to the production 
of an actively deleterious gene product. For example, if a 
mutation occurs in just one rRNA gene, making the RNA 
transcribed from that gene unable to fold into a functional 
ribosome, no detectable effect on the viability of the animal 
would be expected. Frogs that lack half of their rRNA genes 



are known to be quite viable (Brown and Gurdon, 1964). 
The problem is even greater if all the genes in the family do 
not function simultaneously: what selection pressure could 
operate to maintain the constancy of an inert gene? More- 
over, any rare "favorable" mutation that increases the efi- 
ciency of its gene product would be diluted in the cell with 
products of hundreds of its nonmutant sister genes. There- 
fore, it is difficult to see how natural selection could in- 
crease the gene frequency of these favorable mutants. 

In trying to explain the evolutionary behavior of highly 
reiterated identical genes, one might assume that most 
single-base changes in the repetitious DNA represent truly 
"neutral" mutations, i.e., mutations that could confer no 
detectable selective advantage or disadvantage on the or- 
ganisms. The possible fate of such neutral mutations is at 
present a matter of spirited controversy (King and Jukes, 
1969). Depending on the viewpoint taken, one might expect 
that: (a) members of a family of like genes would gadually 
diverge from one another by the action of genetic drift act- 
ing on random neutral mutations (King and Jukes, 1969; 
Kimura, 1968), or (b) a family of a large number of like 
genes would remain constant from species to species 
throughout evolutionary time, because neutral mutations 
can never attain an appreciable gene frequency in a large, 
randomly breeding population (Simpson, 1964). 

In fact, the data are not in accord with either expectation. 
The DNA representing the repeated sequences apparently 
can evolve, for it differs considerably from species to species 
(Martin and Hoyer, 1966; Zuckerkandl and Pauling, 1962; 
Britten and Kohne, 1966). This evolution.is not necessarily 
accompanied by a !general divergence of the members of 
each duplicated gene family within a species, however, and 
the genes thus can coevolve. What is the evidence that such 
a process occurs? The most clear-cut example is provided by 
the rRNA genes. We have already reviewed the evidence 
that these genes are multiply represented in nuclear chromo- 
somes. It has also been shown that these genes do differ from 
species to species (Pinder et al., 1969). Although some hy- 
bridization experiments suggest that rRNA genes in a single 
nucleus are not all identical ( ~ o o r e  and McCarthy, 1968), 
they appear to be more closely homologous to one another 
than to rRNA genes of other species. The exact degree of 
similarity of the base sequences of rRNA among different 
species has not yet been determined, but human and mouse 
28s rRNA can be separated on the basis of physicochemical 
properties (Eliceiri and Green, 1969), suggesting that none 
of the rRNA genes in one species is identical to any in the 
other species. 

So far, it has not been shown that the genes for the 5s  
RNA or transfer RNA do, in fact, differ from species to 
species within eukaryotes. If they do differ, they, too, must 
coevolve. The highly reiterated satellite DNA sequences 
isolated from any one species are also more closely related 

to one another than they are to similar fractions from other 
species (Walker, 1968). In the absence of knowledge about 
their function, however, the assumption that these fractions 
are evolutionarily homologous appears less compelling. 
The data on immunoglobulin sequences and genetics 
(Edelman, this volume) may also provide an example for 
multiple-gene coevolution. 

Possible mechanisn~s to account for 
coevolution ofDNA sequences 

What mechanisms account for coevolution of multiple 
genes? Perhaps the simplest answer is to rely on the "in- 
visible hand" of natural selection, and to leave it at that. If, 
for example, there is a single optimal rRNA sequence for 
mouse ribosomes, all the gene copies might have undergone 
exactly parallel evolution to the same end-product by ran- 
dom-point mutations acted upon by selective forces. We 
believe this to be most unlikely. It appears that a very 
specific mechanism is necessary, and we briefly describe 
some of those that have been proposed. 

1. Reiteration or incorporation oftnultiple copies. Britten and 
Kohne have suggested that coevolution can be accounted 
for by genetic "bursts" (Britten and Kohne, 1965, 1968), 
i.e., single-gene copies undergo a process of reiterative 
replication in the germ-line of certain individuals (Figure 
1A). The gene frequencies of the duplicated genes increase, 
presumably because they confer some selective advantage 
and, therefore, eventually become fixed in the population. 
Following such "saltatory evolution," which rnust occur fairly 
frequently to account for the observed differences between 
closely related species, the initially identical genes gradually 
diverge from one another by random drift, becoming more 
and more heterogeneous.   re sum ably a compensatory gene 
loss also occurs frequently to make space for the genes intro- 
duced by the "bursts," because the total genome size does 
not increase proportionately. According to this picture, each 
gene family would arise from a different initial "burst." The 
age of a family would be correlated with the amount of 
heterogeneity of its gene sequences, and, therefore, the 
newest families would consist of almost identical genes. 

The molecular mechanism underlying the "burst" event 
has not been specified, but presumably it might resemble 
that required for gene amplification of oocyte rRNA genes 
(Gall, 1969) or DNA "puffs" (Pavan and da Cunha, 1969). 
The even distribution of the family of highly repetitive 
DNA throughout the karyotype of mice argues against this 
proposal, unless the genes can somehow translocate swiftly 
through the genome soon after being generated (Bekhor 
et al., 1969a; 1969b). 

Another mechanism suggested by Britten and Kohne 
(1966), viz., incorporation of multiple copies of lysogenic 
viral genomes, might account for the even distribution. 'The 
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NON-HOMOLOGOUS RECOMBINATION 
interchromosomal 

intrachromosomal 

FIGURE 1 A. One possible molecular mechanism for gene 
reiteration. (1) DNA sequences within vertical bars are simi- 
lar to one another. For clarity the double-helix is drawn un- 
wound in these sequences only. The process involves pairing 
of like sequences (2), nucleolytic attack, hybrid-DNA for- 
mation, and repair synthesis of the DNA (3). These steps 
lead to a larger family of like genes (4). (Other mechanisms 
for reiteration are possible; see Thomas, this volume; and 
Pavan and da Cunha, 1969.) B. (1) Recombination between 

paired, tandem, similar but non-homologous DNA se- 
quences in different chromatids increases the number of 
members of one gene family and decreases the number in 
the paired chromatid. (2) This process, if continued, can 
lead to progressively larger gene families. (3) Pairing and 
recombination between two members of a gene family on a 
single chromatid would lead to formation of an episome 
which might be able to integrate elsewhere in the genome(4). 



actual mechanism would resemble that illustrated in Figure 
1, B3. The recent demonstration that many copies of the 
genomes of human oncogenic viruses can become incor- 
porated into the nucleus of a single transformed cell provides 
a model for this mechanism (Dulbecco, 1968). The small 
size of the repeated base sequences in the highly repetitious 
DNA of mouse (Waring and Britten, 1966), however, 
would not appear to be able to code for a complete viral 
genome. 

The other mechanisms that have been proposed to ac- 
count for gene coevolution all involve the ability of re- 
peated DNA base sequences to mispair, i.e., to join in Wat- 
son-Crick base-pairing with nonhomologous members of 
the family located on the same or different chromosomes. 
Genetic recombination events that take place in these mis- 
paired regions might allow base-sequence information to 
be transmitted from sequence to sequence along a tandemly 
duplicated gene family, thus aiding in their coevolution. A 
number of different mechanisms could account for this 
phenomenon, depending on the exact nature of the recom- 
bination and conversion steps postulated. Some specific 
examples are discussed below. 

2. Reciprocal, rrtzequal crossitlg over. The mispaired regions 
might undergo a breakage and reunion process in which 
both strands of the DNA exchange partners (Figure 1B). If 
the mispaired genes are on different chromosomes, or on 
different chromatids of replicated chromosomes, an increase 
in the number of tandem-repeated genes in one chromo- 
some and an equivalent decrease in the other would result. 
If the mispaired genes were on the same chromosome, a 
loop of tandem genes might be deleted. This loop might be 
lost from the nucleus, or it might be re-incorporated else- 
where in the genome it1 a lysogenic fashion (Figure 1B). 

The potentialities inherent in unequal crossing over have 
long been known. It is the most commonly accepted 
hypothesis to account for the incorporation of new struc- 
tural genes into the genome, and the interesting instabilities 
to which it might give rise have been investigated by a num- 
ber of workers (Lewis, 1967). Paramutation phenomena 
(Brink, 1963) have been explained in this way and a 
similar mechanism may operate in the bobbed mutants of 
Drosop/li/a (Ritossa, 1968). Bobbed mutants apparently arise 
as a result of deletions of a large number of linked rRNA 
genes. Some of these deletions are in turn unusually un- 
stable, and revert to normal, a change that is accompanied 
by an increase in the number of detectable rRNA genes in 
the genome. It has been suggested that these genes are held 
in a dynamic equilibrium in the population. The number of 
genes can either increase or decrease as a result of unequal 
crossing over, and natural selection operates to maintain 
the gene fraction found in pooled individuals (Ritossa et al., 
1966). In a dynamic system of this sort, an allele arising from 
a point mutation in an rRNA gene which confers selective 

advantage to an organism can increase in gene frequency, 
both in the population arld in the tandem set of genes in one 
organism. This might well account for the coevolution of 
genes in a species. 

3. Master aild slavegei~es.  As a result of a careful investiga- 
tion of the lampbrush chromosomes of amphibian oocytes, 
Callan (1 967) concluded that each of the lateral loops repre- 
sented a functional unit of the chromosome, and that each 
loop might produce only a single gene product. This is dis- 
cussed at length in Thomas's paper in this volume. Because 
these loops are far longer than would be expected for a 
single structural cistron, Callan suggested that they consist 
of a series of tandem-repeated identical genes (Figure 2A). 
To account for the coevolution of the gene sequences im- 
plied by such a structural arrangement, he suggested that 
one member of each sequence has some distinctive property 
(perhaps its position in the series) which would cause it to 
act as a "master" gene. The other members of the duplicated 
set are referred to as "slave" genes. At some time during the 
growth of the germ cells of each individual, the nucleotide 
strands of the DNA sequences coding for the slave genes 
would unwind in order to allow these strands to form 
double helixes with the complementary strands of the mas- 
ter gene. If the sequences of the master and the slave were 
identical, the slave would dissociate and renature with its 
original strand. If the slave gene had incorporated a point 
mutation prior to the last comparison with the master gene, 
a distortion would be created in the master-slave hybrid 
that could be enzymatically corrected by changing the slave 
strand to complement the master strand. Mutations in the 
master gene would be incorporated in each of the slave 
copies. As a result of these hypothetical steps, all the repeated 
genes would evolve in exactly the same way and at the same 
rate as the single master gene. 

Detailed mechanisms for the master-slave comparison 
process have been proposed by Whitehouse (1967a) and 
Thomas (this volume), and variant schemes have been ad- 
vanced to account both for antibody variability (White- 
house, 1967b) and for gene instability in plants (Fincham, 
1967). A possible variant of the master-slave scheme is to 
propose that all slave genes are lost by intrachromosomal 
recombination at some stage in germ-cell gowth  and re- 
placed by gene amplification of the single master gene re- 
maining in the chromosome (Markert, 1968). No  evidence 
for any getleral gene amplification in germ cells has been 
reported, however, despite a great deal of work on DNA 
content and biosynthesis in the nuclei of these cells. 

In contrast to the other mechanisms discussed here, the 
master-slave mechanism predicts that all members of a gene 
family would remain identical as long as they remain under 
a single master. Accordingly, this model would be the only 
one consistent with the hypothesis (Thomas, this volume) 
that structural genes for the commonly studied proteins 
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FIGURE 2 A. The master gene (filled circles) pairs with each (2) Norlreciprocal recombination among these genes may in- 
slave gene (open circles). Any difference~ in the nucleotide crease the frequency of some of these mutant sequences and 
sequences of the slave genes (indicated by crosses) are ex- decrease or eliminate others. (For details, see Edelman, page 
cised and repaired, so that each slave gene in a corrected 885.) (3) A point mutation that confers selective advantage 
gene family is identical to the master gene. B. (1) A family to the species might spread to all members of the gene 
of like genes can accumulate point mutations (closed circles family by means of conversion and natural selection. 
and triangles), causing the tandem genes to be nonidentical. 

have a high multiplicity. The gene duplications postulated 
to account for the evolution of various hemoglobin poly- 
peptide chains, for example, would then require the duplica- 
tion of whole sets of both master and slave genes, followed 
by divergence of the master gene. The master-slave mech- 
anism would not easily account, however, for partial gene 
duplications or for the unequal crossing over which has been 
postulated to give rise to the genes for Lepore hemoglobin 
(Baglioni, 1963) and variant gamma chains of human im- 
munoglobulins (Kunkel et al., 1969). 

4. "Dernocratic" gene cotzversion. We have suggested that 
the observed sequences of variable regions of immuno- 
globulin chains might arise through unequal intrachromo- 
soma1 crossing over among tandem duplicated genes (Edel- 
man and Gally, 1967; Edelman, this volume). Such recom- 
bination might be either reciprocal or, more likely, non- 
reciprocal. Recent experiments on recombination suggest 
that the recombining DNA molecules join by forming hy- 
brid helixes containing complementary strands from dif- 
ferent origins (Meselson, 1967). Enzymatic steps after the 



fornlation of such hybrid duplexes are assumed to excise 
and repair stretches of the molecular hybrid. The result 
would be nonreciprocal recombination or conversion. We 
have found several enzymes (Lindahl and Edelman, 1968; 
Lindahl et al., 1969a, 1969b) in the somatic cells of mam- 
mals that might play roles in such a mechanism. Gene 
conversion has been observed in many eukaryotic (Holli- 
day, 1961; Whitehouse and Hastings, 1965) and some 
prokaryotic (Sermonti and Carere, 1968) genomes, and it 
has bee11 suggested that conversion plays a major role in 
evolution (Fogel and Mortimer, 1969). 

One of us (Gally) has proposed that democratic gene con- 
version (Figure 2B) might provide an additional mechanism 
to account for the coevolution of repeated genes. It is as- 
sumed that mispairing and nonreciprocal recombination 
take place frequently between the members of a family 
of like but nonidelltical genes. Each member of a family 
would repeatedly compare itself with other members by 
hybrid DNA formation, and mismatched base-pairs in the 
hybrid DNA would tend to be eliminated by enzymatic 
excision and repair processes. In this mechanism, neither 
DNA strand would be treated preferentially, and a new 
point mutation would be as likely to be copied as to be 
eliminated. Thus, a selectively advantageous mutation in 
only one member of a large family has the potential of dis- 
tributing itself throughout the family irltrcll more rapidly 
than it could by independent mutation and selection. 

Because the rate of appearance of point mutants is pro- 
portional to the length of the nucleotide sequence in which 
they can occur, we might think of families of democratical- 
ly converting, tandem genes as mutation "nets" capable of 
trapplng favorable mutations, which can then spread later- 
ally through the family. Disadvantageous mutants would 
be rapidly eliminated. 

The rate of coevolution would depend on the phenotypic 
function of the gene product and on the rate of the conver- 
sion process. Depending on the nature of the selective forces 
acting on the final gene product, members of a family of 
like genes may be similar or they may diverge with a high 
degree of heterogeneity. Democratic gene conversion 
would not allow for the simultaneous alteration of the 
homologous base-pairs in a l l  members of the family, as 
would occur in the master-slave gene conversion model. 
Therefore, we would not expect to find polymorphism 
among democratically converting genes. 

If a gene family were split up by a translocation event so 
that members of one part of the family could no longer re- 
combine with the rest, the two parts of the original family 
would no longer evolve together. If gene conversion ac- 
counts for the evolutionary behavior of rRNA genes, for 
example, it would predict that the rRNA genes in one 
autosome of a haploid set would resemble one another 
more closely than those on a nonhomologous chromosome. 

A gene family on one chromosome which is prevented from 
crossing over with its homologue in a diploid set (e.g., by 
chromosomal inversion) would likewise not be able to 
coevolve with the corresponding genes on the homologous 
chromosome. This would give rise to opparerlt polymor- 
phism of multiple genes in a population, but such "pseudo- 
polymorphism," tvolrld riot reserrlble that described for 
structural genes. For example, the gene family would not 
differ from its "polymorphic" alternative by a single 
nucleotide at a certain position of each gene. Instead, the 
differences would resemble those found in the genes for the 
amino terminal position of the immunoglobulin heavy 
chains of rabbits of different allotypes (Koshland, 1967; 
Wilkinson, 1969). 

If gene conversion occurred, many of the questions that 
have been asked concerning the frequencies and changes of 
frequencies of genes within a population could be asked 
about gene frequencies within an organism. Many of the 
concepts developed to account for the evolution of sexually 
recombining populations, e.g., the prevalence of heterosis, 
might be expected to apply to the populations of genes 
found within repeated gene families in a single chromosome. 

The mechanisms to account for the coevolution of mul- 
tiple genes discussed above are not exhaustive, and none of 
them may be correct. They do, however, show how un- 
stable, dynamic systems, which would geatly increase 
evolutionary possibilities, might be generated by means of 
known biochemical rearrangements and transformations of 
DNA. These systems could behave as "genetic algorithms," 
i.e., by establishing a relatively short basic nucleotide se- 
quence and a number of rules to govern its rearrangement, 
vast new arrays of information may be created upon which 
natural selection might be able to act. At present, the task 
is to provide experimental evidence for or against any of 
the hypothetical models that have been presented to ac- , 

count for the evolution of multiple genes. 
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$6 The Theory of the Master Gene 

C. A. THOMAS, JR.  

THE THEORY of the master gene was first advanced in a re- 
markable paper by Callan and Lloyd that appeared in the 
Philosophical Transactions of the Royal Society of London 
in 1960. This theory was based on the morphological study, 
by optical phase-contrast microscopy, of the lampbrush 
chromosomes from the oocytes of newts. The studies of 
lampbrush chromosomes by Callan, Gall, Macgregor, and 
others that appeared during the 1950s combine to form an 
important series of observations. The theory itself must be 
considered a triumph of reason. It is outrageous in every 
respect. Its only direct support, even to this day, is based on 
morphological considerations. When first proposed, the 
nature of the chromatid was not known, although the Tay- 
lor, Woods, and Hughes paper (1957) had appeared, touch- 
ing off the debate between the "uninemists" and the 
"polynemists" that persists to this day. Callan supposed a 
chromatid to be fundamentally a duplex DNA molecule, a 
view that must now be considered essentially correct. To  
account for his observations, Callan supposed that genes 
were often found in multiple representation-"serially 
repeated," perhaps 100 to 10,000 times along the chromatid 
or DNA duplex. This model challenged the conventional 
wisdom of two generations of Mendelian geneticists, who 
have supplied overwhelming evidence that alleles are in- 
herited in an all-or-nothing manner. To  answer this pro- 
found objection, Callan supposed that the nucleotide se- 
quence of each of the repeated genes is brought into accord 
with that of a "master copy" by some unspecified mech- 
anism. Thus, only mutations in the master copy would be - ,  
recovered; those occurring in other copies would be 
brought into accord with the master copy-that is, would 
revert to wild type. 

In view of the unfamiliar character of the material (the 
oocytes of newts) and the apparent incongruity of this 
theory with both Mendelian and molecular genetics, to- 
gether with the ad hoc character of the master gene and its 
role in specifying the thousands of identical serial copies, it 
is not surprising that this theory was greeted with skepti- 
cism. Now, however, converging lines of evidence lead one 
seriously to consider the idea. If correct, the theory of the 
master gene will directly affect every aspect of our present 
understanding of biology. Therefore, it is worthwhile to 
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study the lines of evidence that support the theory and then 
to discuss some of its predictions. 

The theory 

The exposition that follows is based on the ideas found in 
the 1960 paper and on their extensions (Callan, 1967). Sub- 
stantial modifications have, however, been made and new 
vocabulary has been added, so Callan should not be held 
totally responsible for what follows. The scheme is present- 
ed in starkest form for clarity, even though the resulting 
outline is not adequate to represent the variety and variation 
seen in nature. 

The eukaryotic chromatid (the chromosome after mitosis, 
but before a roulld of DNA synthesis) is fu~~da~lle~~tal ly  a 
single DNA duplex in which the entire genetic text is rep- 
resented in nucleotide sequence only once. Most or all 
genes (or operons) specifying RNA or protein molecules 
are represented not once but 100 to 10,000 times. This is ac- 
complished by the serial repetition of each gene type an 
exact number of times. On passing along the linear DNA 
molecule from gene to gene in a given series (or family), a 
miniature observer of nucleotide sequence would be unable 
to tell that he was not repeatedly moving around the same 
circular DNA molecule containing the single gene (Figure 
1). The sequence of each serially repeated gene is identical to 
every other serially repeated gene in the same family. 

A special member of each gene family is called the rtraster 
yene; all other members are called slaves. (In Figure 1, the 
master gene is depicted as the first member of the series.) In 
the germ line of cells, and probably in somatic cells as well, 
the master gene specifies the sequence of every slave in the 
family. It does so by a process called rectijicatiotz. Whether 
rectification is accomplished by repair synthesis, replace- 
ment, or replication need not be specified at this moment. 
Rectification must occur about as frequently as cell division, 
although it could be more frequent. Because of rectification, 
only mutational alterations in the master gene are ever 
detected. Both masters and slaves are transmitted through 
the germ line (to sperm and egg) without an increase or 
decrease in their number. The "one gene-one protein 
theory" is to be modified to read "one gene family-one- 
protein type." Because the sequence of all slaves is identical, 
those sequences controlling the rate of transcription of 
RNA (the promoter and operator regions) are identical. 
Thus, it is to be expected that entire families of genes are 
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FIGURE 1 The eukaryotic chromosome: masters and slaves. depicted as the first of a series of identical slaves. The genes 
The chromatid is pictured to be a single DNA molecule con- of one family can differ in sequence from those in another, 
taining gene families, each made up of a defined (large) although they may be related sequences. 
number of identical genes. One gene, called the master, is 

turned on or off together. They would be expected to func- 
tion as a unit. In this case, the family size would determine 
the abundance of the messenger RNA it specifies. If repres- 
sor molecules or RNA polymerase were limiting, a gaded 
response that is controlled by their concentration could be 
achieved. 

Gene families are considered to be found only in the 
"higher forms." In the lower forms, such as bacteria and 
viruses, genes are usually represented only once. Every gene 
is a "master gene." A general comparison of the two basic 
biological forms is revealing (Table I). As this comparison 
suggests, there is a profound difference between the minia- 
ture organisms and the comparatively monstrous cells that 
make up the so-called higher forms. The major differences 
are the size of the cell and the way it manages its hereditary 
apparatus. 

TABLE I 

A Coiilparisoii of Lotuer ai~d Higher Forirls 

The morphology and function oflampbrush 
chromosomes 

Although this evidence is, in many ways, the most difficult 
to recount, the lampbrush chromosome played the signif- 
icant role historically. In order to understand the arguments 
of Callan, one must review what is known about these 
wonderful structures. 

Lampbrush chromosomes are found in the oocytes (and in 
some species, the spermatocytes) of almost every species 
studied-from arrow worms to humans (Baker and Franchi, 
1967). They were first encountered by Flemming and 
studied by Riickert, who gave them their name before the 
turn of the century. With the advent of phase optics, un- 
fixed preparations could be studied. Other innovations by 
Gall, Callan, and others have made it possible to study the 
morphology of these chromosomes in considerable detail. 
Miller and Beatty (1969a, 1969b) have recently made a sig- 
nificant advance in the preparation of lampbrush chromo- 
somes for electron microscopy that allows them to be 
studied at the molecular level. 

Generally speaking, oocytes are arrested in the process 
of meiosis. The chromosomes are held at the diplotetle stage, 
which means that all chromatids are double, as they were 

Lower Forms Higher Forms replicated just prior to meiotic prophase. The homologous 
(Prokaryotes) (Eukaryotes) two-stranded chromosomes have paired with each other to 

Low DNA content Very high DNA content form the four-stranded complex (yachytene), and have begun 

(small cell size and weight) (large cell size and weight) to separate and are visibly double, thereby revealing any 
chiasmata that may have taken place (diplotetie). In newts, 

No organized chromosomes Organized chromosomes for example, they may wait in this condition for up to two 
(chromonemal) (chromosomal) 

years; in humans for up to 40 years or more. During this 
NO basic proteins DNA united with basic proteins time, the oocyte accumulates yolk, ribosomes, and other 
No nuclear membrane Nuclear membrane ingredients for the egg. Just prior to ovulation, the oocyte - --  - - 
Little differentiation Elaborate differentiation engages in two divisions to produce the egg. This process 

All cells master cells Germ line and somatic cells reduces the chromosomal DNA from a value of 4C to 1C 

(aging unknown) (somatic cells age) (C refers to the haploid complement of DNA). 
The chromosomes in the arrested diplotene stage are not 

All genes master genes Most genes in large "families" compacted; rather, they are expanded and elongated to 
of identical members 

lengths ranging from 200 to 80UP in 'liiturus. Each of the 
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two homologous chromosomes that form the so-called loop (and chromomere) itself-a local phenotypic expres- 
meiotic bivalent appear to be composed of rows of dense sion of local DNA nucleotide sequence (Figure 4). This idea 
bodies called chrotnorneres. Two lateral loops project from is given dramatic support by the electron micrographs of 
many. but not all, chromomeres (Figure 2). The two loops Oscar Miller that show the DNA molecule in the act of be- 

from a given chromomere are invariably identical in length ing transcribed into long RNA chains: Anexample is shown 

and appearance. We  now know, mainly from electron in Figure 5 (page 978). Autoradiographs reveal that radio- 

micrographs and nuclease sensitivity, that the axis of these labeled ribonucleotides are incorporated in all regions of the 

CENTROMERE 

DNA 
SYNTHESIS I - 

I 'CHROMATID 
OR DUPLEX 

ONE SET OF 
CHROMOSOMES 

- - 

LEPTOTENE 
ZYGOTENE 

PACHYTENE 

PAIR ING 
CROSSING OVER 

ANOTHER 
VIEW - M 

DIPLOTENE 
ARREST 

FIGURE 2 The morphology of lampbrush chromosomes. and each loop contains a DNA duplex as its axis. Tension 
The chromatid (DNA duplex) replicates to become "dou- splits the chromomere laterally. In some species, longi- 
ble"; it then unites with its homologue, crosses over, begins tudinal chromomere splitting is seen to take place naturally. 
to separate, and is arrested. Each chromosome is still double, 

loops is a single DNA duplex: the pair of loop axes are the 
two chromatids produced by the pre-meiotic replication 
event (Figure 3). The bulk of the loop material is RNA and 
protein. All loops that can be studied carefully show a thin 
and a thick end. The thin ends always point either toward or 
away from the centromere, depending on the loop in 
question. 

The appearance of many of the larger loops is specific to 
the chromosome and the subspecies or race. Callan's work 
demonstrates conclusively that the morphology of these 
loops is genetically specified, and leaves little doubt that 
the DNA that specifies the loop morphology resides in the 

loop. Certain unusual loops, however, such as the giant loop 
of chromosome XI1 of Triturus cristatus, seem to synthesize 
RNA in a special location near the pointed end of the loop 
(Gall and Callan, 1962). Thus, there is now direct evidence 
that the loops are macroscopic manifestations of underlying 
genes. 

Many loops appear to slough off particulate matter into 
the nuclear sap. Callan noticed that these particles often 
were shed from the thick end of the loop and from inter- 
mediate positions as well. Moreover, sometimes a given 
loop is found that is not fully extended from the chromo- 
mere, yet it, too, sheds the same kind of particulate matter. 
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FIGURE 3 Phase contrast photograph of a lampbrush chromosome. (Courtesy ofJ. Gall.) 
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FIGURE 4 Schematic diagram of how the DNA in the loops into protein as a general rule, although some protein syn- 
of a lampbrush chromosome is thought to be "expressed"-- thesis is thought to occur in the oocyte nucleus. 
transcribed. It is not yet clear whether the RNA is translated 

If we assume that particles that detach from a loop are "fully 
fashioned" gene products, the question presents itself: How 
can different regions of the same loop produce what appears 
to be the same material? Weighing carefully some alterna- 
tive explanations, Callan (Callan and Lloyd, 1960) advanced 
the most likely interpretation: that there is "no diversity of 
genetic information within the loop"-that "the informa- 
tion carried by a particular region of the chromosome may 
be serially repeated along the loop axis." 

In order to account for the asymmetry of the loops, Cal- 
lan supposed that the loop axis moves-being continuously 
spun out from one part of the chromomere and reeled into 
the other. If, indeed, the loop axis moves, as seems to be the 
case in the giant loops of chromosome XII, the idea of re- 
peating genes provides an easy explanation for the fact that 
the loops have a more or less constant morphology, irre- 
spective of the age of the oocyte, which, as mentioned 
above, can extend to years! The loop appearance remains 
the same, because each new gene that is spun into the loop 
from the chromomere is identical with the others that pre- 
ceded it. 

It is not certain if all the elements of Callan's argument 
will be supported by future work. In particular, the extent 
to which protein synthesis occurs on the loops is not known. 
It could be possible that proteins made in the cytoplasm 
associate with loop material (RNA) to give it a characteris- 
tic appearance. Callan's conclusion could still apply, irre- 
spective of how this important question is resolved. 

Mutation and recombination 

MUTATION RATE Only mutational alterations affecting 
the master gene will be observed, because those taking place 
in the slave genes will be rectified by an unaltered master. 
Thus, we would expect the mutation rate per gene to be 
much smaller in eukaryotes than in prokaryotes, in which 
every gene acts independently. Such proves to be the case, 
as shown in Table II. Here we see that the spontaneous, for- 
ward mutation rate, calculated per base pair per replication, 
for two eukaryotes (Neurospora and Drosophila) is about 
1000 times lower than the rate seen in bacteriophage, which 
accords with expectation. Unfortunately, this evidence is 

TABLE I I 
Spontaneous Forward-Mutation Rate 

in Prokaryotes and Eukaryotes 
Per Nucleotide Pair, Per Replication 

phage (A, T I )  1.7 - 2.4 x 10-8 

E. cob, S. typhitizuriurr~ 2 X 10-lo 

Nerrrospora crassa 0.7 X lo-" 

Drosophila tnelanogaster 7 X 10-11 

(From Drake. 1969.) 
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FIGURE 5 Electron micrograph of lampbrush chromosome extend from it. The numbers correspond to DNA measure- 
loop. DNA duplex is the traverse thread; long RNA chains ments in arbitrary units. (Courtesy of 0. L. Miller, Jr.) 



not conclusive. Not  only is the estimation of forward 
mutation rate subject to considerable uncertainty (Drake, 
1969), but the known effects of antimutagenic DNA poly- 
mcrase, and the possibilities of excision and repair of muta- 
tional heterozygotes, may affect the frequency of observed 
mutants to unknown extents. Indeed, the observed muta- 
tion rate of lambda replicating as a prophage is 20 to 100 
times lower than when replicating during a cycle of vegeta- 
tive growth. 

RECOMBINATION The concept that the chromosome is 
constructed of gene families leads to an unusual prediction - 
regarding intergenic and intragenic recombination. As 
illustrated in Figure 6A, a recombination event among 
slave genes is effective in recombining gene familics, but 
the process of rectification quickly eliminates recombinant 
slaves. O n  the other hand, a recombination event tr~ithin a 
master gene leads to recombinant slaves as well as recom- 
binant gene families (Figure 6B). Callan supposed that re- 
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,, , ,. ;;;... ....... 3 i;x- . ; > . . .  f 
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FIGURE 6 A. Recombination between two master genes. B. Recombination within a single master gene. 



combination is totally restricted to the master genes, be- 
cause chiasmata are never seen in the lateral loops of the 
lampbrush chromosomes. 

In phage and bacteria (in which every gene is a master), 
it is generally agreed that there is no discontinuity in the 
genetic map on passing from one gene to another. Intra- 
genic and intergenic recombination proceeds at roughly the 
same rate (Figure 7A). The minimum intergenic recombina- 
tion frequency can be less than the maximum intragenic 
recombination frequency. On the other hand, the situation 
is not equivalent in eukaryotes, as is diagramed in Figure 7B. 

genic recombination values could mean simply that inter- 
vening genes have not yet been recognized by mutations. 
Although these objections cannot be ruled out completely, 
I think it is very unlikely that the objections are valid. Thus, 
we find a second prediction of The Theory fulfilled: re- 
combination between genes occurs more frequently than 
recombination within genes. But there is more. 

Chromosomal rearrangements in Drosophila Such re- 
arrangements (deletions, inversions, translocations) general- 
ly do not damage the genes at the point of refusion, al- 
though in some cases they do. In phage and E. coli, deletions 
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FIGURE 7 Recombination between and within genes. A. In prokaryotes. B. In eukaryotes (Drosophila). 

Among the most closely spaced independent genes in 
Drosophila, the intergenic recombination values are about 
10 times the maximutn intragenic recombination values. 
This is illustrated in Table 111, which contains information 
adapted from Pontecorvo's (1958) book. Evidence against 
this point is supplied by Chovnick's study of the rosy locus 
(1966). The White-Notch region, however, displays about 
100 times more recombination than can be accounted for by 
the three genes it is known to contain (E. B. Lewis, personal 
communication, 1969). 

Now, the molecular geneticist is quick to point out that 
the number of mutants available to the Drosophila geneticist 
may not be sufficient to mark truly the maximum intragenic 
distances that exist. Furthermore, large minimum inter- 

nearly always damage the gene at the terminus of the dele- 
tion. In microorganisms, this effect is so predictable that it 
is the standard method for mapping the location of un- 
known markers. Why is it that chromosomal rearrange- 
ments can be made with relative impunity in higher or- 
ganisms? One explanation could be that the inert material 
between genes recombines to form the rearranged chro- 
mosome. Another could be that unusual rejoining generally 
takes place among slave genes. On the next round of rec- 
tification, the full family of slaves is reconstituted, and the 
original slave family now finds itself neighbors to a new 
family of genes, with both families functional. 

The Number of Nucleotide Pairs Per Gene Finally, we 
come to the amount of recombination in relation to DNA 



TABLE I I I mated number of genes is only 10 times larger, yet the DNA 
Recombination Between and Within Genes content is 1000 times larger. The number of nucleotide 

pairs per gene calculates to 200,000, or 20 times larger than 
Maximum 

Minimum R % R % Within 
Between Genes Genes Ratio 

Drosophila w-rst 0.2, 0.5 
280 map units sp-bl 0 3 

ey-ci 0.2 

range 0.2 - 0.5 

Asper~illus y-ad16 0.05 
adl5-paba10.5 

range 0.05 - 0.5 

T 4  ~II(A)-~II(B) - .04(?) 

Conclusion: It appears that the minimum recombination that occurs 
between (presumably) neighboring genes in Drosophila is on the order 
of 10 times the maximum observed within a gene. This is contrasted 
with situation in T4, in which this ratio can be as small as 0.01. 
(Adapted from Pontecorvo, 1958.) 

content. The total length of the genetic map is equal (after 
dividing by 100) to the average number of recombination 
events that have occurred per genome. If it be assumed that 
recombination events take place with equal probability in 
all intervals (which is wrong), and that the frequency of 
recombinants depends only on the length of the interval 
between the markers (which is also wrong), it is possible to 
calculate the total number of genes. This calculation is made 
in Table IV for T4, Drosophila, and Aspergillus from data 
assembled in Pontecorvo's (1958) book, somewhat revised. 
Here we see that T4 has about 100 to 200 genes, which is a 
reasonable value. About 80 have so far been identified 
(Sober, 1968). When compared with the number of nucleo- 
tide pairs in the molecule, one calculates about 1000 nucleo- 
tide pairs per gene. A gene of this length could specify a 
protein of 330 amino acids, or about 36,000 molecular 
weight. When we come to Drosophila, however, the esti- 

makes structural sense. 
Now, there are many ways to explain away these results. 

The estimation of the number of genes is naive and ignores 
known effects that could make great differences. The in- 
creased DNA per gene could result from the possible poly- 
nemic nature ofDrosophila chromatids or from the presence 
of nonfunctional "spacer DNA" between genes. All this 
may be true, but it is equally true that these facts are in exact 
accord with the idea that the genes in Drosophila (and all 
higher forms) are represented bygenefamilies. 

The Role of Histones The mechanism of genetic recom- 
bination between DNA molecules is just now becoming 
susceptible to mutational and biochemical study in phage. 
Ultimately, the recombination event must involve the an- 
nealing of complementary polynucleotide chains to form a 
duplex DNA molecule. No other known process has the 
specificity equal to the feat of producing recombinant mole- 
cules that (in general) have neither gained nor lost a single 
nucleotide. If this is assumed, the repetitive nature of a series 
of slave genes would provide multiple opportunities for 
crossover events, which would be between identical se- 
quences, yet not homologous from the point of view of the 
whole chromosome. Such aberrant crossovers are depicted 
in Figure 8. This process, if allowed to happen, would lead 
to recombinants of unequal family size. 

A more severe event is shown in Figure 9. Internal re- 
combinations made possible by the repeating sequences 
lead to circular molecules (circles of slaves) and a reduction 
in family size. These events would have disastrous conse- 
quences and must be prevented. I suppose that this role is 
played by histones-the ever-present escort of all eukaryotic 
DNAs. Histones seem to complex with DNA and never 
irreversibly dissociate from it, following the polynucleotide 
chains through many cycles of replication and mitosis (Han- 
cock, 1969). This view, if provisionally accepted, provides 
an explanation for the mysterious, superhelical DNA mole- 

TABLE IV 
DNA Content Per Gene 

Calculated from length of the genetic map, the map length of a gene. and the amount of DNA per haploid nucleus. 
This calculation must be taken in a qualitative sense only. An important issue, namely, high negative interference, 
has been ignored. However, when this is properly taken into consideration (Stahl et al., 1964). one comes to the 
same number of genes per T4 chromosome. 

Calculated 
Total Total No. Total 

Species Map 1 Gene of Genes NTP NTP /Gene 

T4 400 2 4 %  100-200 1.8 X lo6 loo0 
Drosophila 280 0 . 2 4 3 %  1000 2 X 108 200,OOO 
Aspergillrts 660 0.5% 1320 4 X 10' 30,000 



I RECOMBINATION 

RECTIFICATION 

RECOMBINANTS OF UNEQUAL FAMILY S l Z E  

FIGURE 8 Possible unequal crossing over made possible by 
tandem duplications. This kind of crossing over produces 
recombinants of unequal family size. 

I N T E R N A L  RECOMBINATION D E L E T E S  T H E  S L A V E S  

RECOMBINANT OF REDUCED FAM l L Y  S lZE  

FIGURE 9 Internal recombination deletes the slaves. This proc- 
ess, if allowed to proceed, could delete all but a single gene. 

cules of unusually short contour length, discovered by Rad- 
loff, Bauer, and Vinograd (1967) in HeLa cells. They could 
be "circles of slaves" that result from the recombination of 
tandemly-repeated genes that are imperfectly protected by 
histone. 

These suggestions are supported by the known facts in 
E, coli. Here the D N A  is not by histones. Known 
tandem duplications are rare. When they d o  occur, they 
suffer from a high degree of instability. They tend spontane- 
ously to produce mutants that contain only a single copy 
of the gene. Such is the case with su111 genes (suppressors) 
that produce tyrosine tRNAs. In the sulII+ strains, the anti- 

codon of one of two tandemly-located tyrosine tRNA 
genes is altered from GUA to CUA, which presumably 
allows tyrosine to be inserted for the amber codon UAG. 
The important feature of this situation for the present 
argument is: (1) two copies of the tRNA gene reside in 
tandem in the coli chromosome; and (2) in the original 
suIII+ strain, only one of them is altered (C for G) in one 
place (the anticodon). 

The fact that both forms can exist for many generations 
means that rectijication does not take place in E. coli at this 
locus. 

The su111+ strains are unstable and spontaneously revert 



at a high rate to the SUIII- condition, largely because of the 
deletlon of one of the su111 genes, through an internal cross- 
over event that deletes the su111+ anticodon (Russell et al., 
1970). A similar situation exists withE. coli strains capable of 
suppressing missense mutations in the A protein of tryp- 
tophan-synthetase (Hill et al., 1969, 1970; Brody and Yan- 
ofsky, 1963). Again, when one of a series of genes can be 
recognized by the existence of a mutational alteration, a 
high spontaneous reversion frequency is observed. Further 
examples of this can be found in the E. coli strains bearing 
multiplegal genes (Campbell, 1965). 

Thus, in E. coli and phage, in which the chromosome 
(DNA) is not complexed with protective histone, the DNA 
is "freely recombiningw (Thomas, 1966). There is some 
selective pressure (of significant but uncertain magnitude) 
to eliminate repetitive sequences by internal recombination. 
This idea is supported by the general finding that these 
strains are unstable, showing a high reversion rate. I former- 
ly supposed that repetitions were prohibited for this reason 
(Thomas, 1966), but, as seen above, there is good evidence 
that some low level of tandem duplication is tolerated. 
Presumably, the strain balances the disadvantages of in- 
stability against the benefits of gene duplication, and the 
balance point is at one or a small number of duplications in 
bacteria and phage. A similar situation may occur at the 
ribosomal RNA locus; annealing experiments indicate 
several genes for rRNA (yankofsky and Spiegelman, 1962). 
However, 100 or 1000 tandem repeats present a graver in- 
stability problem. Genomes of this type might have been 
impossible, had not histones developed to prevent internal 
recombination. 

The protection of slaves from recombination may ac- 
count for the observation that recombination between gene 
families is only 10 times more frequent than recombination 
within master genes. If both masters and slaves were equally 
sensitive to recombination, intergenic recombination should 
be 100 to 1000 times more frequent than intragenic recom- 
bination. 

Sutnmary In this section, the recombination rate between 
genes and within genes in Drosophila is shown to be in 
accord with The Theory. Chromosomal rearrangements 
are in general nondamaging in eukaryotes, but they are 
generally damaging in phage and E. coli. When the esti- 
mated number of genes is compared with the DNA con- 
tent per genome, eukaryotes display an inordinately high 
amount of DNA per gene, whereas in phage one ar- 
rives at a reasonable value. Finally, a plausible role is sug- 
gested for histones-namely, to prevent recombination 
events among the slaves. Were they not so protected, they 
would suffer deletions by recombination, as is seen to be 
the case in prokaryotes. All these features of eukaryotes can 
be explained in terms of The Theory of the Master Gene. 
unfortunately, none of these arguments is a strong reason 

for accepting The Theory, because each is weakened by 
counter arguments that I have largely ignored. 

The chromomeric organization ofchromosomes 

CHROMOMERES AND MENDELIAN GENES Perhaps the 
most salient feature of the morphology of chromosomes is 
that they appear to be linear arrays of chromomeres. As the 
name implies, these are densely staining bodies, as seen in 
the light microscope. As mentioned above, the lampbrush 
chromosomes are organized into chromomeres. Belling 
(1931) observed a total of about 2500 pairs of chromomeres 
in the meiotic chromosomes of Lilium. He considered the 
chromomere as the structure in which individual genes were 
housed. The dipteran salivary chromosome is the classic 
exaggerated example of the chromomeric architecture of 
chromosomes (Figure 10). There can now be little doubt 
that these structures consist of 4000 to 8000 chromatids 
(DNA molecules) arranged in a parallel package, with all 
genetic regions in register. (This extreme example of poly- 
teny is found in Chironornus and Rh~nchosciara; in ~roso~~hila  
there are probably 512 to 1024 chromatids per chro- 
mosome.) The banded pattern is thought to result from the 
fusion of the chromomeres of the individual chromatids. 
Bridges (1938) counted 1024 bands in the x chromosome 
from the salivary gland of D. melanosaster. Contemporary 
thinking held that each band represented a gene. Thus the x 
chromosome had about 1024 or more genes. There is now 
evidence that this may be a maximum estimation of the 
number of Mendelian genes, rather than a minimum 
(Beermann, 1967). Notice that this estimate of the number 
of genes agrees with the estimates based on uniform recom- 
bination (Table IV) and the other early estimates of gene 
number (Muller, 1929). An excellent account of this is to be 
found in Demerec's last article (1967). It is strange, indeed, 
as pointed out by Beermann (1967), that the chromomeric 
pattern of chromosomes has been ignored in speculations 
about their architecture. 

The identification of chromomeres with Mendelian genes 
becomes more convincing in view of the fact that mutants 
can be correlated with the deletion of single chromomeres. 
Labeling with 2H-thymidine followed by autoradiography 
has revealed that the chromomeres themselves are units of 
replication (Plaut, 1969). Those chromomeres that contain 
more DNA seem to require a longer time to label, which 
suggests a limited number of growing points per chromo- 
mere. Finally, a study of the puffed regions shows that the 
chromomere seems to function in an all-or-nothing man- 
ner. Thus, as units of structure, mutation, replication, and 
expression, the identification of chromomeres with Mende- 
lian genes would appear to be complete (Beermann, 1967). 

So what's the problem? The chromomere contains too 
much DNA to be consistent with the 1000 nucleotide pairs 



FIGURE 10 A comparison of the DNA contents in homolo- 
gous bands of Chironornus thr~mmi thummi and C .  thrlrnmi 
piger. (Courtesy of H.-G. Keyl.) 

required to specify an "average" protein. Rudkin (1961) 
estimated that there are 45,000 nucleotide pairs per chro- 
matid in the smallest bands to 450,000 in the larger ones. 
This would correspond to 45 to 450 structural genes. From 
the presumed rate of movement of the giant-loop axis of 
chromosome XI1 in T. cristatus, Gall and Callan (1962) esti- 
mated that this chromomere contains a millimeter of DNA 
or more. This would correspond to 3000 genes; the number 
may be two or three times larger. The conclusion is clear: 
the observable chromomeres contain enough DNA to 
make hundreds and thousands of genes from the point of 
view of the molecular geneticist, yet they contain only one 
gene from the point of view of the Mendelian geneticist. 

The resolution of this dilemma is easy in terms of The 
Theory. The chromomeres containgene-fatnilies, each com- 
posed of hundreds or thousands of slaves. This resolution 
makes structural sense, as well. The tandemly-repeating 
sequences seen in Figure 1 would be expected to interact 
with the same kinds of histones to form a chromatin of 
regular repeating structure. Regular polymeric structures 
form helixes according to the general rules that govern the 
generation of such secondary structures as the a-helix, or 
double helix. Thus, chromomeres could be thought to be 
the natural structural consequence of a linear array of re- 
peating units. Whether the unorganized interchromomeric 
regions represent "spacers" between gene families is not 



known. It is significant that the interchromomeric space is 
rather uniform--0.1 to 0.2 p (see Beermann, 1967). 

MUTATIONAL ALTERATIONS IN FAMILY SIZE Before 
leaving the subject of polytene chromosomes, I must 
mention the work ofH. G. Keyl (1965a, 1965b). Ch'  ironotnus 
thumrni thutnmi and Chirononius thumtni piger are so closely 
related that most of the bands in the salivary chromosomes 
can be correlated with one another. This identification is 
facilitated by the somatically paired salivary chromosomes 
in the F1 hybrids. 

Most homologous bands have the same DNA content, as 
measured by microspectrophotometry of Feulgen-stained 
preparations, but in 30 pairs of homologous bands there are 
striking differences. The C .  thutnmi thurnmi bands sometimes 
contain 2, 4, 8, or 16 times more DNA than their homol- 
ogous C. thutntni piger bands. An example can be seen 
in Figure 10. Sometimes there is a variability within the 
"pure" C .  thurntni thutnmi population, in which certain 
homologous bands differ by 1 :2 or 1 :4. It appears that some 
relatively frequent event results in the doubling and re- 
doubling of the DNA content of bands, yet no multiple 
other than 2N is seen. Keyl interpreted this as the result of 
an error in replication-rejection of unequal recombination 
on the gounds that such a mechanism would lead to tripli- 
cations or other nondoubling values. The results, however, 
are precisely what is expected from a recombination event 
if the chromomere contains a family of slave genes that form 
a single replicon (Figure 11). This model requires that the 
ends of the replicon be near each other, and that these most 
recently replicated ends be not yet fully protected from re- 
combination by histone. As seen in Figure 11D, a single, 
nonreciprocal, recombination event leads to the (near) 
doubling of the family size. Notice that a nonreciprocal re- 
combination of the opposite type leads to the deletion of all 
but a single gene (Figure 11E). Deletion of bands is, of 
course, a frequently recorded event-one that has played an 
important role in the correlation of the genetic map with 
the banded pattern of the salivary chromosome (see Swan- 
son, 1957). 

As can be seen in Figure 1 IE, nonreciprocal crossing over 
at the extremities of a gene family can either lead to a 
doubling of the family size, or to the deletion of all but one 
family member. Figure 11F-H shows how a crossover in- 
volving the alternate sister strands can account for the pro- 
duction of circular DNA molecules that contain almost a 
full gene family. Such a mechanism could account for the 
production of multiple copies of the nucleolar DNA, which 
is seen to be in the form of circular necklaces in Triturus 
oocytes ( ~ i l l e r ,  1966). The amplification of special regions 
of the chromosome is seen in the "micronucleoli" of Hybo- 
sciara ( ~ a  Cunha et al., 1969). Thus, the chromomere 

doubling observed by Keyl, chromomere deletion, and the 
production of free circular DNA from certain regions of 
the chromosome may be alternative manifestations of a 
common mechanism-recombination between the terminal 
genes in a family. 

There is another kind of increase in the DNA content of 
certain bands. Occasionally this is seen at the refusion point 
of certain inversions (see Keyl, 1965a). This observation is 
also in accord with The Theory. Consider that an aberrant 
breakage and rejoining event takes place between two dif- 
ferent gene families. There is no assurance that this event 
will occur at a specific place, so subsequent rectification will 
lead to substantially increased or decreased family size, 
depending on the point of rejoining (see Figure 8). This 
process would not destroy any gene family that still re- 
tained its master. Thus, this interpretation is in accord with 
the finding mentioned above, that many (or most) chro- 
mosomal rearrangements are not damaging to genes 
situated near the refusion point. 

The amozrnt ofnuclear DNA, evokrtion, and 
morphological complexity 

According to current understanding, DNA is the sole carrier 
of hereditary information from one generation to the next. 
This being so, it would seem likely that there should be 
some simple relation between DNA content and informa- 
tion content. Although it is quite possible to measure the 
amount of DNA in cells, there is no known method of 
measuring the hereditary "information" in a biological 
object. As an only recourse, one turns to phylogenetic 
position or some qualitative feeling of "complexity." For 
example, the neural nets in a man are more complex than 
those in a fly and therefore must require more genetic in- 
formation to specify them. 

In Figure 12, the haploid DNA contents for a number of 
species are plotted against complexity (as I judge this 
mysterious quality). I suppose there would be no doubt that 
sponges are more complex than E. coli, that Arbacia and 
Drosopkila are more complex than sponges. By the same 
token, a man is more complex than the lungfish. But birds 
and trigger fish are not obviously more complex than man! 
Nonetheless, Figure 12 is plotted this way. Even so, it makes 
no sense; it is a joke. 

Such evidence has caused some persons to propose a non- 
genetic role for DNA. I3 an attempt to determine with 
what feature of the cell DNA was correlated, an interesting 
and obvious finding was made: DNA content is generally 
correlated with cell size and weight (for a recent contribu- 
tion to this idea, which dates back to the last century, see 
Holm-Hansen, 1969), meaning that the amount of DNA is 
proportional to the amount of RNA and protein it specifies. 



This finding does not support the notion that DNA is play- 
ing a nongenetic role: just the contrary. 

Returning to DNA content and phylogeny, one can see 
certain trends if one stays within a single genus. Fishes 
provide at1 excellent example. There are more than 20,000 
species of fish and room for more work; however, Hine- 
gardner (1968) has reported assays performed on 200 species 
of teleost fish. DNA contents range from 4.4 to 0.3 pi- 
cograms (pg) per IC. Trusting that the lungfish has retained 
the DNA content (50 pg/lC) of its primitive ancestor, we 
can see that the DNA content of fish spans a 100-fold range. 
Hinegardner pointed out that the more ornamented and 
"specialized" the species is, the lower its DNA content. The 
same point, made by Mirsky and Ris (1951), is that advanced 
snakes contain less DNA per 1C than do more primitive 
snakes. On a larger scale, it is generally thought that reptiles 
have evolved from amphibians and birds from reptiles, yet 
as we pass from "primitive" amphibians to reptiles and then 
to birds, the DNA contents decrease by more than 60 times. 

Barring the not unthinkable possibility that the present 
representatives do not resemble their archetypical forms in 
DNA content, we are led to the following generalization: 
as evolution proceeds and the forms become more special- 
ircJ, DNA is discarded. 

FIGURE 11 An interpretation of Keyl's results by recom- 
bination. A. A chromomere is shown schematically as a gene 
family, looped so that the termini are in apposition. B. 
Replication commences. C. Replication reaches the termini 
that are not yet fully protected by nucleoproteins. D. Re- 
combination takes place, producing a doubling in gene- 

DNA is discarded, but is information discarded as well? 
The loss of DNA could be attributed solely to a reduction in 
gene-family size, which would not lower the information 
content of the cell. Possibly, the amount of information 
could increase even with a decreasing DNA content. 
Finally, with our present level of understanding, there is no 
reason to deny the notion that, as specialization proceeds, 
genetic information is lost. Because of this latter possibility, 
it is not possible to build a strong case that the observed loss 
of DNA during evolution of species is due solely to discard- 
ing slaves. 

On  the other hand, some species, virtually identical in 
appearance and function, differ sharply in DNA content. 
For example, it is said that the spermatids of the amphipod 
crustacean Garnr~larus ylrlex contain three times as much 
DNA as those of Ga~rrrrrarus chevrruxi. Thc rhabdocoele 



DOUBLED D E L E T E D  
FAM l L Y  FAMILY 

family size. E. A nonreciprocal recombination of opposite 
type deletes all but a single gene in the family. F. A re- 
combination involving the alternate pair of sister-strands; 
compare with 11C. G. Produces a circular molecule con- 
taining nearly a full gene family. H. Products of such a 
crossover. 

planarian Mesostoma ehrenbergi contains about 11 times as 
much DNA as does M. lingua, yet both species of planarian 
have the same number of chromosomes (Keyl, cited in Cal- 
lan, 1967). The same kind of variation is observed among 
subspecies of Allium (Jones and Rees, 1968). In these cases, 
it seems very unlikely that the amount of genetic informa- 
tion varies substantially between the subspecies. This, again, 
is in accord with the idea that genes exist as gene families. 
The difference in DNA content can be attributed to a dif- 
ference in the number of slaves per family, a proposal that is 
open to test. 

A striking example that the differences in nuclear DNA 
content are due to differences in all the chromosomes is 
afforded by the work of Rees and Jones (1967). Allium cepa 
has 27 per cent more DNA per nucleus than does Allium 
jstulosum, yet they are so closely related that it is easy to 

FIGURE 12 Haploid DNA contents per cell. 

T R I G G E R  FISH + 
SPONGE 7 

COMPLEXITY ( ? )  + 



form fertile F1 hybrids. In these hybrids, the meiotic chro- 
mosomes show aberrations in pairing at pachytene. Large, 
unpaired loops and overlaps are seen. At the first metaphase, 
all bivalents are asymmetrical, indicating that the chromo- 
somes from one parent contain more DNA than those from 
the other parent (Figure 13), suggesting that rather insignifi- 
cant mutational events can be responsible for large changes 
in DNA content. This observation resembles those of Key1 
on polytene chromosomes (see above), and is susceptible to 
the same kind of interpretation. 

Sutnmary Variations in DNA content per nucleus appear 
to be unrelated to morphological or developmental com- 
plexity, possibly for three reasons: (1) it is not possible to 
relate the "complexity" of a biological object with genetic 
information; (2) specialization can be accompanied by a 
reduction in the number of different gene families; and (3) 
significant alterations in family size can occur without 
change in the number of families. 

The evidencejom annealing ofpolynucleotide chains 

As is generally known, polynucleotide chains that are 
"complementary" in sequence will rejoin and reform a 
duplex molecule. Under favorable conditions, this process is 
extremely rapid (Studier, 1969a, 1969b), which is to be 
expected if "nucleation," the formation of the first few 
complementary base pairs, is the rate-limiting step (Thomas, 
1966; Wetmur and Davidson, 1968). The "stability" of the 
reformed duplex depends on the length of the duplex, the 
type of base pairs, and the number and location of non- 
complementary base pairs. There are only two ways known 
of testing the stability of a reformed duplex: (1) by measur- 
ing its thermal stability and (2) by testing its sensitivity to 
ribonuclease. The latter is useful only for DNA-RNA hy- 
brid duplexes, and its specificity in this situation is not un- 
derstood. 

Even if the mechanism of the reaction is not understood, 

FIGURE 13 Asymmetric meiotic bivalents of Alliurn cepa that each is asymmetrical. B. An isolated pair of chrorno- 
and A. $~tulosurn. Cepa has 27 per cent more DNA than somes. Note the loop (L) and the terminal overlap (0). 

fistulosum. A. Meiotic bivalents at first metaphase. Note (Courtesy ofH. Rees; see Rees andJones, 1967.) 



annealing experiments have been used widely for a variety 
of purposes, because there can be no doubt that the reaction 
depends primarily on complementary nucleotide sequences. 
Generally speaking, two different experimental situations 
have proved useful: (1) denatured DNA of high molecular 
weight is immobilized on nitrocellulose filters and labeled 
RNA or short, single-chain segments of DNA are annealed 
to the immobilized DNA; and (2) annealing of sheared, 
denatured DNA in bulk solution. The first type of experi- 
ment is generally concerned with the maximum amount of 
RNA that can be complexed with the fixed DNA in a state 
that survives ribonuclease treatment (Gillespie and Spiegel- 
man, 1965). Presuming that the complexed RNA is united 
with the DNA chain to form a duplex hybrid, one calculates 
the &action of the DNA that is complexed with RNA. 
Remembering the factor of two that enters because the 
known RNA species are complementary to only one of the 
two complementary DNA chains, the molecular weight of 
the RNA chains, and the molecular weight of the genome, 
one may calculate the maximum number of RNA mole- 
cules that can complex per genome. This is sometimes 
called "titrating the number of genes," which is permissible 
with a smile. Table V includes some representative findings 

doses of the N O  region contain proportional increases in 
the observed number of RNA genes. In the case of Xenopus, 
the normal animal has 450 rRNA genes per 1C, but the 
anucleolar mutant has none. 

Table V is in accord with The Theory. It predicts that, 
when purified messenger RNA molecules (such as those for 
hemoglobin or even synthetic RNAs) become available, 
they will complex with hundreds of genes per genome, just 
as is true for the other RNA species in Table V. 

Visualizing Transcription The DNA-RNA hybridization 
experiments do not reveal the location or distribution of 
the genes in question. Nor do these experiments say any- 
thing about the arrangement of genes along the chro- 
mosome, although other lines of evidence indicate that they 
are arranged in tandem. The most unusual and compelling 
evidence is supplied by the recent electron micrographs of 
0. L. Miller, Jr., which show ribosomal precursor RNA in 
the act of being transcribed from nucleolar DNA (Figure 
14). Here we see regular "plumes" of RNA, each pointing 
in the same direction and, with certain reservations, spaced 
at regular intervals along the DNA strand. Thus, it seems 
pretty clear that the rRNA genes are clustered and arranged 
in tandem. The current debate centers on the amount and 

TABLE V 
Number $Genes Per Genome for Known R N A  Species As Measured 

By Saturation-Hybridization Studies 

E. coli Yeast Drosophila Xenoprrs HeLa Chicken 

rRNA 4-5 140 

5s RNA 2 
(B. subtilis) 

Yankofsky and Schweizer et al. 
Spiegelman (1962, (1969) 
1963) 
Goodman and Rich 
(1962) 
Morel1 et al. (1967) 
Brownlee et al. (1968) 

15 X 60 15 X 60 

(27,000) 
est. 

Ritossa et al. (1966) Birnsteil et al. Attardi et al. (l965a. Ritossa et al. 
(1968) 1965b) (1 966) 

Brown and 
Dawid (1968) 

Brown and Weber 
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on ribosomal RNA, transfer RNAs, and the 5s  RNA. As 
can be seen, in each case tested, there appear to be hundreds 
of genes for these RNA molecules in the higher organisms 
examined, yet only a few in E. coli. It might be thought that 
the large amount of rRNA that is complexed results from 
fortuitous complementary sequences at many places in the 
genome. Such is not the case, because mutants with specific 
deletions of the nucleolar organizer (NO) region have lost 
the ability to complex rRNA. Strains containing multiple 

function of the DNA intervening between the rRNA genes. 
What can be said about the rest of the eukaryotic 

genome? Does it consist of repeated segments as well? 
When DNA from eukaryotes is highly fragmented, dena- 
tured, and annealed, it is now fairly clear that some kind of 
secondary structure is reformed. That structure has a lower 
absorbance at 260 mp, and a thermal stability that is nearly 
(but not quite) as high as the undenatured DNA. This renat- 
ured material fractionates in a manner similar to that of 





duplex DNA on hydroxyapatite, and a portion of it is 
resistant to nucleases that are specific for single chains. 

~nnealing experiments conducted in bulk solution are 
usually performed as follows: (1) the duplex DNA is 
sheared into segments containing several hundreds of nu- 
cleotlde pairs (a rather substantial heterogeneity of size can 
be expected); (2) the segments are denatured by heat or 
alkali; (3) the solution is incubated at relatively high salt 
concentrations at a temperature 20" to 25" C below the 
melting temperature; and (4) the fraction of the DNA 
"renatured" is estimated by the absorbance (260 mp) de- 
crease or by altered chromatographic properties on hydroxy- 
apatite. The fraction of material remaining in the dena- 
tured form (F) decreases as the incubation proceeds. 

To  interpret the rate of annealing, it is necessary to assume 
the following: (1) that the shear breakages occur at precisely 
identical points in all molecules, so that there are no single- 
chain overlaps on the reformed duplexes; and (2) that the 
length (L) of the single-chain segments is small in com- 
parison with the length of the nonrepeating nucleotide se- 
quence from which they are broken. With these assump- 
tions, Wetmur and Davidson (1968) made the following 
formulation: 

in which Po is the initial concentration of nucleotide; k2 
the second order rate constant for the reaction, and t the 
time. A plot of I / F  against time generally gives a straight 
line for E. coli and phage DNAs, which are thought to be 
mostly nonrepeating. Assuming that each pair could be a 
potential nucleation point, they calculated 

in which kN is the average rate constant for nucleation at 
each nucleation point. This equation means that the ob- 
served rate of annealing of chains of identical length cut 
&om nonrepeating genomes should be inversely propor- 
tional to the number of nucleotide pairs in their genome. 
This expectation is generally confirmed with T7, T4, and 
E. coli DNA. With eukaryotic DNAs, the plots of 1/F 
against time are curved, indicating a heterogeneity in 
annealing rates. Part of the DNA appears to anneal very 
rapidly, another part more slowly, another part even more 
slowly. Components and rates must be estimated. In spite 
of the conceptual and experimental d6culties, certain 
qualitative conclusions emerge: a fraction of the single- 

FIGURE 14 Electron micrograph of ribosomal precursor 
RNA being transcribed from nucleolar DNA found in 
oocytes of Triturus. (Courtesy of 0. L. Miller, Jr.) 

chained fragments from many eukaryotic sources anneals at 
a rate that indicates a high and variable degree of repetition, 
unlike the nonrepetitive DNAs just mentioned (Britten and 
Kohne, 1968). In the case of mouse and hamster satellite 
DNA, the rate of annealing is very rapid indeed (Flamm et 
al., 1969a, 1969b). 

A number of problems are presented in annealing-rate 
experiments. There are defects in the theory by which these 
experiments are interpreted. These come from the assump- 
tion that the re-formed duplex segments have no single- 
chain termini that can react further, whereas, in fact, re- 
annealing short segments can produce structures of very 
high molecular weight. The experimental means of assessing 
the extent of renaturation are wanting: a lowered absorb- 
ance, or retention by hydroxyapatite, is not a faithhl mea- 
sure of the fraction of the nucleotides in duplex structure. 

Finally, a conceptual problem, which applies equally to 
DNA-DNA and DNA-RNA annealing experiments, needs 
attention. It has been shown that ribonucleotide oligomers 
that are 12 or more units long will form a ribonuclease- 
resistant complex with homologous single-chained DNA 
(Niyogi and Thomas, 1967; Niyogi, 1969). It is likely that 
the same number applies for de~x~oligomers. There are 
only 8,388,608 different noncomplementary oligomers 12 
units long. Yet mammals have at least 3,000,000,000 such 
oligomers (on one chain) per haploid nucleus, and amphibi- 
ans have as many as 10 times more than do mammalian 
DNAs. Thus, each 12-unit oligomer must, on the average, 
be repeated 360 times. Will the presence of such oligomers, 
which are capable of forming stable duplexes, increase or 
decrease the rate of reformation of duplex segments? How 
do they affect the saturation levels in RNA-DNA annealing 
experiments? I don't think the answers are known. 

A testfor serial repetition ojnucleotide sequences in 
duplex DNA 

The experiments described above tell nothing about the 
arrangements of repeating sequences, because the fragments 
are smaller than the nonrepeating segment (L << N). In order 
to test the idea that sequences are tandemly-repetitious in 
eukaryotic DNAs, the length of the DNA fragments under 
study must be longer than the length of the repetitious unit 
(L >> N). This scheme is depicted in Figure 15. When seg- 
ments of this type are denatured and annealed, circular 
DNA duplexes would be expected. Experiments of this 
kind have been performed to check this expectation (Thom- 
as et al., 1970). Salmon and trout sperm DNA were sheared 
by being passed through a fine needle. Electron microscopy 
of the resulting preparation reveals linear molecules, 2 to 
5~ long. Only rarely were circular structures seen with con- 
tour lengths in the 5-P range. When this preparation is 
denatured, by either heat or alkali, and annealed, and then 



1 DENATURE 

FIGURE 15 Denaturation and annealing of tandemly-repeating 
DNA. 

is examined by electron microscopy, many circular mole- 
cules are seen. Those from trout and salmon sperm DNA 
are shown in Figures 16 and 17. Their contour lengths 
ranged from 0.2 to 2 p. T o  date we have photographed and 

measured about 200. If this experiment is repeated with 
prokaryotic DNAs, such as E. coli DNA or T7 DNA, es- 
sentially no circles are found. The few examples found have 
relatively long contour lengths (more than 2 p) and are 
probably accidental arrangements. 

W e  have attempted to measure the frequency and con- 
tour length of circles as a function of annealing time. 
Sheared trout sperm DNA was denatured and annealed for 
various periods of time, then passed through hydroxyapa- 
tite, and the second peak (containing partly-duplex DNA) 
was examined by electron microscopy. Circular molecules 
could be found after as little as 15 minutes of annealing. 
While the abundance of circular molecules increased with 
longer annealing, the distribution of contour lengths re- 
mained the same. 

Some preliminary experiments indicate that segments of 
DNA of differing G+C composition will produce circles 
upon annealing. For this purpose, salmon sperm DNA was 
fractionated with respect to its melting temperature by 
"thermal chromatography" on hydroxyapatite (Miyazawa 
and Thomas, 1965). Each thermal fraction generated circu- 
lar molecules, indicating that circle formation is a gcneral 
property of all the chromosomal DNA, not just a certain 
compositional class of segments. 

Special figures, more elaborate than circles, may be 
formed. What appears to be the next most complex struc- 
ture is shown in Figure 18. Some of these, and their de- 
graded derivatives, can be seen in Figures 16 and 17. These 
are the "mops" and tangled structures in annealed prcpara- 
tions of sperm DNA that are so hard to decipher.   he pro- 
karyotic DNA seems to produce cleaner linear structures. 

FIGURE 16 Circular structures produced by denaturing and annealing trout sperm DNA. 
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FIGURE 17 Circular structures produced by denaturing and annealing salmon sperm DNA. 
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FIGURE 18 More elaborate structures expected when tandemly- 
repeating DNA is denatured and annealed. 

T h e  Analogy with Phage D N A s  A phage DNA molecule 
is one that is cut to a length slightly longer than the non- 
repeated segment. This is generally seen from the opposite 
point of view-that phage DNA molecules are terminally 
repetitious (see Thomas et al., 1968). When a nonpermuted 
collection of DNA molecules possessing a very long termi- 
nal repetition is denatured and annealed, many circles are 
found. An example of such a situation is afforded by phage 
TI DNA (MacHattie et al., 1969). Indeed, phage DNA 
molecules that are permuted and repetitious provide a frag- 
mentary analogy of the tandemly-repeating slave genes to 
be found in each gene family. 

Sutnmary In this section, some preliminary evidence is 
described that supports the notion that tandemly-repeating 
nucleotide sequences are a frequent occurrence in sperm 
DNA. 

Unless we can find some other logical alternative, the 
presence of tandemly-repeating genes means that some way 
must be found to account for the fact that recessive point 
mutants can be found in eukaryotes, and that alleles are 
inherited in an all-or-nothing manner as discrete Mendelian 
genes. T o  accomplish this, we hypothesize the existence of 
a master gene that itnpresses its nucleotide sequence on every 
slave in the family, about once every cell division. This 

process is called rectijcation in this paper. Rectification must 
take place in the germ line to account for Mendelian genet- 
ics. In view of the fact that crossing over can occur in 
somatic cells, and that the genes seem to be segregated as 
discrete units in this situation, as well (Stern, 1936, 1968; 
Pontecorvo, 1958), it is likely that rectification also must 
occur in somatic cells. 

Such a concept is not pleasant-a master gene rectifying 
slaves. Some critics have suggested to me that there is no 
need for a master gene: it could all be done by democratic 
consensus! If so, it would be difficult to explain the ap- 
pearance of recessive point mutants. For similar reasons, the 
idea of rectification seems to collide with preconceptions 
that are not completely scientific. Therefore, I wish to 
present a few possible models for this yet-to-be discovered 
process, and show that they are not at all unthinkable. 

As a starting point, let us consider the "rolling circle" 
model for DNA replication that seems to account for some 
features of the replication of +x DNA (Gilbert and Dressler, 
1968) (Figure 19A). It has been shown that one intermediate 
in the replication of mature T7 DNA molecules is a long, 
linear duplex up to four or more genomes in length. These 
molecules are almost surely concatenated genomes of T7 
(Kelly and Thomas, 1969). One likely possibility is that they 
are produced by a "rolling circle" mechanism (Figure 19B). 
As can be seen from these diagrams, the nucleotide sequence 
in the tandemly-connected genomes is completely deter- 
mined by the sequence in the closed "rolling circle." This 
closed polynucleotide loop is therefore the master gene that 
determines the sequence of the slave series. In the examples 
just given, the rolling circle contains an entire genome, but 
there is no mechanical reason why it could not contain only 

A ----- ---------+------ ----- - 4--------- 

CONCATENATED SINGLE CHAIN 

CONCATENATED DUPLEX 

FIGURE 19 Rolling circle models of DNA replication. A. To 
produce a repeating single chain as has been suggested for +x 
(Gilbert and Dressler, 1968). B. To produce a repeating duplex as 
has been suggested for T7 (Kelly and Thomas, 1969). 
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FIGURE 20 Models for rectification. A. Rectification by tured as a closed polynucleotide loop that rolls down the 
replication. B. Rectification by replacement and repair. slave series, affecting replication or strand-selective repair. 
C. Rectification by repair alone. The master gene is pic- 

a thousand or so nucleotides. This gives rise to the first 
model for Rectification by Replication ( ~ i ~ u r e  20A). 

Rectification by Replication presents some dficulties, 
one of which is that there is no convenient way to tell it to 
stop! The gene family would be of uncertain size, and we 
know that total DNA contents (and the DNA content in 
the bands of the polytene chromosomes) is precisely 
specified. This scheme in unmodified form is a conservative 
mode of replication and does not fit with density-label shift 
experiments (Taylor, 1969). 

To avoid these objections, we might suppose that Recti- 
fication by Replacement could take place (Figure 20B). In 
this model, a rolling circle (a master gene) rolls down a 
series of slaves, templating new DNA as it goes, and hydro- 
lyzing nucleotides from the 5' end of the existing chain. In 
this model, one chain is specified by the master gene; the 
other is pre-existent. At this point, we must picture strand- 
selective repairing to remove any existing nucleotide mis- 
matches. This model would call for large amounts of DNA 
turnover, which does not appear to happen in somatic cells 
(Siminovitch and Graham, 1956; Healy et al., 1956) or 
during spermatogenesis (Lam et al., 1969). 

To avoid this difficulty, we might suppose that Rectifica- 
tion by Repair occurred, which calls for a circular master 
chain to be looped into one of the two chains of the DNA 
duplex (Figure 20C). The circular master chain is pictured to 
roll down the slave family. When a base pair mismatch oc- 
curs, a strand-selective repairing system brings the sequence 
of the long chain into complementarity with the master 
chain. After the circular master chain is passed, a second 
step of strand-selective repair eliminates any mismatches 
with the first. Although strand-selective repair is not known 
at present, other strand-selective processes have been dem- 
onstrated, e.g., RNA transcription. Therefore, strand-selec- 

tive repair is not outside the bounds of reasonable con- 
jecture. 

The purpose of these models is to show that it is possible 
to think of rectification in physical terms that are not un- 
reasonable. I think that it will be possible to test some of 
these proposals. The most interesting prediction is that it 
should be possible to visualize the rectification apparatus 
in the electron microscope. 

Evideilce At present, there is no firm evidence for the 
existence of rectification. It is a logical requirement if we 
suppose that genes exist in multiple and functional form. 
There is, however, an observation made by Forget and 
Weissman (1969) who have sequenced the 5S RNA from a 
human epidermoid tumor, which would be expected to 
have multiple copies of the 5S RNA gene. They find no 
evidence for any heterogeneity in sequence; all the mole- 
cules appear to be identical. In sharp contrast, Brownlee et 
al. (1968) found that E. coli contains two forms of 5S RNA, 
and even further heterogeneity in sequence can be detected, 
as would be expected, if rectification were occurring in the 
human cells but not in E. cofi. 

Some implications ofthe theory 

The implications of this theory are profound and touch 
almost every area of biology. The notion that there are 
about the same number of different genes in a fruit fly as 
there are in E. coli will not quickly be embraced by all 
biologists. The idea that a man has only about 10 times as 
many different genes as E. coli will receive an even less 
enthusiastic welcome. There are many reasons to be skepti- 
cal, because not a single argument that I have brought to 
support The Theory is completely convincing. 

Iininuizoglobulins Clearly, The Theory impinges on our 
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current understanding of the specification of immuno- 
globulin sequences. In a sense, it inverts the question from 
What renders the variable portions of the light and heavy 
chains variable? to What causes the constant portions to 
remain constant? The Theory supplies the answer to the 
last question: rectification renders all genes in a family 
identical to the master gene. The origin of the variable 
gene, or genes, must result from a suspension aberration of 
the rectification process. In this way, mutational alterations 
could accumulate in this gene. Indeed, as was suggested to 
me by Edelman (see Edelman, this volume), if the rectifica- 
tion process could be held in abeyance for certain periods 
for special gene families, new opportunities for experi- 
mentation and subsequent selection would be made avail- 
able at the subcellular level. Whether all this has anything 
to do with the specification of immunoglobulins is not clear. 
If anything, The Theory will supply new fuel for the model 
builders who are attempting to account for antibody 
specificity. 

The Spec$city of Self-assetnblit~~ Neural Nets Those per- 
sons working on the organization of the nervous system are 
finding increasing evidence for the precise specification of 
very elaborate patterns of connectivity (Sperry and Hibbard, 
1968; Jacobson, 1969, and this volume). If all these cellular 
connections were specified by different single genes, the 
number of genes required would be at least equal to the 
number of neurons (some 1011 to 101%n man). On the basis 
of the DNA content of 3 X lo9 nucleotide pairs, it might be 
imagined that there are 3 X lo6 structural genes. Such a 
number is far too few, if each connection is to require a 
different gene product. According to The Theory, we must 
reduce this to perhaps 30,000 different gene families-or 
fewer! The problem is then rendered even more acute. A 
solution is obvious; nature must employ a code (see 
Griflith, 1967). Only 10 different gene products arranged 
in ordered sets of 12 will produce 1012 unique arrange- 
ments; or, 100 gene products arranged in ordered sets of 
six will give the same number. After all, thousands of 
different proteins are specified by only four nucleotides. 
Therefore, there is no reason to reject the notion that a 
man has only 30,000 different genes simply because his 
neural net is highly specified. 

Prospect If it be presumed that The Theory is generally 
correct, the most significant implication is excitement. If the 
genetic complexity of man is only 10 times greater than 
E. coli, there is a real chance that we shall soon understand 
as much about his biochemistry as we now do ofE. coli. The 
task before us may be 1000 times easier than we feared. 
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87 Structure and Replication of 

Eukaryotic Chromosomes 

J. H E R B E R T  TAYLOR, W I L L I A M  A. M E G O ,  and D O N A L D  P. E V E N S O N  

D m m ~  THE LAST 15 years, enough new information has 
been obtained to allow reasonable predictions concerning 
the organizational and regulatory features of chromosomes. 
Although much of our understanding of the properties of 
DNA and genetic regulation has come about through the 
analyses ofviruses and bacteria, attention in this presentation 
is given to higher cells, i.e., the cells of eukaryotes. The prin- 
cipal evidence is drawn from mammalian cells, with back- 
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ground information from prokaryotes in mind, but seldom 
referred to directly. Perhaps the most important generaliza- 
tion about these two cell types is that prokaryotes, which 
lack true nuclei and are represented by a number of viruses 
and a few bacterial species that have been studied extensive- 
ly, maintain a single copy of most genes; in eukaryotes, 
which have true nuclei, mechanisms have evolved for han- 
dling multiple copies. In addition, eukaryotes possess nu- 
clear membranes, nucleoli, histones associated with their 
DNA, and chromosomes that condense into rod-shaped 
bodies during mitosis. 

Britten and Kohne (1968) have reported that 10 per cent 
or more of the DNA of mammalian cells reanneals after 



shearing and denaturing at a rate which indicates that each 
genome contains about a million copies of very similar se- 
quences. No such repeating sequences are found in viruses, 
bacteria, blue-green algae, or other prokaryotes. However, 
an examination of more than 50 species of eukaryotes dis- 
tributed among many classes of both the plant and animal 
kingdoms revealed fast reannealing fractions of DNA. This 
observation indicates a striking difference between the 
prokaryotes and the eukaryotes. According to these authors, 
most other base sequences in the DNA of eukaryotes are 
represented by no more than 10 copies. Although these data 
give us only an order of magnitude for redundancy in the 
genetic apparatus, they lend a rather convincing argument 
to other circumstantial evidence, cited by Thomas in this 
volume, that higher cells contain numerous copies of each 
genetic locus. The number of copies is assumed to be rela- 
tively small in an organism such as Neurospora, which has 
only 10 times as much DNA per genome as does the pro- 
karyote Escherichia coli. Mammalian cells have nearly 1000 
times the amount of DNA that is in a cell of E. coli, but the 
record is held by the lungfishes and certain amphibians, 
which have 30 to 40 times as much DNA as does the mam- 
malian cell (Taylor, 1969a). 

The problem posed in the maintenance of multiple copies 
has been considered by Thomas. He has elaborated and 
modified the concept of the master gene, a hypothesis orig- 
inally suggested by Callan and Lloyd (1960) and treated in 
detail by Callan in 1967. This proposal is that multiple iden- 
tical copies of genes can exist in spite of independent muta- 
tion, because the master gene periodically corrects to its 
base sequence the whole cluster of genes associated with it. 
This is done by some repair or base substitution process to 
make the slaves (multiple working copies) match the master 

It is still dficult to explain the fast reannealing fraction by 
this concept of multiple copies, for there are too many simi- 
lar or identical copies of one type-about one million per 
genome for the mammalian cell. Some animals have a satel- 
lite band of DNA, i.e., a density species that bands in CsCl 
or other cesium salts at a different position from the main 
band of DNA. A light satellite in the mouse has been studied 
extensively by Flamm et al. (1969). It reanneals more rapidly 
than does the main-band DNA, and may provide a clue to 
the fast reannealing fraction. Maio and Schildkraut (1969) 
have found that the satellite DNA is distributed about 
equally among the various chromosomes of the mouse. 
Flamm et al. (1969) also found that satellite DNA hybrid- 
izes to some extent with main-band DNA. However, one of 
the most revealing features may be their finding that cyto- 
plasmic messenger RNA does not hybridize with the satel- 
lite DNA. In addition, they found some indication that the 
fast reannealing fraction in rodents drifts faster in evolution 
than do the less numerous sites. For example, satellite DNAs 

in mice and guinea pigs hybridize proportionately less well 
than do their main-band DNAs. 

We have examined the subunits of DNA released from 
chromosomes by various treatments and manipulations. 
We believe we have found the basic repeating unit, which is 
about 2 microns long. Circumstantial evidence indicates 
that it contains five segments united by more flexible re- 
gions of the DNA. We propose that the fast reannealing 
fraction of DNA is produced by one of the five segments 
that consists primarily of adenine- and thymine-containing 
nucleotides, which we refer to as the A-T segment. Some 
additional assumptions are necessary to explain the satellite 
DNAs, but we shall come back to this problem after pre- 
senting some new information on the size and characteristics 
of DNA subunits in chromosomes. Because of space limita- 
tion, the material must be presented with a minimum of 
documentation. After presenting the concepts on the orga- 
nization of chromosomes, we shall make some preliminary 
suggestions concerning possible functions of the genetic 
apparatus peculiar to neurons. 

Subunits o fDNAfvom chromosomes 

80s SUBUNITS The chromosomal DNA in Chinese ham- 
ster cells can be dissociated into large subunits, which sedi- 
ment as a single, rather narrow band in a sucrose gadient 
(Figure 1). For example, nearly all the DNA from rapidly 

Distance from Rotor Center 

FIGURE 1 Profile of DNA in an isokinetic sucrose gradient, i.e., 
one designed so that the change in density and viscosity of the 
solution compensates for the increase in centrifugal force along the 
length of the tube. The distance of a sedimenting band from the 
center of rotation is linearly related to the sedimentation coef- 
ficient (S). All subsequent sucrose gradients are of this type. This 
particular gradient shows the sedimentation of dissociated hamster 
DNA (open circles) and a marker, phage T-4 DNA (closed tri- 
angles). The DNA was spun in the Spinco SW 27 rotor at 21,960 
rpm for 10 hours at 20' C in 1 M NaCl buffered at pH 9.5 with 
tris-EDTA and sucrose. 
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growing, log-phase cells or from metaphase chromosomes 
and GI-phase cells can be dissociated into these subunits at 
pH 9.0 to 10.0 in 0.15 M NaCl after deproteinization by ex- 
haustive pronase digestion. The band ofhamster DNA is not 
appreciably wider than that formed by the marker T-4 
DNA used in the gradients when care has been taken to 
avoid mechanical shear in the lysis and subsequent handling. 
These results have been obtained many times after a variety 
of treatments to bring the DNA into solution, including 
lysis at 0° C with sodium dodecyl sarcosinate in viscous su- 
crose solutions. However, lysis at 37' C without sucrose or 
other viscous materials gives similar results, if the DNA is 
handled carefully and pipetted very slowly through a wide- 
mouth pipette. Preparations have also been made by lysing 
the cells in a centrifuge tube and floating the lysate on a su- 
crose solution delivered into the bottom of the tube to 
avoid pipetting the DNA. All methods give similar results, 
except that aggregation of the DNA often leads to the loss 
of much of the material by rapid sedimentation to the bot- 
tom of the tube. The pronase digestion is not necessary to 
obtain dissociation if the pH is raised to between 10 and 
10.5. Without deproteinization, however, the yield of ma- 
terial that remains in the gradient is usually poor. One of the 
most important considerations is the lysis of cells at a dilu- 
tion of not more than about lo6 cells per 10 milliliters, i.e., 
at about 1 microgram of DNA per milliliter. More concen- 
trated lysates can be diluted, but the sedimentation proper- 
ties are often variable. DNA should not be stored in the cold 
in the presence of a detergent that will precipitate, because 
the DNA also comes out of solution. Once out of solution, 
the DNA is very dficult, if not impossible, to dissolve 
without shear and consequent breakage. Entanglement of 
the long strands must be avoided. Even very slow rolling of 
the tube usually leads to entanglement and aggregation. 

These large subunits of DNA sediment with a peak at 
80S, which indicates that they are about 100 to 110 microns 
in length, i.e., nearly twice the length and molecular weight 
of intact molecules of T-4 DNA. Although the exact mo- 
lecular weight and uniformity of these subunits cannot yet 
be proved, we refer to them for convenience as the 80S, or 
110-micron, subunits. The mechanism by which they are 
dissociated cannot be stated with any assurance, but to us it 
appears unlikely that they are linked by protein. Perhaps a 
double-stranded DNA in a region with single-stranded in- 
terruptions on either side melts, or a region that is extremely 
fragile to shear exists at the sites of dissociation. Longer 
pieces of DNA have been indicated by autoradiography 
(Cairns, 1966; Huberman and Riggs, 1968), but the relation 
of these pieces (I to 3 mm long) to the subunits obtained by 
dissociation is not evident. Larger aggregates probably OC- 

cur in our lysates, but no quantitative information can be 
obtained until these dissociate as described. It is possible that 
80s subunits represent structural units of the chromosome, 

for they contain the amount of DNA that might be in a loop 
formed by the nucleoprotein fibrils (230 A in diameter) that 
have been identified in chromosomes and interphase nuclei 
by DuPraw (1968). On the basis of mass per unit length and 
the estimated composition of nucleoprotein in the fibrils, he 
has estimated that the packing ratio is 56:l for DNA. Be- 
cause the nucleoprotein loops are about 2 microns long in 
metaphase chromosomes of mammalian cells, they contain 
perhaps one ofthe 110-micron subunits of DNA. 

We have spent considerable time trying to separate the 
strands of these 80s subunits of double-stranded DNA, but 
the results so far have been confusing. If they are banded in 
an alkaline sucrose gradient (pH 11.6 to 12.0) without diges- 
tion of the lysate with pronase, they have nearly the same 
sedimentation rate as have the native particles (Taylor, 
1969b). Under similar conditions, the chains of the marker 
T-4 DNA will separate and produce a band with a peak at 
about 45s to 46s. We  conclude that strand separation does 
not take place, although the hypochromic shift, which indi- 
cates denaturation, occurs between pH 10.5 and 11.5 in 
these sucrose solutions. When lysates are digested exhaus- 
tively in pronase (1 milligram per milliliter) at 37O C at pH 
9.0 for from six to 12 hours, the strands apparently separate 
and produce a rather wide band, with a peak at about 30s 
(Figure 2). These pieces have an average length of about 20 
to 22 microns, and their lengths indicate that each chain of 
the 80s subunit can be dissociated into five subunits in 
alkaline gradients. However, care must be taken to obtain 
this separation. The pH must be above 11.6, and the best 
results are obtained by raising the pH before layering lysates 
on gradients, preferably by dialysis. Our results also indicate 
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FIGURE 2 Profile of DNA in a sucrose gradient at pH 11.8. The 
hamster DNA (broken line) was from a stationary phase cell 
culture, and the marker (solid line) is DNA from phage T-4. 

1000 R E C O G N I T I O N  A N D  C O N T R O L  A T  T H E  M O L E C U L A R  L E V E L  



that the DNA of higher cells is broken by alkaline solution, 
in contrast to the marker T-4 DNA, which appears stable at 
pH 11.5 to 12.0 for many hours at 10" to 20°C. The hamster 
DNA is broken very slowly at 10°C and rather extensively 
at 37°C. 

Attempts to separate the chains by nonalkaline solutions 
have so far met with only limited success. A gradient of so- 
dium trichloracetate (TCAate) was prepared that was nearly 
isokinetic, 2.1 M to 3.18 M. Cells were lysed in a solution of 
1.5 M TCAate, with EDTA (ethylene-diaminotetracetic 
acid) and SDS (sodium dodecyl sulfate). The DNA was ex- 
posed briefly to 3 M TCAate at 37' C and then centrifuged 
through the gradient at pH 9.5 at 20° C. The sedimentation 
coeficient of the marker T-4 DNA was calculated to be 
43s and that of the hamster DNA to be 57s (Figure 3). 
However, the sedimentation coefficient of the hamster 
DNA is actually 58s to 59s (if one assumes that the T-4 
strands separated and had the expected S value of 45 to 46) ; 
this value of 58 to 59s indicates a particle about one-half of 
the size of the 80s double-stranded unit. Therefore, our 
tentative conclusion is that most strands in the 110-micron 
(80s) subunit are uninterrupted. An attempt to sediment 
DNA from Gl  cells through a DMSO (dimethyl sulfoxide) 
sucrose gradient gave a rather broad distribution, with a 
peak about 62s to 63s. This should be the denaturing sol- 
vent of choice for deciding the question of the size of the 
single-stranded units. The large polymer is difficult, how- 
ever, to keep in solution during transfer to these nonaqueous 
solvents, and more work is necessary to get reliable 
evidence. 

Fract ion number 

FIGURE 3 Profile of DNA in a TCAate gradient at pH 9.5. The 
hamster DNA (closed triangles) was isolated from cells at the GI 
phase, and the marker (open circles) is DNA from phage T-4. 

TWO-MICRON SUBUNITS We have usually used synchro- 
nized cells for our studies so that we could characterize the 
DNA in relation to the stages of the cell cycle. In Chinese 
hamster cells, these stages are as follows: division stages (30 
to 45 minutes), Gl (the gap between division and the begin- 
ning of DNA replication, five to seven hours), S phase (the 
period of DNA replication, six hours), and Gz (the gap be- 
tween the end of DNA replication and the next division 
stages, two to three hours). We noted rather early in our 
studies that DNA in alkaline gradients frequently showed a 
small band of particles with a peak at 10s to 12s (Figure 2). 
These were seen in DNAs from interphase stages and telo- 
phase, but not in DNA from metaphase chromosomes. The 
small segments were also seen in cells synchronized in S 
phase, but the short chains were composed primarily of 
template DNA (labeled the previous cell cycle) rather than 
newly formed strands. Therefore, it was not originally con- 
sidered a functional unit in replication, but was thought to 
be a unit of transcription. Later, one of us (Mego) found 
that the short pieces were much more abundant in static cul- 
tures, i.e., cells inhibited by crowding and perhaps by a de- 
ficiency of essential nutrients. The cells could recover when 
transferred to new medium, and the small pieces would de- 
crease in frequency before the cells entered the S phase. 
Even more revealing was his discovery that double-stranded 
pieces about 2 microns long, sedimenting with a peak at 
15S, could be dissociated from the DNA of these static cells 
by being heated to about 65" C in 0.1 to 0.15 M NaCl and 
cooled before centrifugation through a sucrose gradient 
(Figure 4). In most instances, formaldehyde was added dur- 

Fraction Number 

FIGURE 4 Sedimentation profile of hamster DNA in a gradient at 
pH 9.5. The DNA was isolated from Chinese hamster cells (strain 
B14FAF 28-G3) in a culture that had reached a static condition or 
nearly stationary growth phase because of crowding and partial 
depletion of nutrients in the medium. The DNA was heated to 
65" C with 1 per cent formaldehyde before being cooled for 
centrifugation. 
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ing or after heating to increase the yield. This indicated to 
us that single-stranded nicks occurred at regular intervals ill 
each strand, but alternated in position so that two breaks 
were not opposite each other (Mego and Taylor, 1969). The 
overlap regions melted out at a low temperature, which 
suggested that they contained a high proportion of adenine- 
thymine (A-T) base pairs. The rather uniform size of the 
subunits suggested that these high A-T regions occurred at 
regular intervals along the DNA strands. 

More recent results (see scctio~l on replication below) 
have revealed small amounts o fa  15s to 18s fraction, which 
colltaitls newly replicated DNA after a pulse label of cells 
symhronized in the S phase. This leads to the concept that 
the 2-micro11 subunit is the basic unit in replication. There 
would be about 55 of these units (2 microns in length) per 
large I 10-micron segment of D N A ;  these are probably or- 
ganized into subgroups of 10 to 11 units each, which have a 
tendency to separate under alkaline conditions to give single- 
stranded fragments about 20 to 22 microns long (30s). 
There would be five of these subgroups of 11 per 110- 
micron subunit. As mentioned below, this unit of 11 2- 
micron subunits is thought to be a structural and functional 
grouplng of some significance in regulation of replication, 
but, as stated above, the 2-micron segments are probably the 
basic replicatillg unit. Each is believed to be composed of a 
high A-T region and four other regions about 0.4 rnicron 
long, with a flexible joint between. W e  have seen these 
joints occasio~~ally in our electroll micrographs, and they 
were predicted on the basis of hydrodynamic evidence 
(Gray and Hearst, 1968). If one assumes that the region of 
high A-T content is the same size as the other four units, 
which are assumed to have the four bases in nearly equimo- 
lar ratios, the peculiar base composition of eukaryotic chro- 
mosomal DNA is predicted. One-third of the thymine is in 
the A-T segment, and about one-sixth is i11 each of the other 
four segments. The A-T segment almost certaitlly has a 
small number of G-C base pairs, because a few G-C base 
pairs have been found ever1 in the A-T satellite obtained 
from the crab (Davidson et al., 1965). This distribution of 
segments predicts an average base compositioll of about 40 
per cent G-C, which, with few exceptions, is typical of 
eukaryotes. 

SMALLER SUBUNITS OF REPLICATION When Chinese 
hamster cells are given a two-minute pulse of 3H-thymidine, 
a largc part of the label is incorporated into a fraction that is 
detached from the high molecular weight DNA in lysates. 
The small pieces of DNA call be isolated in sucrose gradi- 
ents of lysates, but a better preparation is obtained by re- 
moving the high molecular weight DNA with hydroxy- 
apatite. One fraction (I) does not attach to the hydroxyapa- 
tite in 0.05 M phosphate huger at pH 7.0 (Figure 5). This 
fraction sediments with a peak near the top of the gradient 

(about 2S), as showll ill Figure 6. Another fraction elutes off 
the h~droxyapatite in phosphate buf i r ,  pH 7.0, at concen- 
trations between 0.10 and 0.16 M (Figure 5). This is the re- 
gion over which single-stranded DNA is eluted. These 
pieces sediment with a peak at about 7s  (Figure 6). The 
small pieces of DNA that are precipitated ill 5 to 10 per cent 
cold trichloracetic acid (TCA) are hcld up in BioGel P-30 
and P-10 when raised to pH 12.0 to denature before being 
filtered through the colun~n. They are excluded from Bio- 
Gel P-2. O n  this basis, a size of about 10 llucleotides in 
length is suggested (Hohn and Schaller, 1967). The 7s ma- 
terial is excluded from BioGel P-60 and appears in the fiac- 
tion cquivale~lt to the void volume of the gel. It is retarded 
by an agarose gel designed to retard globular ~nolecules with 
molecular weights between lo4 and 5 x 10"altons. N o  
conclusions conccrl~ing its maximum size call yet be drawn 
from the gel filtration. From its sedimentation, one can esti- 
mate the length of the 7s  material as equivalellt to a poly- 
nucleotide of 1000 or more nucleotides. 

T o  summarize, then, we think there is a hierarchy of rig- 
nificant subunits. T o  begin with the two smallest, which 
have been detected only duri~lg replication, there is a pre- 
sumptive initiator-primer unit of ~e rhaps  20 to 30 nucleo- 
tides, in addition to the much larger 7 s  unit, which is re- 
leased as a single strand in lysates. Probably the initiators 
consist of at least two partially complementary polynucleo- 
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Conc phosphate ( m o l o r ~ t y )  

FIGURE 5 Elution of pulse-labeled DNA from a hydroxyap;itite 
column. Fraction I did not adhere to the hydroxynpntite in 0.05 M 

phosphate. Fraction I1 is single-stranded DNA, and fraction I l l  is 
double-stranded. (Fro111 Schandl and Taylor, 1969.) 
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FIGURE 6 Sedimentation profiles of fractions I and I1 (similar to 
those shown in Figure 5) run separately in two sucrose gradients, 
pH 11.8. Only fractions from the top of the tube are shown, as 
most of the labeled DNA consisted of these rather small pieces. 
The material that failed to adsorb on hydroxyapatite was rather 
heterogeneous with respect to sedimentation properties, but a 
striking peak produced by small polynucleotides is evident near 
the top of the gadient, fraction I. The single-stranded DNA 
(fraction 11) is more uniform in size (from Schandl and Taylor, 
1970). 

tides, as shown in Figure 7. We  have assumed that a group 
of nonmatching base pairs is maintained to produce the flex- 
ible joints. The mechanism proposed to maintain this irreg- 
ularity is the insertion of a primer-initiator subunit at the 
junctions between each 7s subunit. 

A group of five 7s subunits (9S, if double stranded) is as- 
sumed to make up one Zmicron (15s) subunit (Figure 7). 
An electron micrograph of a Zmicron subunit is shown in 
Figure 7A. Many short segments of DNA were observed in 
a protein film (cytochrome-C spread on a water-air inter- 
face) prepared from a sucrose gradient similar to that shown 
in Figure 4. Other stiff, double-stranded DNA segments 
shorter and longer than this one were observed, but most of 
the particles were 1.6 to 2.4 microns in length. A spacing of 
readily denaturable regions 0.3 to 0.5 micron apart was ob- 
served in the DNA, which was heated to 55' C in 11 per 
cent formaldehyde dissolved in 0.01 M phosphate buffer at 
pH 7.0. The DNA was cooled quickly, spread on a water- 
air interface in a film of cytochrome-C for two minutes, 
picked up on a carbon-coated grid, and stained with uranyl 

acetate. The most frequent center-to-center distance be- 
tween melted regions was about 0.5 micron, but another 
modal frequency occurred at 0.9 to 1.0 micron. However, 
long segments of the DNA failed to open in this fashion. 
Only additional studies can indicate whether the failure was 
the result of fluctuations produced by the manipulations or 
actual variations in structural features. 

In some cases a large denatured segment, 0.3 to 0.5 mi- 
cron, was found adjacent to three or four smaller openings 
(Figure 7B). We have assumed that the structural features 
may have a regularity, and have designated the five seg- 
ments assumed to compose a %micron subunit as 1 ,2,3,4,  
and O (Figure 8). One, 2,3, and 4 are assumed to be coding 
sequences, and the presumed high A-T regulatory subunit 
is designated 0. A cluster of 10 or 11 %micron subunits 
forms a group that can be dissociated and is seen as single 
strands in alkaline gradients (30s). When double-stranded, 
the pieces sediment with a peak at 40s to 41s. The largest 
dissociated subunit is the 80s (110-micron) subunit, which 
consists of about 55 of the Zmicron units in five clusters. 
These 2-micron subunits would be our choice for the re- 
peating unit in the chromosome, but the larger clusters nlay 
have some regulatory features in common, probably in both 
replication and transcription. 

The compact folding of the 2-micron DNA subunits is 
visualized as consisting of a stack of five flat platelets with a 
considerable portion of the protein between them. Each 
platelet is formed from one of the 0.4-micron regions be- 
tween the flexible joints. The DNA is assumed to be folded 
eight or 10 times in each platelet to form nine or 11 parallel 
cylindrical rods, a type of packing indicated for crystals that 
have been prepared from a solution of DNA (Giannoni et 
al., 1969). The high A-T segment forms the first layer, and 
a flexible joint allows transition to the next layer of identical 
size. Five layers finish the nucleoprotein segment, and the 
attachment of a replication guide (probably a nonhistone 
protein) marks the transition to the next 2-micron subunit. 
The platelets formed of the high A-T DNA would alternate 
along the nucleoprotein fibrils so that, in each stack of five, 
the A-T platelet is on the opposite side of the fibril from the 
platelets in its two neighboring 2-micron subunits. Al- 
though one must concede that the picture drawn is a bit 
fanciful and idealized, it fits the available evidence and gives 
us a pleasing model to test. 

Replication ofchromosomal DNA 

Replication takes place over an interval of the cell cycle that 
is remarkably uniform in many kinds of mammalian cells, 
both in vivo and in vitro. The interval is about six hours in 
cell cycles, which may vary from 12 hours to many days. 
Both the S phase and the length of the Gz and mitotic stages 
are rather uniform. The variable stage is the GI phase, i.e., 



FIGWE 7 Top. Electron micrograph of a segment of (1968). Bottom. Electron micrograph of a segment of 
native DNA from the 15s peak of a sucrose gradient DNA which was heated at 55' C in 0.01 M phosphate 
similar to that shown in Figure 4. The DNA was prepared buffer, containing 11 per cent formaldehyde pH 7.0, for 10 
for microscopy by spreading in a film of cytochrome C on minutes, quickly cooled and spread in a film of cytochrome 
0.15 M ammonium acetate by the .method of Kleinschmidt C on 0.15 M ammonium acetate. 

-- FIGURE 8 Diagram of the proposed structural arrangement in the 
Zmicron subunits of DNA. Each subunit is shown to be composed 
of five 7S segments, which are shown in greater detail in the 
second figure. These segments are coupled by the initiator seg- 
ments shown in detail in the lower figure. The squares show the 
position of the hypothetical replication guides, presumably pro- 
tein with a high affinity for the DNA, at the opposite ends of each 

t t 0 segment. 



the interval between the shift from telophase to interphase 
and the beginning of DNA synthesis. Once synthesis is 
initiated, most cells appear to be committed to a programed 
sequence of events that leads to another mitosis, unless 
some unusual intervention takes place. Few, if any, mea- 
surable parameters reveal a sequence of events in the GI 
phase, eien though a number of steps appear to be necessary 
before the cell is committed to a new cycle of division. 
Perhaps the cell remains in an uncommitted stage-which 
Lajtha (1963) would call the Go phase-until a stimulus 
initiates events leading to DNA replication and division. 
As a result of autoradiographic studies of chromosome re- 
production, it became clear a number of a ears ago that not 
all chromosomes or sectors of the same chromosome have 
their DNA replicated over the relatively long time interval 
of six hours (see a review by Taylor, 1969). The long arm 
of the X-chromosome of the Chinese hamster, for example, 
completes replication in the last three hours of the S phase. 
Within this and other chromosomal segments are many 
units that replicate independently, some simultaneously and 
others out of phase. Precise programing of the various units 
may occur during the regular replication cycle, and a few 
sectors have been demonstrated to replicate repeatedly at a 
precise stage related to development in specialized cells. 
Examples are the ribosomal-RNA coding portions of the 
DNA in oocytes and a few regions of salivary-gland chro- 
mosomes of Sciara, Rhynchosciara, and perhaps other dip- 
teran genera. In any case, there is enough information to 
indicate a highly evolved regulatory system for replication 
that is intimately involved in differentiation and various 
functional aspects of transcription. 

Several studies have indicated that, during replication, 
new DNA chains in mammalian cells increase in length at 
the rate of 1 micron to 2 microns per minute. One of the 
most direct methods is the measurement of the increase in 
length of new polynucleotide chains in cells synchronized 
at the beginning of the S phase. The new chains can be de- 
tached from the template in alkaline sucrose gradients 
(Taylor, 1969b), and the lengths estimated from sedimenta- 
tion rates. Elongation is more-or-less linear with time up 
to about 20 or 30 minutes. However, when cells are syn- 
chronized by blocking, for a few hours at the beginning of 
the S phase, with fluorodeoxyuridine (FUdR) and then re- 
leased with thymidine, the initial rate of chain growth may 
be faster than usual. Our recent data indicate that rates can 
vary from 1 micron to 2 microns per minute. The faster 
rates may result from the simultaneous replication of several 
small subunits, which are later joined enzymatically. 
Huberman and Riggs (1968) reported autoradiographic 
studies on patterns of labeling which indicated that chain 
growth may proceed from a point and move in both direc- 
tions. They exposed cells, partially synchronized by block- 
ing with FUdR for 12 hours, to 3H-thymidine of very high 

specific activity for 30 minutes. When cells were lysed and 
the DNA was extended on a membrane filter, an autoradio- 
graph showed streaks of grains in tandem. Each group of 
grains presumably represented segments of DNA, which 
grew in the 30-minute interval. The lengths were consistent 
with growth rates of 0.5 micron to 2 microns per minute, 
but a more interesting observation was the labeling patterns 
of DNA from cells removed from the 3H-thymidine so that 
the specific activity of the DNA precursor dropped while 
the DNA chains continued to grow. The relatively dense 
rows of grains then showed a decreasing number of grains 
per unit length at both ends of many segments. From this 
observation they proposed that growth was taking place 
from both ends of the new chains. If they are correct, a 
measure of the rate of increase in length of new chains by 
sedimentation in a sucrose gradient would give a rate twice 
the true rate of chain growth. 

The discovery that replication proceeds by the production 
of many short segments, the 7s subunits, could make our 
concepts of chain growth obsolete. A variety of evidence in 
both prokaryotes and eukaryotes, however, indicates se- 
quential linear growth over many microns of DNA. These 
observations, in addition to our recent evidence that the 
2-micron subunit may be a unit of replication, leads to the 
following proposed scheme of replication. Other circum- 
stantial evidence, cited below, also fits into the proposed 
scheme. 

Our present picture of replication is that initiation occurs 
by opening one strand of the template at the right or left 
terminus of an A-T segment. These regions are assumed to 
be self-priming, as shown in Figure 9, i.e., initiation does 
not require a small polynucleotide to fit on the template 
to initiate chain growth. Yet, we find small polynucleotides 
in pulse-labeled cells, as pointed out in the previous section. 
The evidence for this assumption of self-priming segments 
is not strong, but it allows us to explain partial replicas, 

FIGURE 9 Diagram of a segment of DNA containing one 2- 
micron subunit and its two adjoining subunits. Replication has 
been initiated and is proceeding from left to right. Note that 
strand growth is always produced by addition of nucleotides at the 
3' OH end of chains as described in the text. 



with the guanine and five adenines just to ;he right. This 
self-priming feature is assumed to be unique for the A-T 
segment. At the opposite end of each A-T segment is 
another initiator segment assumed to be capable of self- 
priming in a similar way. Operation of both sites simul- 
taneously, however, would probably be excluded, because 
that would probably lead to the fragmentation of the DNA 
and chromosome breakage. Simultaneous attachment of a 
replicase and pairing as indicated above would initiate rep- 
lication that would proceed to the end of the A-T segment. 
At that point, growth would stop unless an initiator-primer 
segment were available. In other words, segments 1, 2, 3, 
and 4 are not assumed to be self-primed. Presumably they 
are initiated in sequence, although such a requirement is 
perhaps not necessary. It is presumably these segments 
(7s subunits) that are displaced when pulse-labeled cells are 
lysed and yield the 5S to 7S single-stranded segments 
(Schandl and Taylor, 1969, 1970). The labeled initiator- 
primer segments are also detected in pulse-labeled cells, 
and separate as a distinct band near the top of sucrose gra- 
dients (-- 2s). The %micron subunits are assumed to be 
initiated in sequence, and growth probably takes place in 
both directions from a single 2-micron subunit. 

Data, which support this model and indicate the im- 
portance of the 2-micron subunits in replication, are pre- 
sented in Figure 10. It shows the profile in a preformed 
sucrose gradient at pH 9.5 of the particles of DNA labeled 
m a two-minute pulse with 3H-thymidine in Chinese ham- 
ster cells synchronized at the beginning of the S phase. The 
DNA was heated to 65' C in the presence of 11 per cent 
formaldehyde at pH 9.0 to dissociate subunits held together 
by pairing of base sequences, which melted well below the 
average melting temperature of the chromosomal DNA. 
Near the top of the gradient are the small subunits typically 
found after a short pulse of 3H-thymidine. The region of the 
gradient of interest here, however, is that with  articles 
18s to 20S, i.e., to the right of this band of smaller particles, 

which are stable for hours in cells with perturbations in 100- 

replication (see evidence presented in the next section). 
Furthermore, Bollum's studies (1967) of in vitro DNA rep- 
lication indicate that denatured DNA is self-priming and 
forms new chains covalently linked to the template. 

One plausible model is shown in Figures 8 and 9. A re- 
6o 

quence of adenine-containing nucleotides to the right of an E 
\ 

initiator segment could provide a region complementary 
+ > 
I to the terminal nucleotides at the end of each 2-micron , ,07 

subunit. A replication guide, pictured as a protein coupled 
to specific nucleotides beyond the terminus of the 2-micron 
subunit, might specify the locus at which a nuclease opens 20,- 

the chain and, at the same time, permanently blocks the 
movement of a growing point past its locus. The only 

0 alternative would be for the initiator end to bend back and 

FIGURE 10 A sedimentation profile in a preformed sucrose 
gradient of 3H-thymidine-labeled DNA isolated after a two- 
minute pulse of Chinese hamster cells in culture. The cells were 
lysed and the proteins digested as completely as possible with 
pronase. A dilute solution of DNA (1 ~g/ml)  was heated for 15 
minutes to 65' C in 11 per cent formaldehyde dissolved in 0.10 M 
NaCl buffered at pH 9.0. The solution was rapidly cooled before 
layering on a preformed sucrose padient. 
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7S to 9s. Examination of DNA &om this region by means 
of electron microscopy reveals segments about 2 microns 
long with single strands attached at the ends of the double- 
stranded positions. We believe these are the subunits caught 
in the process of replication, but far enough advanced to 
have part of the new, growing chains attached to the tem- 
plate, as shown in the diagram in Figure 9. 

allow its five terminal thymines and one cytosine to pair Fract ion number 

Partial replicas ofthe 2-micron subunits 

Although the 2-micron subunits are assumed to be initiated 
in sequence to produce the long chains of DNA detected 
in alkaline gradients, the evidence from incorporation of a 
density label into DNA indicates that interruptions in such 
sequential growth can occur. When cells are forced to sub- 
stitute bromouracil for thymine during an interval by 
blocking the synthesis of thymidylate with F U ~ R  and sup- 
plying bromodeoxyuridine, a density hybrid DNA ap- 
pears, but various partially substituted satellite bands also 
can be demonstrated (Haut and Taylor, 1967; Taylor and 
Miner, 1968). Even when the lighter or heavier bands do 
not separate clearly from the main band of DNA in a CsCl 
gradient, their presence can be detected as a shoulder on the 
light or heavy side of the main band. In a typical experl- 
ment, a density hybrid DNA labeled with 14C is produced 
by forcing the complete substitution of bromouracil for 
thymine. Figure 11 shows such a distribution of Chinese 



hamster DNA in a CsCl gradient produced by spinning a 
solution of D N A  in the appropriate concentration of CsCl 
for 48 hours. Hybrid D N A  and any other partially sub- 
stituted D N A  is labeled with 14C. In addition, a scan of the 
optical density shows the distribution of the total D N A  in 
the gradient. A significant shoulder appears on each side 
of the main band of DNA. The component with the highest 
density contains a significant amount of "C-bromouracil, 
and there is a detectable amount of bromouracil in the light 
fraction. Previous studies have revealed that when the high- 
density satellite is rebanded it again occupies the same density 
position in the gradient (Miner, 1967). The light component 
is more difficult to follow, and its rebandiig properties and 
composition are still in doubt. Shearing the heavy satellite 
breaks out segments which appear to be fully substituted 
with bromouracil as shown in Figure 12 (Miner, 1967; 
Taylor and Miner, 1968). The original distribution of D N A  
(Figure 12A) shows clearly a labeled heavy satellite on the 
left of the main band as well as a very slightly labeled light 
satellite on the right. The hybrid density band is shown 
distinctly at the far left. Rebanding one-half of the unsheared 
D N A  in fractions 40 to 42 (Figure 12A) indicates that the 
satellite is a distinct fraction that maintains its density upon 
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FIGURE 11 Profile of DNA in a CsCl gradient produced by 
spinning DNA in a Spinco SW 39 rotor for 48 hours. The DNA 
was extracted from hamster cells after they grew for four hours in 
a medium containing "c-bromodeoxyuridine which substituted 
for thymidine. Thymidylate synthesis was blocked by Auoro- 
deoxyuridine (1W6 M). The position of the bands of DNA is indi- 
cated by the variation in optical density (open circles), and the 
density hybrid is also indicated by the radioactivity (closed circles). 
Note the atypical shoulders on each side of the main band of 
DNA which in less steep gradients are resolved into satellite 
bands. (From Miner, 1967.) 
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FIGURE 12 Profiles of hamster DNA in CsCl gradients after four 
hours of replication in which substitution of brom~deox~uridine 
for thymidiie occurred after a period of one hour in which 
replication was blocked with FUdR. A. The original profile of the 
chromosomal DNA, showing the density hybrid as a heavy satel- 
lite to the left of the main band. B. Rebanding of fractions 40-42 
with unlabeled marker DNA without shearing. C. Rebanding of a 
portion of the same fractions sheared to a molecular weight of 
about lo6 daltons along with unlabeled DNA which was not 
sheared. (From Miner. 1%7.) 



rebanding (Figure 12B). After shearing, however, this same 
DNA can be demonstrated to contain short segments with 
enough bromouracil to make the average density nearly 
as high as the regular density hybrid (Figure 12C). 

We originally interpreted the satellite as an indication of 
interrupted growth because of these properties and because 
such a satellite does not occur during replication of DNA 
with thymidine instead of bromodeoxyuridine (Taylor and 
Miner, 1968). Now we can think of the interruption in 
terms of the new model of replication (Figures 8 and 9). If 
one strand of each A-T segment in the DNA were pre- 
dominantly adenine and the other segment predominantly 
thymine, the peculiar satellites could be explained. Let us 
assume that the segment with the high adenine content al- 
ternates in a regular sequence with the high-thymine seg- 
ment, as shown in Figure 13A. If initiation is restricted to one 
strand of each A-T segment and occurs at opposite ends of 
each %micron subunit, a sequence of %micron subunits 
will have either the A strands or the T strands replicated, but 
not both. Those regions with replicated T strands would be 
heavily substituted with bromouracil in short segments and 
would band as a heavy satellite. The regions with replicated 
A strands would be light and would contain a small amount 
of 14C-bromouracil either if random breaks isolated single 
T segments with a group of adenine-containing regions, or 

FIGURE 13 Diagram of segments of DNA showing possible 
initiation of replication at the O segments with various arrange- 
ments of these high A-T segments. A. Alternating adenine- and 
thymine-rich segments along a polynucleotide chain with all 
partial replicas composed of thymine-rich segments. B. All the 
thymine segments in one chain but with alternate initiation of 
thymine- or adenine-rich segments. C. Mixed A-T polymer in 
each segment along the polynucleotide chains. Note that if alter- 
nate sites along a chain are initiated, the structure will remain in- 
tact. A, B, and C show various extreme arrangements of nucleo- 
tides. Probably no DNA reaches any of these extreme composi- 
tions, but, if species variability in these segments is high, all three 
situations might be approached by some organisms. 

if the high-A strands contained a small amount of bro- 
mouracil, which would substitute for a naturally occurring 
thymine in the predominantly A segment. The assumption 
is made that the partially replicated segments form a rather 
stable three-stranded region (Syzbalski, 1969), which be- 
haves in a way similar to native DNA in a solution of CsC1. 

If the hypothesis is correct, the light satellite should disap- 
pear after replication is complete, but the heavy satellite 
should persist because of its bromouracil content. Figure 14 
presents an example that shows the survival of the heavy 
satellite through a division stage before which all DNA may 
be assumed to have completed replication. The DNA was 
labeled with 14C-thymidine over a long period to get essen- 
tially uniform label in chromosomal DNA. Then a portion 
of the replicating DNA was labeled with nonradioactive 
bromouracil by growing cells in the corresponding nucleo- 
side for three hours along with FUdR to block thymidylate 
synthesis. By removal of FUdR, cells were then allowed to 
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FIGURE 14 Profile o i  DNA in a CsCl gradient which was labeled 
rather uniformly with 14C-thymidine and then, during the late 
part of a subsequent S phase, was forced to incorporate the density 
label, bromode~x~uridine. Cells were collected at the following 
metaphase, and further synchrony in entering the next S phase was 
induced by F U ~ R  given during the last four hours of GI. Release 
of the cells into the S phase with 3H-thymidine allowed the new 
DNA to be seen in the gradient. The point of interest here 1s the 
observation that during bromode~x~uridine incorporation a 
density hybrid was formed, as well as a heavy satellite band, 
which shows a rather narrow distribution in the gradient in spite 
of the fact that random shearing of the DNA reduced the particle 
weight to 5-10 x lo6 daltons before banding. In spite of con- 
siderable variation in length of DNA particles, the ratlo of 
bromouracil to thymine in the partial replicas is remarkably 
uniform. 
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recover the ability to make their own thymidylate. Cells 
labeled in this way were collected by shaking them off the 
glass surface at metaphase; they then were allowed to pro- 
ceed synchronously to the S phase. Synchrony was in- 
creased by treatment with FUdR during the last four hours 
of the GI phase. Note that the heavy satellite persists and 
replicates without changing its density. The density of this 
heavy satellite is about one-third of that of the density 
hybrid, which is fully substituted in one strand. If the 
T segments alternated with A segments, as shown in Figure 
13A, they could be fully substituted and, after replication, 
would represent one-third of the thymine in one poly- 
nucleotide chain of each DNA duplex. This would be con- 
sistent with the density position of the satellite band in 
Figure 14. 

The density of partially substituted DNAs before replica- 
tion is completed would be dficult to predict because not 
only is the pairing of the third strand uncertain; the propor- 
tion of the partially replicated sites might vary. The ob- 
servation is that satellites of variable densities are found. 
Very short periods of substitution produce only a small 
change in density-about 15 per cent (Taylor and Miner, 
1968)-but, after longer periods of substitution, the density 
of the satellite increases to one-third or one-half of that of 
hybrid DNA and finally merges with the hybrid band when 
bromodeoxyuridine remains available to the cell to com- 
plete replication. Figures 15 to 17 show three stages in the 
replication of DNA with bromouracil substituted for 
thymidine. Cells were prelabeled with 14C- and then 3H- 
thymidine for part of one S phase. They were then syn- 
chronized by shaking off metaphases and treating them with 
FUdR during the last four hours of GI. Release of the cells 
into S phase with bromodeoxyuridine allowed replication. 
Some partial replicas, however, are indicated by the heavy 
satehte that appeared after one hour (Figure 15). Its density 
indicates substitution to the equivalent of about one-third 
or less of the thymine in one strand. After three hours 
(Figure 16), the average density indicates the equivalent of 
one-half substitution in one strand. By five hours, all the 
partially replicated DNA had become hybrid, with one 
strand fully substituted (Figure 17). 

The partial replicas are consistent with our model of rep- 
lication, and their presence is explained by the model, but 
of course such data can never prove the correctness of the 
model. Other more direct proof and evidence for or against 
the model are being assembled and, we hope, can be pre- 
sented in a few months. 

The partial replicas almost certainly exist, even if the 
model is incorrect. Their existence under these rather unu- 
sual conditions of replication might be less important if they 
did not occur under conditions that the cell probably meets 
during its normal replication and growth. Some evidence 
suggests that such partial replicas can be induced by per- 

turbing DNA replication in other ways. If these partial rep- 
licas can be shown to be induced in cells at certain stages or 
to happen regularly during replication, they certainly pro- 
vide the raw materials for various types of recombination 
between chromosomes. Some of the recombination in 
phages appears to be associated with partial replicas of the 
whole genome. As was pointed out previously, such partial 
replicas of DNA subunits in the chromosome provide a 
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FIGURE 15 Profile of Chinese hamster DNA in a CsCl gradient 
with a uniform label of 14C-thymidine and a part of an S phase in 
3H-thymidine followed by synchronization and incorporation of 
the density label, bromode~x~uridine, for one hour. Notice that 
the heavy satellite constitutes a significant proportion of the total 
DNA. 

Fraction number 

FIGURE 16 Profile of DNA in a CsCl gradient similar to that in 
Figure 15 except that the incorporation of bromodeoxyuridine 
continued for three hours. Note that the heavy satellite is now of a 
higher density, nearly one-half substituted compared with the 
hybrid band. 
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FIGURE 17 Profile of another sample of DNA similar to that in 
Figure 15, except that incorporation of bromodeoxyuridine had 
continued for five hours, and all the DNA has replicated that would 
do so under these conditions of growth. Note that the heavy 
satellite has disappeared, presumably because it had finally become 
fully substituted hybrid DNA. 

means for nonreciprocal recombination (Taylor, 1967) as 
well as associated events that could lead to reciprocal re- 
combination without loss of viability of either of the four 
chromatids of the two chromosomes involved. 

Although the regulation of replication and transcription 
is not evident either from the proposed model of DNA or 
from its mechanism of replication, several possibilities are 
presented. One level might be the role of some nuclease that 
opens the %micron subunit by nicking one strand. Another 
is possibly the regulation of initiator-primer production. If 
the hypothesis presented is correct, replication of DNA 
follows a scheme similar to that indicated for RNA, coli 
phage 4X DNA, and other systems in which a three- 
stranded intcrmcdiatc is bclicved to exist during replication. 
A difference between the RNA and DNA systems would be 
the requirement for a primer (short-chain initiators) in 
DNA replication, but this could have evolved as a mech- 
anism that preserves a necessary structural irregularity in 
DNA that could not be copied by the regular base- airing 
mechanism. We have suggested mismatched base pairs as 
the structural basis for the flexible joints, but this is only one 
possibility. The basis for flexible joints can be decided only 
when the base composition and sequence in the initiators 
are known and their role in replication is confirmed. 

The role ofproteins in chromosomal 
orgaizization and regulation 

The histones form complexes with DNA in vitro and pre- 
sumably have some resemblance to the complexes that 

exist in the intact cell. Bonner et al. (1968) and Georgiev 
(1968) have shown that histone I is removed completely by 
0.6 M NaC1, but the other known classes of histones are not 
removed SO readily. However, higher salt concentrations 
completely remove histones from DNA and there are 
probably no covalent linkages between the two molecular 
species. Bonner's group (1968) has identified a small RNA 
molecule that is believed to be linked to a nonhistone pro- 
tein. The histones are thought to form a complex with this 
protein. Their suggestion is that the RNA finds a com- 
plementary site on the DNA and thereby guides the posi- 
tioning of the histones on the DNA. It is interesting that 
our presumed initiator DNA is about the same size as this 
RNA. 

Histone I is easily removed by low salt concentrations, 
and also has some interesting properties with respect to 
maintenance of the structure of the 230-A fibril and the 
regulation of RNA transcription. According to Bonner et 
al. (1968), the histones will reassociate with the DNA in 
what they believe to be the native nucleohistone state. This 
blocks the transcription of RNA. Furthermore, removal of 
the histone allows synthesis of RNAs that have a high af- 
finity for the DNA in molecular hybridization tests. 
Georgiev (1968) reported, however, that the removal of 
only the histone I from DNA gives maximum synthesis of 
this type of RNA. Replacement of histone I prevents this 
synthesis by RNA polymerase, although Georgiev does not 
agree that it restores nucleoprotein to its original native 
state. He also pointed out that removal of histone I causes 
the nucleoprotein fibrils to unfold and be reduced in diam- 
eter to about 40 A. 

These findings lead us to suggest that histone I is com- 
plexed to the A-T segments in our model of the chromo- 
somal DNA. It is primarily the copying of these segments 
by RNA polymerase that yields the RNA with a high 
affinity for DNA, as suggested by Georgiev. Such RNA 
should have a high uracil content similar to or higher than 
certain nuclear RNAs. That is not to say that other segments 
would not be copied to some extent, but the RNA from 
other segments should have a low affinity in the hybridiza- 
tion tests. Flamm et al. (1969) reported that messenger KNA 
(cytoplasmic RNAs, other than ribosomal, that have high 
molecular weight) do not bind to the light-satellite DNA 
of the mouse, which has a high content of A-T (66-67 per 
cent). We propose that the light-satellite DNA in most, if 
not all, cases contains two 0.4-micron segments of A-T 
DNA for each four heterogeneous segments in contrast to 
main-band DNA, which, we think, contains one A-7 seg- 
ment per four segments of heterogeneous base composition 
(nearly equimolar ratios of A + T and G + C). The base 
composition of mouse satellite reported by Flamm et al. 
(1969) is consistent with this hypothesis, for the percentage 
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of G-C in the satellite is 33.3 per cent rather than the 40 
per cent characteristic of main-band DNA. 

The addition of these extra segments could be by inter- 
calation or, possibly, by addition of segments as shown in 
partially replicated DNA (Figure 10). Such segments of 
DNA either would not be transcribed as a part of messenger 
RNA or, if transcribed, would be split off before delivery 
of this RNA to the cytoplasm. On the other hand, the 
heterogeneous nuclear RNA (Darnell, 1968) would contain 
copies of these repeating high A-T segments. This would 
explain its high affinity for DNA in molecular hybridiza- 
tion tests and its high content of uracil. 

Recombination and correction mechanisms 

A mechanism of recombination based on the pairing of in- 
completely replicated DNA subunits in chromosomes has 
been proposed by Taylor (1967). At that time no unit of the 
size proposed (about 2 microns) was known. Now, with the 
discovery of a unit of replication of an appropriate size and 
the usefulness of the model to explain nonreciprocal recom- 
bination in ascomycetes (Herbert Gutes, personal com- 
munication), the model promises to become a reality in- 
stead of a speculative scheme. The block in synthesis could 
occur after the synthesis of the A-T segments or some other 
portion of Zmicron units. Less frequently, a three-stranded 
region would be formed by the growth of one strand of a 
Zmicron subunit, but the other strand would be blocked 
after the formation of the A-T segment only. The three- 
stranded segments in two homologous chromosomes would 
be the basis for nonreciprocal recombination in which 
segregation is in the ratio of 3:1 or 6:2. The A-T segments, 
which should be the most common type of interrupted 
chain growth, could also provide a mechanism for specific 
pairing, if the assumption is made that base sequence of these 
subunits varies along the chromosome in rather subtle ways. 
Their similarity could provide a mechanism of nonho- 
mologous and homologous pairing when the exact partner 
was absent, as in haploids, some hybrids, and allopoly- 
ploids. Considerably more information on the similarity of 
the A-T segments within and between phylogenetically re- 
lated genomes is necessary before valid predictions can be 
made. 

The work of Waing  and Britten (1966) and Flamm et al. 
(1969) indicates that many similar sequences occur in each 
complement, but the degree of similarity is not clear. Are 
they exact copies and, if so, what mechanism keeps them 
similar or identical within a species? The persistence of 
multiple copies of any locus implies some kind of correction 
mechanism. We  have few clues as to how this correction 
operates. An internal recombination system that continually 
produces exchanges of A-T segments between different 

parts of the genome does not appear very attractive. A 
periodic replacement of the segments from some limited 
number of copies at certain stages of the life cycle, at 
meiosis, or in early embryonic development is an inter- 
esting possibility. Another plausible, but unorthodox, pos- 
sibility is the production of RNA by transcription of a 
master DNA copy. By excision and replacement of mis- 
matched base pairs similar to DNA repair replication, 
DNA chains, rather than RNA chains, might be altered 
selectively. Such a mechanism might provide a role for the 
heterogeneous nuclear RNA that appears to have such a 
high turnover and never to leave the nucleus, but any pre- 
cise scheme is too speculative now to merit recording. 
Nevertheless, the role of RNA in transformation or modi- 
fication of DNA in higher cells should not be dismissed too 
lightly. Admittedly, the evidence so far presented is only 
suggestive, but better-designed experiments are called for. 
A case in point is the report of Temin (1964) that the nu- 
cleotide sequences of viral RNA in Rous sarcoma are found 
in the DNA of transformed cells. If the transfer can be 
demonstrated in one clear case, the way would be open for 
an understanding of many puzzling phenomena relating 
to long-lasting immunity and, ~erhaps, to long-term mem- 
ory mechanisms. 

Transcription and dgerentiation ofneuronal nets 

One of the most interesting and provocative reports on 
nucleic acids, and one that may have significance for mem- 
ory mechanisms, is that which indicates that some cell 
membranes may contain RNA and, furthermore, that this 
RNA may extend out and make contact with the environ- 
ment of the cell and its neighbors. Mayhew and Weiss 
(1968) have reported that cells have negative surface charges 
that affect their electrophoretic mobilities. The charge is 
changed when the cells are placed in ribonuclease; this sug- 
gests that RNA which extends out from the membrane is 
removed. Furthermore, cells in culture that are attached to 
glass or plastic surfaces leave radioactive "footprints" if the 
RNA is labeled with 3H-uridine (Weiss and Mayhew, 1966). 
Although these bits of evidence cannot be taken as con- 
clusive, the possibility that RNA is found in plasma mem- 
branes raises some interesting questions. Could such RNA 
be the basis for cell-to-cell contact specificity in differentia- 
tion? We need only imagine that cells of a particular type 
produce copies of an RNA, which becomes attached to a 
structural component of the membrane so that chains ex- 
tend out and form base pairs with complementary chains 
&om another cell that is an acceptable associate. Cells with- 
out complementary sequences would not be accepted. One 
mechanism to insure complementarity would be a cell 
programed to transcribe the plus strand at a DNA locus 
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while its sister cell would be programed to  transcribe the 
minus strand at the same locus. If there were several in- 
dependent loci, a high degree of specificity could be at- 
tained by the appropriate regulation of such a genetic sys- 
tem. 

1f specific RNAs at surfaces were a property of cells in 
which a mechanism of differentiation has evolved, it would 
be easy to see how the system could be specialized for 
neuronal recognition. The puzzling recognition system 
that optic nerve axons have for their specific neurons in the 
optic tectum of the frog (Sperry, 1951) could have such a 
basis. The specificity of such a recognition system could be 
subtle and precise, and the variability could be sufficient for 
an almost infinite number of pair recognitions. The proper 
regulation in such a system could give a large population of 
interacting cells or only pair mates. If the locus held in com- 
mon were fixed at the division from which two daughters 
were produced, these would be the only two to interact. 

Such mechanisms could be extended to explain the in- 
heritance of neural nets that predetermine certain behavior 
patterns or instinctual behavior in animals. The mechanism 
would require precise regulation associated with segregation 
of the genome during critical cell divisions in which pairs 
or more complex associations of sensory and motor neurons 
were being produced. Speculation on precise regulatory 
mechanisms that could achieve such patterns, however, 
would not appear to be fruitful without some evidence that 
properties of RNA in cell surfaces and in junctions of the 
type involved actually indicate determination of specificity. 
The challenging problem is to devise experiments that 
could yield further clues concerning the existence of this 
type of RNA. 

If long-term memory involves the change in any mole- 
cule, and one must assume it does, the record of the change 
would almost have to be recorded in a nucleic acid, and 
chromosomal DNA is probably the best candidate. The 
easiest change to imagine would be one that alters an RNA 
molecule, not in such a way as to code a message or bit of 
information directly, but in such a way as to alter the future 
behavior of the cell, perhaps in a way that would change the 
spike-train pattern in a subtle way or alter its responsiveness 
to an impulse of a particular type, frequency, or magnitude. 
W e  believe the most plausible feedback to the chromosomal 
DNA would be through an RNA that could transform a 
specific locus which originally produced it. This would have 
to be done in such a way that molecules of RNA identical 
to the one effecting transformation would be transcribed 
from the locus thereafter. These statements are made with 
the full knowledge that molecular biologists have not dis- 
covered such mechanisms and are not likely to until higher 
cells can be studied by rigorous genetic and chemical Gch- 
niques that have been successful in demonstrating D N A  

transformation in bacteria with DNAs of viral and bacterial 
origin. 
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SUBJECT INDEX 
Page references to fgures  and tables appear in italics 

Acetabularia 
protein synthesis in, 841, 842 

acetoxycycloheximide 
glycoprotein and, 751, 753, 753 
memory, effect on, 272-273, 272, 273, 275 
protein synthesis inhibition by, 272% 272 

acetylcholine, 531, 770% 770 
biosynthetic pathway, 772 
insect nervous system, effects in, 792 
localization, 764-765, 771 
metabolism, drugs and, 340 
miniature endplate potential and, 715, 774 
muscle fiber sensitivity to, 776 
as neurotransmitter, 329 
in synaptic vesicles, 722-723, 725, 771 

acetylcholinesterase 
colchicine blocking of, 846, 848 
localization, 765-766 

actinomycin 
memory impairment effects, 275, 275 
RNA synthesis, effect on, 275 

ACTH (adrenocorticotropic hormone) 
effect on PNMT activity, 533 
localization of, 764ff, 765 
in mammalian adrenal medulla, 533, 533 
subcellular and released, 765 

action potential 
nlechanism for, 858-859 
of nerve tissue in vitro, 89, 94 
neuronal, extracellular recording, 649 
neuronal, intracellular recording, 648-649 
prolongation, 707, 707 

activating system 
nonspecific, 377 

adaptive behavior, 188 
affective state, role in forming, 330 
of birds, 41-42 
genetic influences, 192ff 
innate and learned responses, 193-194 
phylogenetic selection pressures and, 194 
of primates, 42ff 
protracted parental care and, 194 
of rats, 42 
reinforcing events, 193 
ritualization as, 350 
stimulus significance and, 330 

adenohypophysis, 525 
neurosecretomotor junctions in, 523 

adenyl c~clase, 535 
function, 871, 872 

ADP (adenosine diphosphate) 
transport across nlitochondrial membrane, 

830-831 
see also oxidative phosphorylation 

ATP (adenosine triphosphate), 830ff 
as energy source, 828 
in mitochondria, 828ff 

adrenal medulla 
ATP release during stimulation, 775, 775 
catecholamine secretion, 775, 775 
chromafin cells in, 532, 533 
chronlogranin A release, 775, 775 

derivation from neural crest, 62 
exocytosis in, 775-776 
as a neuroendocrine transducer, 533 

adrenalin, 770 
adrenomedullary chromaffi cells, 530 
affect, 324, 337-338, 338, 341 

adaptive behavior, role in, 330 
amine roles, 324% 332 
behaviors guided by, 338 
brain correlates, 302 
brain mechanisms, 344-345 
defined, 337 
during epileptic seizure, 341ff 
humoral and neural mediation, 331 
individuality and, 346 
limbic system role, 302 
norephinephrine role, 327 
schematic view of, 338 
self-orienting nature of, 346 

see also emotion; individuality, sense of 
afterimages, 306, 307 

complementary images, 307 
waterfall effect, 308 

see also optical illusions 
afternystagmus, 264-265, 265, 266 
aggregation culture, 105-106, 105 
aldosterone 

binding to specific nuclear protein, 823 
see also hormones 

alga, see Acetabularia 
alkali ion 

ligand binding and, 685ff, 685, 686 
alkali-ion carrier complexes, 693-696 

equilibration, 689ff 
macrotetrolide, structure, 691, 692 
stability constants, 685-686, 686, 687 

alkali-ion carriers, 685-696 
allelic exclusion, 893 
alligator 

parallel fiber activation, 420 
allocortex 

neurogenesis, 65, 68 
see also isocortex 

anlacrine cells, 563 
see also axonless cell; granule cell 

amines 
appetitive behavior, role in, 328, 329 
biogenic, 324-336 
emotion, role in, 324 
learning, role in, 330K 332 
memory, role in, 329-330 
n~etabolisn~, drugs and, 340 
neurotransnlitters in brain, 327 
in non-neuronal tissues, 771 

see also catecholamine; dopamine; epineph- 
rine; norepinephrine 

amino acid sequences 
of light chains of protein Eu, 889, 889, 891, 

892, 895 
C region, 890ff 
V region, 890A; 893 

amnesia, anterograde, 164, 168, 169, 173 
classical conditioning in, 170 
due to Papez circuit lesions, 172 

motor skills in, 169, 170 
operant conditioning in, 171 
perceptual learning in, 171 
primary memory in, 169 
secondary memory in, 169 
sensory memory in, 169 

amnesia, retrograde, 164, 171, 172, 173,273-274 
electroconvulsive shock effects, 273-274 
primary memory in, 171 
puromycin and, 275 
secondary memory in, 171 
tertiary memory in, 167, 171 

AMP (adenosine monophosphate), cyclic func- 
tion, 330, 871-872, 872 
norepinephrine, effects on, 333 

amphetamine 
memory, effects on, 273, 273 

amphibians 
motor system organization, 109 
optic nerve regeneration, 154 
phylogeny, 28-29, 29 

see also frog; salamander; toad; urodeles 
amputation, larval limb 

effect on peripheral nervous system, 76ff 
effect on ventral-horn cells, 76, 78, 78 

amygdala, 464, 465 
androgen 

alteration of nerve tissue hormone sensitivity, 
201, 205 

central nervous system action, 294 
male social behavior and, 201-205, 202, 203 

see also testosterone 
androstenedione, 200 

see also androgen; testosterone 
animal behavior 

social communication, 349-359 
stereotypic, 291, 339 

see also adaptive behavior; conlparative 
psychology; ethology 

annealing 
of polynucleotide chains, 951, 988, 989, 991 

ANS (I-anilino-8-naphthalenesulfonic acid), 834 
ansa lenticularis, 465, 466, 466, 467 
anterograde amnesia, see amnesia, anterograde 
antibiotics 

complex formation constants, 685-686, 686 
effects on ribosome, 923, 923 
"hole punchers," 682 
ion-selective, 685, 685 
ionophorous, 831 
ligand role in con~plex formation, 686-687 
mitochondria1 membrane permeability, effect 

on, 831 
antibodies, 882-900 

conlplementarity with hapten antigen, 886 
constant regions, 889, 890, 893 
degenerate response of, 886-887 
diversity of, 889ff 
dolllain hypothesis, 896 
eukaryotic differentiation and, 898 
evolution, 893, 894, 895, 896 
gamma globulin, 962-963, 969 
genetics of, 885-900 
heterogeneity of, 887 



hon~ology, 894, 894, 895 
multiple genes and, 897, 897 
origins of diversity, 890-893, 893 
protein specificity and, 885 
production of, 885-886 
response to antigen, 886, 887 
structure of, 885-900 
synthesis, 887ff 
translocation, 893 
variability, 968 
variable regions, 889-894 

see also antigens; immunoglobulin 
antidromic activation 

of mitral cells, simblated, 554-555, 557, 558, 
558 

antigens 
antibody response to, 886 
binding functions, 886, 887, 893, 894 
effector functions, 887, 893, 894, 896 
neuroglial, 279ff, 280,281 
neuronal, 279% 280,281 
recognition, 887 
specificity and range in binding, 886, 886, 887 
structure, 887 

apes (Pongidae) 
phylogeny, 43 
social behavior, 43 
vocal repertoire, 352 

see also chimpanzee; gibbon; primates 
aphasia 

cerebral dominance and, 362 
clinical symptoms, 363 
cognitive disorders and, 366 
etiology, 367 
handedness and, 362 
symptom classification, 363, 364 
symptom dissociability, 364-365, 364 

see also language disorders 
Aplysia 

heterosynaptic facilitation in, 263 
neuron plastic properties, 266-267, 268, 269 
rhythm assimilation by, 266-267, 268, 269 

appetitive behavior, 330 
amine role in, 328,329 
dopamine effect on, 329 
genetically significant stimuli and, 330 
norepinephrine-induced, 329 
plasticity, 291 

archenteron, 62 
area dentata 

neurogenesis, 65, 67 
arousal 

adaptive learning and, 331 
biogenic amines and, 324-336 
memory, role in, 273 
norepinephrine role, 329 

arthropods 
neurons, 399-402, 401-403 
pattern generators, 399-408 

astrocytes, 792, 793, 795 
ATP (adenosine triphosphate) 

release, 775 
synthesis, 681 
transport across mitochondria1 membrane, 

830-831 
see also oxidative phosphorylation 

auditory perception 
of blind persons, 314 
contrast enhancement, 304 

see also speech perception 
auditory system, 14 

avian, 22, 23 
thalamic representation, 14 

aura, 342 
see also epilepsy 

Airstralopithecus, 40 
hand features, 44 

autonomic nervous system 
operant conditioning of, 218-222 
plasticity in, 218-223 

autoradiography, 64, 1005 
cell counts by, 74 
cell migration, 74, 103 
cell proliferation, 63, 64 
optic vesicle, 122 
peripheral neuron sheath derivations, 62 
regional analysis by, 64 

see also radioisotopic analysis 
avian brain, 10ff 

auditory structures, 22, 23 
acetylcholinesterase in, 20, 20 
cerebral hemisphere, 12 
morphology, 15,20-24 
quinto-frontal tract, 14 
thalamus, 15-16 
visual system, 20-22, 22 
vs. mammalian brain, 24 
Wulst region, 16, 21, 25 

see also external striaturn 
avoidance behavior, conditioned, 328, 330 
axolemma 

myelin contacts with, 787, 788 
nerve-fiber membrane fluidity and, 701 

axon 
branchmg patterns, 860 
degeneration, 806, 809 
dispersion of labeled protein in, 851-852, 851, 

852 
filtering of spike train patterns, 377 
formation, 70 
fusion, in silk moth antenna, 513 
growth, 125, 126 
myelinated, 790 
nourishment by myelin sheath, 791 
pathways, establishment of, 111-112 
protein synthesis, 815, 843-844 
regeneration, 801, 802, 806, 808, 810 
Schwann cell, role in outgrowth, 112 
"specific and nonspecific afferents", 331, 333 

see also myelin sheath; nerve fiber; nerve 
fiber connections; Schwann cells 

axon terminals 
in cerebella glomeruli, 427 
of Golgi cells, 427, 429 
in LGB glomeruli, 431, 433 
in VPL glomeruli, 433 

axonal arbors, 444, 446 
high-fidelity transmission in, 444, 446 
high-priority transmission in, 444 

axonal flow, 842ff 
see also neuroplasmic flow 

axonless cells, 547, 563 
comparison of olfactory bulb and retina, 541, 

548, 549,550 
key integrative function for, 547 

axoplasm 
amino-acid composition of fibrous proteins, 

855, 855 
DPF (di-isopropylphosphorofluoridate) in, 792 
ionic composition, 769, 769 
neurotransmitter storage and, 773 
organic anions in, 768-769, 769 

axoplasmic transport, 851-857 
bidirectional, 853 
chromogranins and, 873 
colchicine effects, 851, 852, 855-856 
concentration gradient, 852 
dispersion of labeled protein, 851-852, 851, 852 
experimental parameters, 851-853 
functions, 856 
laminar flow, 851, 852 
localization, 851 
mechanisms, 853-856 
microtubule role, 854 
nerve membrane role in, 833-854 
neurofilament role in, 854-855 
protein and, 852, 852, 853, 853 
speed of, 855-856 
temperature dependence, 852 
velocities, 852, 855 

see also neuroplasmic flow 

bacteriophage 
DNA, 994 
RNA replicase, 931, 932, 933 
transducing, 958K 959 

bacteriophage lambda, 946, 949, 950ff 
DNA changes during lysogenization by, 955 
DNA ends, 955, 956,957,957 
genes of, 950 
recognition sequences in DNA, 955-960 
as repressor, 950, 950, 952, 953 

barbiturates 
effects on neuronal protein, 844 

basal plates, 80 
neuron differentiation, 109 

basket cells, 411, 413, 419 
behavior 

bioelectrical correlates of, 248-249 
brain mechanisms, 301-302 
child, 176 
coding and, 243-259 
elicited by hypothalamic stimulation, 208209, 

209,211 
embryological models of, 290-292 
environmental and, 190-193 
evoked potential and, 243-259 
evolution of, 5-7, 26-39, 34-36, 41-45 
genetic determination, 189-193 
hierarchical organization of, 177, 178 
information theory and, 356-357 
innate, 193-194 
measurement of, 248-249 
microtopography, 248 
neural correlates, 248, 249 
neural mechanisms, 260 
ontogeny of, 188-196 
phylogenetic aspects of, 349-351 
primate, 39-47, 349-361 
self-stimulating, drugs and, 328 
sequential ordering of, 177 
sexual, 196-207 
stereotyped, 339 
verbal control of, 183 

see also adaptive behavior; animal behavior; 
brain-behavior correlation; sexual behav- 
ior; social behavior; social communica- 
tion; stimulus-bound behavior 

behavior theory, 176 
cognitive development, 177, 181 
organismic psychology and, 181 



see also stimulus-response (S-R) theories of 
behavior 

behavioral evolution, 5-7, 3436,4145 
behavioral genetics, 189-190 

sensory templates, 192 
behavioral ontogeny 

embryogenesis and, 289-290 
embryological models, 290-292 
environmental influences, 190-193, 293 
epigenetic models, 290, 291, 292-293 
genetic contributions, 293 
hortnonal influences, 294 
innate and learned behaviors, 193-194 
social experience and, 191 

see also adaptive behavior; imprinting 
behavionsm, see behavior theory 
Bence-Jones proteins, 890, 896, 897 
bias, scientific, 336-349 
binding, 946, 948, 949, 952 

in lysozyme-inhibitor complexes, 904 
protein, 904, 907 
in ribonuclease-nucleotide interaction, 907,909 
repressor to operator DNA, 949, 950 
specificity in, 901-912 

binocular depth discrimination, see depth per- 
ception 

binocular gate neuron, 481-482, 482 
binocular single vision, 482-483 

neural mechanisms, 479 
binocular vision, 471-485 

contour analysis, 476 
see also depth perception 

bioelectric activity, 94, 95 
chick embryo, 144147, 146, 148 
in kitten cerebellum, 92 
operant control, 249-254 
in rat cerebellum, 92 
sources, and spike probability, 247 

bioelectric competence, 89 
biogenic anlines 

in CNS, 326-329 
role in memory and learning, 329-334, 332 

see also amines 
biological clocks, 264 
biological 111embranes 

fluidity in, 701-705 
intercellular interaction and, 676 
lipid bilayers as models of, 677-684 
molecular motion in, 697-706 
permeation of, 678ff 
spin-labeling, 697-701 
types of, 677-678 

see also neuronal membrane 
biology of memory, 272-278 
birds 

adaptive behavior, 41-42 
maturation rate, 42 
motility, stimulated, 149ff 
phylogeny, 29 
song developnlent, 191-192 
visual systems, 6 

see also avian brain; chicken; duck; owl; 
pigeon; turkey 

body representation 
topology of, 605-617 

bombykol, 511-518, 705 
adsorption by sensillum, 514, 515, 516 
diffusion on and in sensillum, 513-514 
EAG-response threshold, 512 
receptor, structure of, 513 
single-cell response to, 514516 

transduction, 516-517, 703 
see also insect olfaction; silk moth (Bombyx 
ntori) 

Bonlbyx ~rlori, see silk 1110th (Bonlbyx mori) 
Boolean algebra 

language and, 368, 370 
Boulder Committee 

cell terminology syn~posium, 52s. 52fn.. 63 
brachial nerve plexus 

anastomosis and branching in, 112 
axons, motor, 154 

brachium conjunctivum, 458,461,466,466,467 
brain, 301-302 

amine neurotrans~~~itters in, 327 
and behavior, 5-47 
behavior mechanisms of, 301-302 
electrical and chemical activities, 294296 
evolution of, 5-39, 44, 45, 338, 338, 339 
evolution and hand skills, 45 
evolution and social skills, 45 
extracellular spaces in, 793, 865 
function, concepts of, 864 
glycoprotein in, 750-751, 754, 755, 756 
function, connectionistic model of, 864-865 
hierarchical structure, 338-339, 338 
language capacity, 361-362, 362 
of living vertebrates, 26-39 
mammalian. 10, 11. 12. 19, 24, 339, 340 
morphogenesis, 58 
morphogenetic aberrations, 58 
morphology, mammalian, 10, 11, 339, 340 
morphology, nonmammalian, 8-10, 9 
neurogenesis, 65ff 
nonmammalian, 7, 8-10, 9, 15, 20-24 
norepinephrine in, 327-328 
paleomammalian, 338-339, 338 
photically responsive areas, 343 
phylogeny, 7-8, 11, 338-339, 338, 340 
reptilian, 338, 339 
size, 361-362, 362 
size, cell division relationship, 101-102 
spontaneous electrical activity, 257 
topography and language capacity, 362, 367 
transfer functions in, 255-256 
triune, 366-349 

see also specific brains or parts of brain, e.g., 
cerebral cortex; forebrain; hypothalamus; 
limbic system; avian brain; electrical brain 
stimulation; fetal brain; vertebrate brain 

brain cells 
gene expression in, 676-677, 873-874 

brain electrical activity, see brain waves; EEG 
analysis; EEG patterns 

brain function 
perception and, 303-316 

brain lesions 
aphasia due to, 382 
anarthria and, 363 
in anterograde amnesia, 172, 173 
cerebral dominance and, 362 
cognitive disorders and, 366, 377 
induced in animals, 163, 173 
language disorders and, 361ff, 367 
in limbic system, 377 
in Papez circuit, 172 
perceptual defects and, 305, 315 
problem solving affected by, 382 
stimulus-bound behavior and, 21 1-213 

brain rhythms, electrical 
membrane polyanions and, 239-240 
spontaneous, 224243 

brain stimulation, 173 
brain sten1 

nonspecific afferentation in, 16 
see also reticular formation 

brain waves 
emotion and, 236 
intercellular, 226 
r~~odification by operant conditioning, 250, 

250,251, 251, 254 
neuron firing phase, relations to, 226-228 
origins of, 224225, 228 
patterns of, 225 
psychological stress and, 237, 238-239, 239 
random noise similarity, 225-226 
single-cell firing   rob ability and, 246-247,246, 

247, 248 
slow wave origins, 243-244, 246 
spike probability, 244248, 246, 247 
spike-wave relationships, 244-248, 245, 246, 

247 
spontaneous rhythms, 224, 225ff 
verbal stimuli and, 236-239, 237, 238 

see also EEG analysis; EEG patterns 
brain-behavior correlation 

instability, sources of, 248-249 
brightness contrast, 304, 305, 310 

see also perceptual anomalies 
bromodeoxyuridine, 1006, 1008, 1009 
bromouracil, 1006, 1007, 1008, 1009 
bullfrog 

mating calls, 394 

Callipltora, see fly 
carbohydrates 

on cell surfaces, 748, 750 
cardiovascular disorders 

operant conditioning therapy, 21.8 
carrier-complex formation, 693-694 

monotonic size dependence, 688 
rate constants, 687-688, 688 

see also alkali-ion carrier complexes 
carrier n~olecule 

equilibration, 693, 693 
metal-ion, efficiency specifications, 694-695 
selectivity, 685, 692 

see also alkali-ion carrier 
Casper-Hauser experiment, 192 
carotid reflex, 54 
cat 

behavioral studies of, 229-233 
EEG analysis of, 230-232 
evoked potential in, 250, 251, 253, 254, 255 
norepinephrine in, 773 
vision studies, 321-322, 322 

catecholamine, 324-325, 328 
action in periphery, 324-326 
appetitive behavior and, 328 
biosynthetic pathway, 772 
central nervous sytem, distribution in, 327 
depletion in brain, 328 
distribution, 771 
drugs and, 328 
fluorescence, 327 
storage in synaptic vesicles, 732 
in telencephalon, 327 

see also dopamine; epinephrine; norepin- 
ephrine 

caudal sensory relay, 444 
caudate neurons, 464 



cell adhesion, 125-126 
cell migration and, 126 
specificity of neuronal connections and, 126 

ccll alignment, 104K 106 
hippocampal formation, 105, 105 
mechanisnl, 106 

cell asynchrony, 76 
cell count 

by autoradiography, 74 
by mitosis, 74 
of ventral-horn cells, 74K 75 

cell culture, 74, 83-84 
aggregation cultures, 105-106, 105 
bioelectric maturation, 89-95 
cerebral tissue, embryonic, 94-95, 96 
CNS tissue, 94-95 
enzymatic dissociation, 85, 87, 92 
Feulgen staining, 63 
growth cones in, 85 
histiotypic aggregation in, 86, 89 
mechanical dissociation. 95 
mutants, 104-105 
monolayer, 86, 95 
reaggregation, 105 
silver stain, 89, 91 

see also culture media; explant culture; nerve 
tissue culture 

cell death, 58, 71, 73 
function, 79 
histogenetic, 79, 109 
morphogenetic, 79, 109 
ventral-horn cells, 74, 76ff, 77 

cell degeneration 
significance of, 79 

cell differentiation, 69-71 
ablation effects, 79 
independence of rieurogenetic events, 69ff 
of neural nets, 101 1, 1012 
spinal cord regions, 73 
vs proliferation of neurons, 841 

cell division, see cell proliferation 
cell evolution, 930 
cell interaction, 100-107 
cell membrane, see tnembranes 
cell metabolism 

peripheral influences, 80-81 
cell tnigration, 69, 100-107 

cell adhesiveness and, 126 
cerebellar granular layer, 103, 103, 105 
In cerebral isocortex, 101, 101, 104, 104 
in CNS development, 100, 102, 102, 103-104 
into ventral horn, 79 
neuroblast behavior, 69, 70 
process, 103-104 
trapezoid nucleus, 103-104 

cell ~roliferation, 62-69, 100-107 
autoradiographic analysis, 64 
brain components, 65K 68, 70 
cell death and, 102 
control of, 102-103 
historical perspective, 62-63 
histology of, 63 
neural tube. 62-63 
neuroglia, 69 
patterned, 65ff, 101, 103 
rate, 102-103 

see also ventricular cell 
cell shape, 104-105 
cell turnover, 76 
cell types 

germ, 962, 968 

somatic, 962, 963 
central canal 

ciliary beat in, 58 
central nervous system (CNS) 

aberrations, 58 
amines in, 324-336 
androgen actions on, 294 
cell aggregation patterns in, 106 
cell types in, lOOff 
conduction pathways, 9 
cortical system, defined, 539 
developing, in mammals, 100-107 
electrical activity in, 222 
functional operations, 379-382, 381 
mammalian, 100-107 
morphogenesis, 58 
morphology, nonmammalian, 8-10, 9, 13 
neurons, quantity in, 12 
nonmammalian vertebrate, 9 
norepinephrine release in, 327-328 
systems analysis applied to, 380-382, 381 
tissue culture, 91-95, 96 
vertebrate and invertebrate compared, 798- 

801, 799, 800 
central nervous system development, 62 

cell migration, 1M)ff. 101, 102, 103-104 
cell proliferation, 100, 101, 102-103 
dynamics, 53, 54, 56 
macrodetermitlacy, 54 
microdeterminacy, 54 
selectivity, 58, 59 
zones, 100 

cephalopods 
dendritic field, 810 

cerebellar cortex 
cell aggregation in vitro, 106 
functional organization, 413-419 
glo~llerulus in, 430 
granular layer, cell development in, 103, 103 
internuncial neurons, 419 
rllorphological organization, 409-413 
Purkinje cells, 103, 103 
stimulation in alligator, 421 

cerebellar glo~neruli, 427, 429, 431, 435,440, 441 
as an excitatory synapse, 429 
as an inhibitory synapse, 429 
axon terminals, 427 
dendritic terminals, 427 
ultrastructure, 429 

cerebelluol, 409-426, 466, 468, 469 
as a closed-loop system, 424 
as an open-loop system, 424 
basic circuit, 409-411, 413 
function, 379, 423-424 
and motor skills, 415 
neuronal fabric of, 55 
neuronal operations in, 409-426 
neurons in, 55 
relationships of neural elements, 416 

cerebellum, fetal 
cell proliferation and migration, 101 
neuron differentiation sequence. 139 

cerebral cortex, 445, 449, 450 
brain waves, 244-2468 
evoked potential, 244-246ff, 250-254, 255 
evolution of, 7-26 
function in visual pathway, 377 
homology, 22, 361 
mammalian and nonmammalian, 10, 11. 22ff. 

24 
neuron differentiation sequence, 139 

neurogenesis, 65, 139 
ontogenetic derivation of neurons, 24 
photically responsive areas, 342, 343 
phylogeny, 19K 339 
sensory representation, properties of, 613 

see also allocortex; corpus striarut11 isocortex; 
external striatum; visual cortex 

cerebral doniinance 
aphasia and. 362 
handedness and, 362, 362 
language disorders and, 365 

cerebral hemisphere, nonmammalian, 9 
niorphology, 8-10 
sensory conduction to, 9, 16 

cerebral lesions, see brain lesions 
cerebral tissue 

conductive changes and information storage, 
225 

electrical impedence, regional modifications, 
240 

nerve tllerilbrane polyanions, 239-240 
cerebrospinal fluid 

ionic environment, 787 
turgor, 58 

cerebrum 
neurogenesis, 64 
tissue culture, 92, 94-95, 96, 98 

chain elongation factors 
in protein synthesis, 923, 924 

chelation 
free energy, alkali ion and, 687, 687 

chemoreception. 51 1, 516, 517 
silk moth (Bo t t~byx  trrori), 514, 515 

see also insect olfaction 
chemotaxis 

in nervous system, 123, 126 
chick embryo 

brachial nerve plexus, 112 
deafferentation, 143-144, 143, 144, 147 
dissociated sensory ganglia of, 84-99. 87, 88, 

90-93 
electrical activity, 144-147, 146, 148 
hatching, preparation for, 149 
innervation of limbs, 11 2 
integrated movement, 149 
motility, 142-144, 142, 144 
stimulated move~i~ents, 149-150 

chicken 
hatching behavior, 149 
pecking behavior genetically determined, 193 

child development, 176ff. 179ff 
verbal stimuli role, 183 

see also cognitive development 
chimpanzee 

EEG patterns of decision-making, 233, 234- 
236, 236 

object use by, 43. 44 
social behavior, 43, 44 
speech, lack of, 54 

see also apes (Porr~idae) 
cholesterol 

hydrocarbon chain motions inhibited by, 703 
choline acetyltransfcrase 

localization, 765 
cholinergic terminals 

organization of, 764 
chordamesoderm, 62 
chromafin cells of mammalian adrenal medulla, 

532, 533 
PNMT in, 532, 533 

cl~rotilatolysis, 73 



effects in peripheral nervous system, 81 
ventral-horn cells, 78 

see also cell death 
chromogranin 

release from adrenal medulla, 775, 775 
release from synaptic vesicles, 326 

see also protein synthesis 
chromomeres, 983-985 
chro~nophores of fly's compound eye, 497, 498, 

509 
chro~nosomal rearrangements in Drosopltila, 980 
chron~osomes, 975 

chron~eric organization, 983, 984, 984 
protein role in organization of, 1010 

chromosomes, lampbrush, 968, 974ff. 975-978 
980 

morphology and function, 974, 975, 975, 977 
chromosomes, polytene, 985, 988 
ciliogenesis 

ventricular cells, 64 
cilium 

ventricular cells, 64 
circadian rhythm, 264 
circuits 

characteristics, 384-385 
chemical, 386 
defined, 487ff 
extrinsic, 134-135 
hypothalan~ic, 208-211 
intrinsic, closure of, 132-134 
lateral inhibition, 389, 394 
models of, 385-388, 392-393 
orientation, effects, 384, 386 
questions on, 386-389, 386-388 
structural context, effects, 384, 386 
subsystems and, 386-387 

see also neural circuits 
circuit theory, 384-389 

characteristics of circuits, 384-385 
circuit element, abstract, 384 
first-order processes, 388 
input-output signal interpretation, 387, 388 
mechanistic analysis of circuits, 386-387 
neural circuits and, 389, 391, 393 
synthesis of circuits, 386-387, 387, 389 

see also electrical resistor; neural circuits 
clearing system, 415 
climbing fibers, 409ff 

functional properties, 413, 414 
Purkinje cell system and, 413, 413 

clonal commitment, 893 
CNS, see central nervous system (CNS) 
code 

defined. 574 
experimental, 574-575 
natural, 574-577 

see also neural codes 
coding, see neural coding 
codon system, 419 
Coghill, G.E. 

embryonic behavior theory, 130, 133, 139, 
141, 148ff 

cognition 
language and, 183, 367-368, 370 
Piaget and, 179 
sensorimotor, 179-181 
signal systems, 183 
Soviet concepts, 183-185 

see also perception 
cognitive development, 177 

cross-cultural studies, 180 

educational methods and, 185-186, 292-293 
environmental feedback, 184 
learning disorders and, 292 
maturation and, 180 
organismic concept, 176-177 
perceptual processes, 184 
Piaget's stages, 179-181 
Soviet theories. 183-184 
training and, 180 
verbal stimuli and, 183 

cognitive development theory, 176-177, 181 
behavioristic, 177, 181 
organismic, 176-177, 179 
Piaget, 177, 179, 180, 181, 186 
Vygotsky, 183-184 
Zaporozhets, 184 

cognitive disorders 
etiologies, 367 
Frtnktionswandel, 367 
jamais vrt phenomenon, 366 
language disorder similarities, 366-367, 371 
presqrte vcr phenomenon, 366 
simultagnosia, 366 
symptoms, 366-367 

see also language disorders 
cohesive ends 

of bacteriophage lambda DNA, 956, 957 
coincidence detection, 418 
coincidentxurrent selection techniques, 454 
colchicine 

axoplasrnic transport inhibited by, 851, 852, 
855-856 

effect on axonal flow of acetylcholinesterase, 
846, 848 

coliphage, see bacteriophage lambda 
collaterals, recurrent 

in cortex, 450, 450 
neuropil and, 451 
of pyramidal cell neurons, 448, 455 
in ventrobasal field, 452 

colliculectomy 
effect on visual perception, 323 

color contrast, 304 
Land effect, 304 

command fibers, 402-404, 408, 490ff 
in crayfish oscillatory drive system, 402 
in crayfish postural control, 402, 403, 403 

see also interneurons 
command neurons, 489,490-491, 865 
con~munication, 302 

and coding in CNS, 569-671 
interneuronal, 572 
neuroendocrine, 519-529 

see also social co~nmunication 
communication theory, see information theory 
comparative neurology, 27, 37 

ho~nology of neuronal systems, 8 
comparative psychology, 34ff 

experimental difficulties, 36-37 
learning sets, 34 
motivational conditions, 36 

see also ethology 
compartmental models of neurons, 553, 555 
compound eye, see eye, con~pound 
computers 

neurophysiological analogies, 486-487ff 
computer applications 

EEG patterns, recognition and analysis, 234ff, 
236 

concept formation, 177 
language and, 182-183 

see also cognitive development 
conceptualization, 369 

see also predication 
conditioned avoidance response 

adaptive behavior, role in, 330 
affective state effects, 330 
catecholamine depletion, effects on, 328 

conditioning 
genetic influences, 189 
 rotei in changes and, 278-289, 283-287 

conditioning, classical, 170, 171, 218 
cellular mechanisms, 260 
limbic system function and, 346 
neuron self-re-excitation and, 262, 267ff 
synaptic interaction and, 261, 262 

conditioning, operant, 171 
biochenlical changes in hippocampus during, 

282-283, 284, 285, 288 
brain wave modification by, 250, 250, 251, 

251, 254 
of CNS electrical activity, 222 
of evoked potential, 249-254, 250-253,255 
of glandular responses, 222 
of heart rate, 218-220, 219, 220, 221 
honleostatic imbalance and, 222 
of intestinal contraction, 220, 221 
reinforcement ofvisceral response, 218,219-220 
of urine formation rate, 222 

conditioning, sensory 
biochemical changes in hippocampus during, . . 

287, 287, 288 
protein changes during, 286-287, 287, 288 

conduction mechanism, see nerve activity 
conduction pathways, see nerve pathways 
conformation 

in lysozyme-inhibitor complexes, 904, 904 
noncovalent forces affecting, 901 

congruent points, see corresponding retinal points 
contrast transmission 

in fly's compound eye, 504,505,509 
corpus gangliothalamicus, 102, 102 
corpus striatum, 464, 465, 466, 468, 469 

homology, 19-20, 22-25 
non~namrnalian morphology, 10 

see also external striatum 
corresponding retinal areas 

extraocular muscle synergy and, 472 
corresponding retinal points, 477, 478, 478 

binocular parallax and, 477 
binocular single vision and. 482 
fiber connections in striate cortex, 478 
receptive field disparity, 477, 478, 478 

cortex 
binocular depth discrimination in, 471-485 
cell matrix, 449 
defined, 8fn 
for111 vision in, 471-485 
limbic system and, 346 
olfactory bulb and, 539-552 
synaptic organization in, 642, 643 

see also allocortex; isocortex; cerebellar cor- 
tex; cerebral cortex; striate cortex; visual 
cortex 

cortical field potentials 
experimental, 555, 557, 557 

cortical map 
nonorientable surface property of, 61 1412,612 
somatosensory area I, peripheral sti~nulus con- 

figuration, 613, 614 
spatial characteristics, 611-612 
tactile-kinesthetic representation 2nd haptic 



sense, 613 
cortical  napp ping, 605, 615 

homeon~orphis~~~, 608-609ff, 609 
lifting function, 614, 614 
path-lifting property, 613% 614 
somatosensory spaces and, 613-615, 614 

cortical plate 
ccll migration to, 101, 104 

cortical pyramid, 448-449, 448 
modularization. 448, 448 

cortical readout system, 454 
cortical system 

defined, 539 
corticosteroids 

long-term memory and, 273 
corticosterone, 532 
corticothalamic reflex, 453, 454, 456 
cortisol, 531 
crab (Lirir~~lrrs), see eye, conlpound 
cranial nerves 

conduction pathways, 14 
crayfish 

co~n~nand fibers in, 402, 403, 403 
giant fibers, 399, 401, 402 
interneuron, dendritic branching in, 802, 806 
interneurons, 399, 402, 402, 403 
motor neurons, 399, 401, 402, 403 
nerve-cord, 851, 853, 855 
neuropil, 399 
swimmeret, beat in, 402 
synaptic n~en~brancs of nerve cord, 716, 717 

crustaceans 
gaglionic neurons, 54 

see also crab; crayfish; lobster 
culture media, 83-84 

collagen, 86, 89, 95 
dissociation of neurons and, 86 
maturation and, 84-85 
nerve growth factor (NGF), 84, 86, 87, 89 
plasma clot, 85-86 

cutaneous nerves 
receptivc fields, 118, 119, 122, 153 
reflexes. on skin graft, 118, 120 
specification, peripheral, 117-118, 119 

see also skin grafts 
cyclohcxi~nide 

memory, effect on, 274, 274 
protein synthesis inhibition by, 273, 273 

cytometnbrane, see cell membrane 
cytoplasmic basiphilia, 806, 809 
cytotypic maturation, 84, 89 

Dale's law, 779 
data transn~ission, see neural transtnission 
deafferentation, 143 

spinal cord, chick embryo, 143-144, 143, 
144 

trigen~inal ganglion, 143 
decision-making, 492ff 

EEG paterns, 230, 233, 234-236, 236 
psychological set for, 228 

decoding 
defined, 576 

degradation 
of nlcsscnger RNA, 921, 922 

Deiters' nucleus 
antigens, 279-281, 280, 281 
i~nn~unological study of, 279-281, 280-281 

d(jh 1111 phenomenon, 342 

dendrite 
branching patterns, 801-802, 806 
defined, 547 
differentiation of, 134 
electrical properties, 860-861 
formation, 69, 70 
full action potential not required for function, 

548 
in LGB glomeruli, 431, 432 
retinal ganglia, density in, 632, 633, 634 
terminals, 427, 429, 440 
types of. 548 

dendritic branch 
electrotonic length, 553 

dendritic branching 
mathematical model, 552, 553 

dendritic neuron theory, 552-565 
dendrodendritic inhibition, 548 
dendrodendritic synapses, 552-565, 561, 562 

two-way postulate, 560, 562 
depression 

drug metabolisnl and, 328 
electroconvulsive shock and, 328 
norepinephrine deficicncy in brain and, 328 

depth perception, 471, 484-485 
animal, neural mechanisms in, 472, 484 
binocular mechanisms, 478482 
Julesz's studies of, 471-472 
neural mechanisms for, 472 
parallax as basis for, 477 
pattern analysis and, 311 
random-dot patterns, 471-472, 471 
receptive field disparity role, 478 

dermatome 
representation in sonlatosensory area 1, 606, 

608 
development, hormonal, 197 
development, neural, 53-61 
dichroic absorption properties 

of fly's compound eye, 497, 498, 509 
diencephalon 

cell proliferation, 65ff 
neuronal origin, 65ff. 70 

see also epithalamus; thalamus 
dinitrophenol, 681 
diplopia, 479, 482483 
disfacilitation 

in Purkinje cells, 423 
disparate retinal points, 485 

see also corresponding retinal points; recep- 
tive field disparity (vision) 

displacement behavior, 209 
electrically stimulated behavior similar to, 209- 

210, 209, 211 
dissociation factor 

in protein synthesis, 923, 924, 924 
division of labor, 44 
DNA 

of bacteriophage, 994 
of bacteriophage lambda, 955-957, 956, 957 
content per cell, 985-988, 987, 988 
content per gene, 980, 981, 981 
content per nucleus, 988 
denaturation and annealing of, 992, 992, 993, 

994, 994 
of E. coli, 956-958 
evolution of, 920 
gene expression control, 884 
histones and, 981 
lambda, 958% 959, 960 
prophage, 957 

protein recognition system, 935-962 
profile of, 999ff, 1000-1003, 1008-1010 
protein reprcssor interaction, 884 
pulse-labeled, 1002 
recognition sequences in E. coli and bacterio- 

phage lambda, 958-960 
repeated sequences, 963-965, 991-994 
repetitious, evolution of, 965ff 
sequences, coevolution of, 965, 966, 968, 969, 

970 
subunits of, 999-1003 
translocation, 884 
transposition, 884 
virus and, 930, 931 

see also genc, master; gene, slave; protein 
DNA, chron~osomal, 999-1010 

adenine-thymine segments, 999, 1002, 1005, 
1006, 1008, 1010, 1011 

2-tnicron subunits, 1001, 1003, 1004, 1006- 
1010 

primer-initiator subunit, 1003 
replication, 1001, 1002, 1003, 1004, 1005-1006, 

1005, 1007, 1008, 1008, 1009, 1010 
satellite, 999, 1007, 1007, 1008, 1009 
7S subunit 1002, 1005, 1006 
80s subunits, 999, 1000, 1001, 1003 

DNA, duplex, 991 
DNA, mitochondrial, 827-828 

gene products, 829 
DNA, neuronal 

synthesis, 67, 122-123, 156 
DNA, repetitious, 964, 965 

evolution of, 965, 966 
DNA ends 

of bacteriophage lambda, 955, 956, 956, 957, 
957 

of prophage, 957, 958 
DNA replication, 841, 994, 994, 999 
DNA-protein recognition, 955 
domain hypothesis, 894, 896, 896 
dopamine, 769, 770, 770 

appetitive behavior, effect on, 329 
release, 326 
reproduction of rats, role in, 526 
in telencephalon, 327 

see also epinephrine; norepinephrine 
dorsal spinoccrebellar tract (DSCT) 

information transfer efficiency, 624-625 
input-output relationship, 618. 619 
linearity of input-output relationship, 618% 

619 
neuronal firing pattern in, 619-620, 620, 622ff 
neuronal firing threshold in, 622 
neuronal excitation. 618, 619 
second-order neurons in, 617, 619 
simulation of output rates, 577 
synaptic coupling specificity, 617-618 

double vision, 479, 482-483 
drinking 

stin~ulus-bound, 210ff 
drive state 

function, 216 
self-stimulation and, 210-211 
stimulus-bound behavior and, 210-21 1, 214 
reinforcing stimulus and, 216, 216 

Drosop/rila 
chro~nosomal rearrangenlents in, 980ff, 980 
paramutation in, 968 

duck 
in~printing and adult sexual choices, 1'11 

DSCT, see dorsal spinocerebellar tract 



E. coli 
DNA of, 956, 957 
elongation factors in, 923 
lactose metabolism in, 947ff, 947 
recognition sequences in DNA of, 958-960 
ribosomal structure, 913ff, 913 
ribosotnal subunits in, 926 

EAG see electroantennogram 
eating 

stimulus-bound, 210ff 
ectoderm, 62 

see also neural plate; neural tube 
educational methods 

cognitive developnlent and, 185-186 
learning theories and, 185-186, 292-293 

EEG analysis 
of alerted cat, 230, 231, 232 
autospectral, 229 
by computer, 234% 236 
cross-spectral analysis coherence, 288, 230ff, 

232 
of monkey, 232-233, 233 
mathematical techniques, 228-229 
phase relations, 226-228 
prediction of motor responses from, 233-236, 

294 
of short epochs, 229ff 
step-wise discriminant analysis, 237-238, 238 

EEG patterns, 224-243 
amplitude distribution, 225-226, 227, 228 
in cerebral systems, interrelationships, 228- 

232, 232 
of decision making, 233-236, 236, 238, 294 
during psychological stress, 233-239, 237 
stepwise, 238, 239 
during visual discrimination, 232-233, 233 

see also brain waves 
electrical brain rhythms, see brain rhythms, 

electrical 
electrical brain stimulation, 172, 173 

behavioral responses, 355 
EEG and, 225-226 
genital responses, 351, 355 
hypothalamus, 208, 211, 212, 215 
of limbic system, 351, 377 
motivational reactions, 208 
"reinforcing brain systems", 208,214-215,215 
social signal analysis by telestimulation, 355 
telestimulation, 355 
vocalizations elicited by 353% 354, 359 

see also stimulus-bound behavior 
electrical resistor 

behavior, 384 
system representations of, 385 

see also circuit theory 
electrical systems, see circuit theory 
electroantennogram (EAG), 512, 516 
electroconvulsive shock 

retrograde amnesic effects, 273-274 
electron microscope 

cell culture preparation for, 95 
neural circuit mapping applications, 389, 390, 

391 
scanning, 389-393, 390, 391 

electron transport 
in mitochondria, 831-832 

electronic data processing, see computer applica- 
tions 

elicited behavior, see stimulus-bound behavior 

embryo 
archenteron, 62 
motility, 141-151 
nervous system, topographic mapping in, 108 
neural tube origin, 62 

see also chick embryo; monkey embryo; 
motility, embryonic; nerve-fiber connec- 
tions; nerve-fiber growth; etc. 

embryogenesis, 290 
emotion, 302 

affect and, defined, 337 
biogenic amines and, 324-336 
brain correlates, 338% 347 
brain waves and, 236 
defined, 337 
electrical brain stimulation and, 208 
limbic system functions in, 339ff 
triune brain and, 336-349 

see also affect 
emotional cerebration, 337 

see also affect 
endocrine action 

on neurons, 78 
endocrine cells, 519ff 

communication properties of, 530, 531 
control of by innervation, 520, 522 
control of by neurosecretory neurons, 521 
information transfer, 531 
neural control by innervation, 520-521, 526 

endocrine transducers, 527 
see also neuroendocrine transducer cells 

endoplasmic reticulum, 678 
axon regeneration and, 806, 808, 810 
neuronal protein synthesis and, 808 

endplate potential 
histograms, 775 

see also motor endplate potential 
ensheathment, see glial ensheathment, myelin 

sheath 
entopeduncular nucleus, 465, 467 
environment 

behavioral development affected by, 190-193 
enzyme 

mutation effects, 815 
see also species of etlzymes 

ependyma 
cell differentiation, 64 

ependymal zone, 63 
epidermal growth factor (EGF), 822 
epidermis, 62 
epigenesis, 292-293 
epilepsy 

affects during seizure, 341-342 
aura, 342 
dijh vr1 phenomenon, 342 
hippocampus and, 341 
isocortex functioning during seizure, 342 
limbic cortex and, 341, 342 
memory and, 342 
perception during seizure, 342 
psychomotor, 341 

epinephrine, 324, 531, 532, 532, 533, 533 
emotion, role in, 324-325, 327 

see also norepinephrine 
epithalamus 

neurogenesis, 65, 67, 70 
proliferative gradients, 67 

epithelium 
epithelio-mesenchymal interactions, 80 
mitosis in, 63 
synaptic junctions, "tight," 722 

see also spongioblasts 
episynaptic interaction 

synaptic consolidation, role in, 263, 263 
EPSP (excitatory postsynaptic potential), 452- 

453,459ff 
"all-or-none", 459-460, 460 
alternation with IPSPs, 450,461-462,461,462, 

467, 468 
amplitude and neuron-firing characteristics of, 

623ff 
characteristics of, 459 
correlated spike discharges and, 580 
cortical cell response, 645, 646 
duration and cell threshold, 639, 640 
elicited by septa1 stimulation, 346, 347 
heterosynaptic facilitation, 263 
from lateral geniculate relay cells, 638-639, 639 
membrane potential, effect on, 583, 584 
in monkey, 346, 347 
muscle stretch effect on, 621, 621 
motor neuron spike trains and, 446 
regular and irregular, 584 
short-latency, 462 
summation, noncommutative. 578 
unitary, of second-order neuron, 621 
in thalamus, 463-467 
in visual cortex, 642 

see also IPSP (inhibitory postsynaptic poten- 
tial); PSP 

equilibrium dialysis, 948 
ergodic processes, 601, 603 
erythrocyte 

amphiphilic spin label orientation, 698 
escape response, see avoidance behavior 
estrogen, 532 

lordosis reflex and, 199 
ethology, 188, 194 

adaptation and, 41-42 
hierarchical structure of behavior, 177, 178 

see also adaptive behavior; animal behavior; 
comparative psychology 

eukaryotes, 
chromatid, 973 
chromosomes of, 884, 962, 974, 998-1013 
differences between prokaryotes and, 873, 

962, 963 
differentiation in, 898 
differentiation systems in, 885 
DNA in, 884, 964, 965-970 
genes, arrangement and evolution of, 

884, 962-972 
mechanisms in, 873 
molecular genetics in, 884 
multiple genes in, 885 
mutation rate in, 977, 977 
protein systems, 883-884 
recessive point mutants in, 994-995 
recombination in, 980 

eukaryotic chromosomes 
structure and replication, 998-1013 

evoked response 
bioelectrical origins of, 243-248 

evoked potential, 243-259 
averaged, for cats, 251 
behavior and, 248-249 
coding and, 243-249 
criterion response, in cats, 255 
flash-, 253, 256 
independence of cortex and geniculate, 255, 

256 
late-wave conditioning in humans, 250 



tilean amplitudes, 252 
neural coding and, 254 
operant conditioning of, 249-254,250-253,255 
origins, bioelectrical, 243-248 
sensitivity to optical patterns, 312 

evolution, 54 
adaptive trends, 40-41 
of brain and behavior, 5 4 7  
study of, 5-7 
theory. 3940  

see also phylogeny 
evolution, extracellular 

of replicating n~olecules, 927-945 
evolution, precellular 

of IINA, 930 
of RNA virus, 930 

evolution, primate 
fossil record, 40 
hunian, 42 
living forrns, 40 
theory, 39 

evolution theory, 7-8, 3940, 4546 
time scale influence on, 40 
synthetic theory, 39 

evolving n~ovement theory, 424 
excision, 953, 959, 960 

of bacteriophage lambda DNA, 957, 957 
excitatory junction, 574-575 
excitatory postsynaptic potential, see EPSP (ex- 

citatory postsynaptic potential) 
exocytosis, 726, 776, 872-873 

in adrenal medulla, 775-776 
synaptic vesicles and, 725 

experiinental code 
defined, 574-575 

experinlental procedure, see ~ilethodology 
explant culture, 83-84, 91, 97, 104 

bioelectric development, 85, 92ff 
CNS tissue, 91-94 
nerve fiber outgrowth, 85 
synaptic function and connections, 92, 94, 97 

see also cell culture; culture media 
external striatum, 16 

embryonic development, 23, 24 
honiology, 18, 22, 24 
neuroblast migration, 23, 24 

exteroceptive feedback, 408 
in grasshopper flight control, 405, 406 

extracellular space 
between neurons and neuroglia, 784, 787, 792 

eye 
connection with brain, 118-119 
nerve fiber connections of rotated eye, 
120-122 

eye, compound, 497,498, 509 
of fly, 494-509, 497 
inhibition effects on signal transn~ission in, 627 
lateral inhibition in, 389 
light flux n~odulation, 499 
light-shadow transitions on model of, 392 
n~ovement perception in, 501 
of .4l1tsca, 497 
neuron firing characteristics, 624, 666 
optical representation in, 500, 501 
sensitivity distribution in, 503 
visual transduction in, 391ff. 393 

st.e also ommatidia; optical ganglion lainina; 
optic cartridges; rhabdomeres 

eye dominance 
receptive fields of striate neurons and, 
476477 

fact 
defined, 337 

fasciculation, 85, 89, 111-112 
see also explant culture; nerve fibers; or- 
ganotypic maturation 

fatty acid, see lipid 
"feature detectors," 305, 308, 311-312 
Fechner's law, 303, 304, 306 

see also Weber's law 
feedback 

exteroceptive, 408 
in grasshopper flight control, 405, 406 
loops, 385, 386 
positive feedback network, 398 
system, 419 

fetal brain 
cell migration in, 101, 102, 102 
corpus gangliothalanlicus, 102, 102 

fibers, see 111uscle fibers; nerve fibers 
fibrocytes, 84 

in vitro developn~ent, 85 
see also spindle cells 

firing, 270, 648 
control calculations, 653K 654, 655, 656, 657 
control of, 295 
ergodicity, 601, 603 
probability, 653 
frequency coding, 598, 601, 602, 603-604 
by internal stimuli, 346 
latency of response, 244, 245 
PST histograms, 649, 651 
rate, input intensity and, 618ff. 619 
single-cell probability of, 244, 246-247, 246, 

247, 248 
see also spike 

firing pattern 
brain waves and, 226-228, 228, 229 
detection of change in, 648 
DSCT neurons, 619-620, 620, 622ff 
EPSP amplitude and, 623ff 
inforillation transfer efficiency and, 627-628 
inhibitory input effects, 625-627, 626, 627 
models, 6228 
of  muscle spindles, 623, 623 
physiological significance, 624-625 
serial dependencies in, 620, 622 

see also spike trains 
fish 

nerve regeneration, 154-155 
Mauthner neurons, 398, 398 
phylogeny, 27-28, 28 
reciprocal inhibition network, 398, 398 

fluorodeoxyuridine, 1005, 1006, 1008, 1009 

fly 
conlpound eye, 494-509 
flight motor neuron, 400 
pattern generators, 399 
rhabdomeres in eye of, 495ff 

forebrain, avian, 15, 19K 20 
auditory system, 22 
visual system, 20-22, 22 

see also avian brain 
forebrain, marnnlalian, 19 

function, 10 
ho~nology, 18-20, 22 
phylogeny, 10, 12 

forgetting, 165-167 
see also menlory 

form perception, 310ff 

colliculectomy effects, 323 
contour analysis, 476 
de-striation effects, 323 
distortion, 313, 313 
Frazier "spiral," 310, 311, 313 
inhibitory effects of inappropriate stimuli, 476 
pattern recognition and, 472 
split-brain effects on, 322 

frequency sensitive gate 
nucleus reticularis thalami as a, 452 

fossils. 40, 45 
living forms and, 40 

Fourier transform 
spike train analysis by, 595-596 

fractionation techniques 
subcellular, 761-768 

Frazier "spiral," 310, 311, 313 
frog 

cell differentiation, ablation effects, 79 
climbing fibers, 410 
mating calls, 394 
photic regulation of melatonin synthesis, 534 
pineal cells in, 534 
reflex, misdirected, 117-1 18, 120, 121 
retina, 394 
rotated skin grafts, 117-118, 120, 121, 153 
"san~eness" neurons in optic tectum. 378-379 
wiping reflex, 153 

see also skin grafts 
functional adaptation 

of neurons, 843 
functional analysis 

of 16s ribosotnal RNA, 917, 918 
of 30s ribosotnal proteins, 916, 917, 91 7 

F~r t tk t io~~s~uat~de l ,  367 
see also cognitive disorders 

GAUA (gainma-amino butyric acid). 770, 770 
binding sites in nerve, 793, 794 
biosynthetic pathway, 772 

gamma globulin, see in~nlunoglobulin 
ganglia 

dissociated sensory, 87, 88, 90-93 
nlollusk and crustacean, 54 
nerve growth factor inhibition, effects of, 816- 

817 
ganglia, arthropod, 397409 

genetically programed structures and 
functions, 489 

hierarchical organization, 403, 408 
neuronal impulse-burst capabilities, 398, 403 
pattern generators, 397, 398, 399, 402, 404 
sensory filters, 397, 404 

ganglia, cardiac, 387-388, 389 
decomposition, 388-389 
input sources, 395 
orientation in lobster, 394 

ganglia, retinal, 631 
biochemical specificity, 120 
cell adhesiveness in, 123 
dendritic density of, 632, 633 
differentiation, 122 
neurogenesis, 120-122 
nonlinear signal summation in, 636 
optic tectunl connections, 120-122, 123, 124 
receptive field center, 631, 632, 636 
receptors, excitation of, 631 
sensitivity, dcridritc dc~rsity arid, 632, 634 
sensitivity to stimuli, 632 



specification, 120% 756, 757 
specification of connections, 122 
stinlulus intensity-response curves, 632, 635- 

638 
ganglia, spinal, 62 

cell cultures, 84-85, 87-88, 90-93 
ganglia, sympathetic, 62 
gene 

activity, 823 
amplification, 963, 966, 968 
conversion, 897, 897 
conversion, "democratic," 969, 970 
DNA content, 980-981,981 
duplication, 893, 894, 896, 927-928 
expression in brain cells, 873-874 
eukaryotic, arrangement and evolution of, 

962-972 
mispaired, 968ff 
multiple, 884, 897 
number per genome, 989 
recombination, see gene, master; gene, slave 
regulatory, 946ff 
reiteration, 966, 967 
series, see gene family 
structural, 946ff 
translocation, 893,893,925,960,963,966,970 

gene, master, 968-969, 969, 974 
mutation, 977% 977, 979 
recombination, 977ff. 979, 980,981, 982 
structure of, 968 
theory of, 975-998 

genes multiple 
coevolution, 966ff 

gene, Mendelian 
chromomeres and, 983-985 

gene products 
int, 958, 959 
xis, 958, 959 

gene, slave, 769, 974 
recombination and, 982, 983ff 
reconstitution, 980 
structure of, 968 

gene expression 
in brain cells, 676-677, 873-874 
in nervous system, 812-827 

gene family, 973ff 
in Drosophila, 981 
duplications and, 982 
linear DNA and, 973 
in prokaryotes, 974, 974, 980 
recombination of, 979-980 
size alterations in, 985, 986-987 

gene product 
i t t t ,  957, 958, 959 
xis, 957, 958, 959 

generative grammar, 178, 368-369, 369 
genetic control 

and repressors, 946954 
genetic deternlinants of behavior, 189-190, 192 
genetic determination 

neuronal connections and, 126-127 
genetic disorders 

of sexual development, 196, 197% 200 
phenylketonuria (PKU), 189-190 

genetic inducer, 948-952 
genetic induction 

in vitro, 950 
nature of, 951, 952, 952 

genetic operator, 946-948. 952-953 
repressor affinity for, 950-951 

genetic preadaptation, 73, 76 

genetic promoter, 948, 950 
genetic recombination, 960 
genetic repressor, 947, 948, 952 

affinity for operator, 950, 951 
bacteriophage lambda, 950, 952, 953 
binding to operator DNA, 949 
lactose as, 950, 950, 952, 953 
nature of, 948, 949 

genetics 
of antibodies, 885-900 
behavior, 189-190 
and neurosciences, 925 

geniculate body, see lateral geniculate body; 
medial geniculate body 

genital display 
cerebral representation, 352 
innate and learned components, 352 
in squirrel monkey, 351, 351,352 
as social signal, 351, 351, 352 
vocalization and, 354-355 

Gestalt theory 
of behavioral development, 290 

giant fibers 
of crayfish, 399, 401, 402, 403,404 

gibbon, 43 
glandular secretion 

neurosecretion and, 779 
neurotransmission and, 774 

glandular responses, see learned glandular re- 
sponses 

glia, see neuroglia 
glial capsule, 427, 435, 446 
glial ensheathment, 782ff 

"~oos~," 784-787, 791-794 
specializations of, 787 
types of, 783 

see also myelin sheath; neuroglia; Schwann 
cells 

glioblasts, 69 
goal-directed behavior 

forebrain role in, 10 
globus pallidus, 465 
glomeruli 

geniculate, 434 
in LGB, 432 
of olfactory bulb, 541, 546, 547, 549 
pulvinar, 436 
synapses in, 431433 
thalamic, 435-438 

glucocorticoids. 533 
glutamate 

as neurotransmitter, 770, 771 
glycolipid 

carbohydrate residue on neuronal surface, 748 
cellular localization, 750 
in nervous system, 747 

glycomacromolecules 
brain, 747-760 
on cell surfaces, 750, 751, 752 
cellular localization, 750 
interneuronal recognition and, 747-760 
at synapses, 751, 752 

see also glycoproteins 
glycoproteins 

acetoxycyclohexin~ide and, 751. 753, 753 
in brain, 750-751, 754, 755, 756 
carbohydrates and, 748, 749 
cellular localization, 750 
degradation, 749-750 
developnlental studies, 753 
hterneuronal recognition, role in, 750 

nietabolism, 748-750, 751, 753, 754 
polysaccharide chains, 748 
precursors, 754, 754 
structure, 748, 749 
transport, 753, 754 
turnover at nerve endings, 753, 753 

glycoprotein synthesis, 748, 751 
synapse formation, role in, 754 
acetoxycycloheximide and, 753 
brain maturation and, 751,753K 755, 756 

glycosyl transferases, 748 
in brain, 751 
polysaccharides and, 757 

Golgi cells, 411,419, 427ff 
axon inhibition of granule cell dendrites, 429 
axon terminals, 427, 429, 429, 440 
dendritic terminals, 427, 429, 440 
as feedback system, 419 
as gating device, 419 

Golgi type I1 cells 
description of, 431, 433, 435 
inhibitory effects of, 433 
as local circuit, 445 
as part of module, 449 

gonadotropins, 530 
gradients of inducers 

retinal and tectal cell specification by, 756% 
757, 758 

grafts, see skin grafts 
grammar, transformational, 178, 368-369, 369 
granule cells, 65,69, 70,411,413, 414,416,418, 

419, 559,560,562,563 
activity, 560 
dendrites, 541, 544, 546-549 
dendritic excitation by mossy rosettes, 429 
dendritic inhibition by Golgi cell axons, 429 
dendritic terminals, 427, 429, 440 
developmental sequence, 103, 103 
functional properties, 415 
of olfactory bulbs, 541, 542, 544, 546, 547, 

549,550 
grasshopper 

courtship behavior, 407-408 
flight control, 397,398,398,399,40446,490 
leg control, 407 
pattern generators, 399-408 
proprioceptive feedback, 405,407 
stretch receptor, 404406, 405, 489 
visual control of roll reflex, 405, 406 

growth cones, 131, 132, 133, 134 
GTP (guanosine triphosphate) 

as energy source, 828 

habenula 
neurogenesis, 67, 70 
neuron types in, 67 

see also epithalamus; ventricular zone 
hamster 

cell growth in vitro, 74 
destriate, 323 

hand skills 
cerebellum evolution and, 45 

handedness 
aphasia and, 362 
cerebral dominance and, 362, 362 
reversal in rats, 281-285, 282, 284 

haptics 
defined, 613 

hatching behavior 



in chickens. 149 
heart rate training, operant, 218-220, 219, 220, 

22 1 
behavioral consequences, 221-222 

Hering's law, 472 
hermaphroditism, 205 
heterosaccharides, 756 

surface, of retinal and tectal cells, 756 
heterosynaptic facilitation (HSF), 263-264 

episynaptic action and, 263 
as a memory mechanism, 263-264 
minimal latency, 264 
optimal interstimulus interval, 264 
specificity, 263-264 

HIAA, see hydroxyindole acetic acid 
hind-limb 

cortical representation, 606,608,608, 609,610, 
61 1 

HIOMT, see hydroxyindole-0-methyl 
transferase 

hippocampal formation 
cell alignment, 105 
cell pattern, reaggregated, 105-106, 105 
cell proliferation, 68 
differential action on neuron inputs, 345& 346 
intracellular recordings, 347 
neurogenesis, 64, 65 
olfactory stimuli elicitation of EPSPs, 346, 347 
pyramidal cell firing, 226-227 

see also area dentata; hippocampus; retro- 
hippocampal formation; septum; subiculum 

hippocampal gyrus, 345 
functions, 342-343 
photic stimulation of, 342, 343, 344 

hippocampus 
amnesia from electrical stimulation, 172 
amnesia from lesions, 172, 173 
EEG data from, 231 
epileptogenic focus, 341 
location of, 68 
memory, role in, 231-232 
memory stimulation in, 173 
neural circuit interactions, role in, 229ff, 233, 

346,347 
neuronal origins in, 68 
neurons and learning, 282% 284, 287 
protein in, neuronal, 282, 284, 285, 288 

see also hippocampal gyrus 
histiotypic aggregation, 86, 88, 89 
histograms, cross-interval, 651K 654-658 

peristimulus-time, 649& 651, 659 
histones, 981, 982, 983, 985, 1010 
homeostasis 

visceral conditioning and, 222 
Homo erectus, 44 
homologous response, 110, 153-155 

to homonymous muscles, 109-110 
honlology 

antibody regions, 894, 894, 895 
brain, 11 
cerebral cortex, 361 
corpus striatum, 19-20, 22-25 
forebrain, 10, 18-20, 22 
lemniscus, 14 
mesencephalon, 16-17 
neocortex, 18 
neuronal systems, 8 
regions, 896, 896 
responses, 153-155 
rhombencephalon, 10 
thalamus, 14 

vocal system, 357 
homosexuality 

hormonal influences on, 200 
hormones 

adrenocorticotrophic (ACTH), 333 
behavioral maturation, role in, 293-294 
cortical synapses and, 333 
deficiencies, 197-199 
gene activity and, 823 
influences on sexual behavior, 196-207 
sexual development affected by, 196-207 
and social behavior, 201-205, 202-204 
steroid, 333 
testicular, 199-205, 204 

see also names of specijic hormones; neuro- 
hormones; testosterone 

horopter, 477& 478 
hydrogen bonds 

in lysozyme-inhibitor complexes, 904 
in proteins, 902, 903, 903 
in ribonuclease-nucleotide interactions, 907, 

908 
hydrocarbon chains, 701-703 

double bonds, 702-703, 702 
low-energy conformation, 702, 702 
melting, 701-702 
molecular fluidity and, 703 
motion increased by cholesterol, 703 
unsaturation and perpendicular transport, 704- 

705 
hydroxyindole acetic acid (HIAA), 535 
hydroxyindole-0-methyl transferase (HIOMT), 

534,535 
hyperplasia, 78, 79, 80 
hypophysiotropic hormones, 531, 532 
hypophyseal portal system, 525, 526 
hypoplasia, 78 
hypothalamus 

electrolytic lesions between brainstem and, 
211-212 

neural circuitry for drives, 291 
neurohormones released by, 521, 527, 530ff 
neurosecretory system, 778-779, 778 
stimulation effects, 208, 209, 211, 212, 215, 

216 
hysteresis 

in insect muscle control, 406-407, 407 

identical retinal points, see corresponding retinal 
points 

immune response, 885ff 
adaptive, 885 
diversification in, 893 
translocation hypothesis, 893 

immunity 
mechanisms, 884 

immunoglobulin, 885& 995-996 
7s antibody increase in, 885 
antigen-binding function, 894, 895 
effector functions, 895 
gamma G, 885& 886, 895 
gamma M, 885, 885 
synthesis of, 885ff 

see also amino acids; antibodies 
imprinting, 190-191 
individuality, sense of, 342 

aura and, 342 
limbic system and, 346 
neural mechanisms, 342ff 

self-orienting nature of affect and, 346 
information 

from spike trains, 587 
information processing, 486-487, 489 

hierarchical, 492ff 
information registration 

defined, 164 
information retention 

defined, 164 
information retrieval, 173 

defined, 164 
in primary memory, 166, 168 
in retrograde amnesia, 164 
in secondary memory, 167-168 
in tertiary memory, 167-168 
puromycin effects in, 275 

information storage, 163 
and amnesia, 164 
in CNS, 397 
in primary memory, 166 
in secondary memory, 166, 168 
in sensory memory, 165 
in teritary memory, 167 
nerve membrane structure and, 240 
neuronal sites of, 260-261 
nonsynaptic, 264-270 
by synapses, 261-264, 262, 263 

information theory, 355-356, 572 
dominance behavior and, 356-357, 356 
neural transmission and, 624 
neurophysiological application, 572-574, 573, 

574 
social communication and, 355-357 
stochastic analysis of bidirectional communi-r 

cation, 355-356, 355, 356 
information transfer, 173 

brain electrical rhythms and, 224 
in cerebral systems, 232 
efficiency, firing pattern and, 627-628 
interneuronal, 665-666, 667 
retrograde, 79, 80 

information transmission (in nervous system), 
see neural transmission 

information updating 
in ventrobasal cell matrix, 446 

inhibition, 492 
excitation and, 491-492 
reciprocal, 393 
recurrent, 490 
functional, 491 
lateral, of mitral cells, 562 
self-, of rnitral cells, 562 

see also IPSP; lateral inhibition 
inhibitory postsynaptic potential, see IPSP 
initiation factors 

in protein synthesis, 923, 924, 924 
innervation 

limbs, 112 
muscle cells, 11 1 
rotated skin graft, 117-118, 119, 121 
and spinal cord of chick embryo, 80 

see also nerve-fiber connections 
insect olfaction, 511-518 

Poisson distribution and, 515-517, 515 
receptors, 511, 512-513, 513 
signal-noise ratio, 515 
transduction, 516-517 
receptor cell response threshold, 512, 514-516, 

51 5 
insects 

acetylcholine effects in nervous system, 792 



antennae, 512, 516 
eye of. 494-5 11 
ganglionic neurons, 798, 799, 800 
motor-control systems, 490 
muscle, 407 
01factk)ry receptor cells, 513A; 513 
sensillun~, 513, 513 
sensillu~n liquor, 513, 514 
sexual attractant, 512-513, 517 

see also pheron~ones; silk moth (Bontbyx 
mori) 

insertion-excision system 
in prophage, 960 

instinct, 189 
instrumental learning, 218-223 

see also conditioning, operant 
insular cortex, 344-345, 346 

auditory units, 344 
sotnatlc units, 344 

insulin, 531, 532 
and NGF, 821-822 

intelligence 
concrete, 179-180 
fornlal operational, 180 
human, 176-188 
preoperational, 179-180 

see also cognition 
Intensive Study Programs, v-viii 
interference theory, 166-167 

proactive inhibition, 166-167 
retroactive inhibition, 166-167 

see also forgetting; learning 
intermediate zone, see mantle zone 
interneuron, 130, 411, 413, 420 

brain development, role in, 67 
crayfish, 399, 402-404, 402 
defined, 409 
ontogeny, 411, 413 
origin, 65 
phylogeny, 411 

interneuronal interface 
thalamic, 465-469 

interneuronal recognition 
glycon~acro~~lolecule role, 750, 758 

internuncial neurons 
of cerebellar cortex, 419 

intertubular canals. 845, 846, 847 
intestinal contraction 

operant conditioning of, 220, 221 
invertebrates 

central neurons of, 798-811, 799, 800 
nerve-cell maps, 801 
nerve ensheathment, 791 
nervous systems of, 260,276 
neural conduction in, 791 
neural transmission in, 720-721 

see also insects 
ion carrier 

peptide, 870 
solvation change, 869, 870 

ion injection, 681-682 
ion transport 

alkali-, 691ff 
membrane fluidity role, 703-704 
mitochondrial, 830-831, 830 
rate-limiting step of, 695 
relaxation spectrometry for study of, 695 
solvation and conformation changes, 869, 870 

see also membrane; permeation 
IPSP (inhibitory postsynaptic potential), 452, 

453. 458ff 

alternation with EPSPs, 450, 461-462, 461, 
462, 467, 468, 578, 578 

attenuation, 462 
mean rate influence on, 579 
mitral cell nletnbrane hyperpolarization and, 

544 
neuron discharge synchronization, role in, 

460-462, 460, 461, 462 
thalarnic stinlulation and, 463ff 
in thalar~locortical afferents, 459 

see also EPSP; PSP 
isocortex, 464-466 

homology, 17, 22, 24 
limbic system, dichotomy of function with, 

34 1 
neurons, 65, 66 
phylogeny, 19, 22-25, 24 
stimulus discrimination in, 345, 347 

see also external striatum 

,jamais vu phenomenon, 366 
see also cognitive disorders 

juxtaglomerular cells 
of mammalian kidney, 532 

Klein bottle 
characteristics, 612 
as cortical model, 612, 612, 613 

Korsakoff's psychosis, 169, 170, 173 

L-ascorbic acid synthesis 
in birds, evolutionary trends, 31ff. 33 

labor, division of, 44 
labyrinthodonts. 28-29, 29 
lactose (lac) 

genes, relative size of, 950 
operon, 947-948 
phenotypic complexities, 953 
region of E. coli, 947ff, 947 
repressor, 948-950, 950, 952, 952, 953 
transport, 704 

lactose operon, 947-948, 947 
Land effect, 304 
language, 181-182, 184, 302, 361-371 

biological origins, 181-182 
brain correlates of, 361-371 
brain topography and, 362, 367 
characteristics of, 181, 368-370 
cognition and, 182-183, 264-365, 364, 365, 

367-368 
color recognition and, 182 
concept formation facilitated by, 182-183 
critical periods of learning, 292 
development of, 181-182, 183, 291, 292 
etiology, 365-366 
evolution of, 45 
"naming" adaptation, 45 
neurological correlates, 363ff 
origin of, 45 
recognition and, 366-368 
second signal system of, 183 
simian, 45 
skills, dissociability of, 364, 364, 365, 365 
sound patterns, processing of, 369 
speech and, 364, 365 

speech praxia, 365 
stimulus-response (S-R) models of behavior 

and, 177 
symbolic processes, 183 
vocal systenl and, 357, 359 
word-presence, 365 

see also cognition; linguistics; speech; vocal- 
ization 

language capacity, 291 
characteristics of, 368-370 
ineradicability of, 365 
vocal-tract structure and, 363 
neuroanatomy and, 361-363 
brain activity patterns and, 362, 365 
brain size and, 361-362 

see also speech 
language disorders, 363, 367 

brain lesions and, 361ff, 367 
cerebral dominance and, 362, 365 
cognitive disorder similarities, 366-367 
etiology, 365-366 
language-specific computation, test of capacity 

for, 370 
logorrhea, 365 
symptom dissociability, 364-365, 364, 365 

see also aphasia; cognitive disorders; speech 
disorders 

language knowledge, 370 
defined, 364, 365 

lateral geniculate body (LGU) 
degeneration in, 345 
evoked potential in, 256, 256 
glomerular synapses in, 431,433,433,435,441 
presynaptic inhibition in, 433 
recurrent inhibition in, 640, 642 
response to inhibitory input, 640, 642 
receptive-field inhibition, 640, 642 
receptive fields, 638, 639 
synaptic organization of transmission in, 638- 

642,646 
see also medial geniculate body 

lateral inhibition, 419 
analysis by circuit theory, 389, 392 
in flies, 399 
of mitral cells, 562, 563 
in olfactory bulb, 549 
in peripheral sensory systetns, 394 
in retinal ganglion cell, 636-638 

learned glandular responses, 218-223 
learned responses 

electrical brain rhythms and, 224-243 
learned visceral responses, 218-223 

heart rate, 218-220, 219, 220, 221 
homeostasis and, 222 
intestinal contractions, 220, 221 
reinforcement of, 218, 219-220 
specificity of learning, 220-221 

learning, 162, 193-194, 218-223 
affective state and, 331, 332 
biogenic amines and, 332, 324-336 
nlenlory and, 164 
biochemical changes in neurons during, 278, 

281-288 
brain response patterns and, 295 
brain rhythms and, 224-243 
critical periods for, 292 
disorders, 292 
genetic differences and, 189 
glandular, 222 
innate propensities and, 194 
instrumental, 218-223 



memory consolidation and, 189 
memory establishment following, 272-277 
motor, 167 
neural mechanisms, 260 
norepinephrine release and, 333 
observational, 191 
perceptual, 171 
phylogenetic comparisons, 194 
protein changes in, 278-289, 283 
skeletal, 218-220 
specificity, 220-221 
plasticity and, 162 
SlOO protein and, 285-286, 285, 286, 287ff 
protein synthesis during, 333, 823 
RNA synthesis during, 823 
self-preservation, role in, 193 
stability and, 162 
trial-and-error, 192-193 
verbal, 167 

see also cognitive development; condition- 
ing; nlernory 

learning retention 
actinonlycin effects, 273 
protein synthesis effects, 272, 272 

see also memory 
learning theories 

American, 177-179 
education and, 185-186 
Soviet theories, 183-184 
stimulus-response theories, 177 

see also cognitivedevelopment theory; Piaget 
learning set, 34 

comparative development, 35 
evolutionary trends, 34-36, 36 

lemniscus, 11, 13 
glo~neruli and, 433 
homology, 14 
nerve fiber terminal patterns, 446 
neurons, functional characteristics, 446 

lemniscus, nledial 
tactile-kinesthetic function, 605ff 

Lewis blood group 
fucosyl transferases and, 748 

leucine 
incorporation into acidic protein during learn- 

ing, 281-285, 284, 285 
incorporation into neuronal protein during 

conditioning, 286-287, 287, 288 
LGU. sce lntcral gcniculatc body 
ligand 

substitution in metal complexes, 687-688 
ligand binding 

free energy of, 686, 686, 687 
limb 

cortical representation of hind-limb, 606, 608, 
608, 609, 610, 611 

limb movements 
reflexive, misdirected, 117-1 18, 120, 121 
visual deprivation effects, 321-322, 322 

see also skin grafts 
limb transplant 

innervation, 112 
mytotypic respecification, 154 
urodele spinal cord and. 154 

limbic system, 10, 314, 377-378 
attitudes, influence on, 346-347 
brain lesion effects, 377 
bull-taming experiment, 377 
clcctrical stitnulation effects, 377 
c~notion, role in, 302, 339ff 
insular cortex, 344-345, 346 

isocortical dichtotomy of function, 341 
limbic cortex, 339-340, 341 
limbic lobe, mammalian, 339, 340 
morphology, 339-340, 341 
nomenclature, 10 
nonmammalian n~orphology, 10 
olfactory impulses, 345, 346, 347 
psychic functions, 347 
serotonin in, 340 
thalamic link to, 458 

Limtrlrrs 
eye model, 392,393 

linguistics, 178 
semantics, 369 
syntax, 178, 369 
transformational grammar, 178, 368-369, 369 

see also language 
lipid 

hydrocarbon chain packing in, 702-703 
in membranes, role of, 703 

see also glycolipid; hydrocarbon chains 
lipid bilayers, 677-684 

additives, effects on conductance, 682-683 
antibiotics and, 682 
bubbles, 679, 679 
construction of, 680 
field dissociation effect, 682 
formation, 679-680, 679, 680 
gateable additives in, 682-683 
ion carriers in, 682 
ion transport in, 682, 869 
rnicrovesicles in, 680 
nonlinear conductance, 681ff 
potassium ion permeability, 682 
proton carriers in, 681 
study of, 678ff 
structure of membrane fluid regions, 701 

lizard ( Ipra t~a  i~rrarra) 
head-nodding display, 350, 350 

lobster (Hotnarrrs atrtericart~rs) 
walking-leg nerve fiber, paramagnetic reso- 

nance in, 698, 700 
walking-leg nerve fiber, membrane fluidity, 

70 1 
logorrhea, 365 
long-term memory, see memory, long-term 
lordosis reflex 

castration effects on, 198 
cstrogcn effects on. 199 
suppression by horrtlones, 200 
testosterone effects on, 199 

see also sexual behavior 
lysogenization 

by bacteriophage lambda, 955, 955, 956 
lysozyme-inhibitor complexes, 904, 904 

binding in, 904 
confortllation in, 904 
hydrogen bonds in, 904 
specificity in, 904 

mDNA, see DNA, niitochondrial 
macaque, see monkey 
Mach band, 394 
macrodeterminacy 

in CNS devclopnlent, 54 
see also microdeterminacy 

macroglia, 63 
nlacronlolecular nets, vi ff 
macrotctrolides 

chemical structure, 691 
see also rnonactin 

mammals 
fetal behavior in, 149ff 
neuroendocrine transducer cells in, 530-538 
phylogeny of, 29-30 

see also individual species 
mammals, placental 

phylogeny, 30, 30 
man 

evoked potential, conditioning of, 250, 250, 
252, 252 

evolution, 44-46 
maturation rate, 42, 44 
object use, 44 
nonverbal communication, 357-358, 358 
phylogeny, 42ff 
social behavior, 44-45 
stress, EEG patterns during, 236-239 

see also Arrstralopithecl~s: Homo erecttjs; pri- 
mates 

mantle zone, 63, 64 
marginal zone, 63 
masculine social behavior 

androgen effects, 201-205, 202, 203 
gotladectomy effects, 201, 204 
neural structure influence on, 205 

master genes, see gene, master 
mathe~natical models 

dendritic branching, 552, 553 
neurons, 552-554, 553, 554 

maturation, 176, 184, 293 
cognitive development and, 180, 184, 290 
eye movements and, 184 
genetic determinants, 293 
genetic "switching," 294 
hor~nonal influences, 294 
language development and, 182, 291 

see also behavioral ontogeny 
Mauthner neurons 

circuit system, 393, 394 
of fish, 398, 398, 403 

maze-learning, 291 
genetic factors, 189 

tnedial geniculate body 
glonlerular synapses in, 433 

see also lateral geniculatc body 
medulla oblongata, fetal 

cell proliferation and migration, 101 
nlelanocytes, 62 
melatonin, 531, 532, 535 

biosynthesis in ~ ~ l a t l l ~ ~ ~ a l i a n  pineal organ, 534 
neural and photic regulation of synthesis of, 

534, 535 
norepinephrine effects on, 535 

membrane 
bilayer models of, 678-681, 679, 680, 869 
binding sites, 704 
circular dichroism in, 868 
cyclic antibiotics and, 682 
DNA in, 867 
cxcitation in, 678, 685, 708-713, 869-870 
fluidity of, 701-705 
gateable additives and, 682 
hydrophobic regions of, 697, 697, 701 
information transmission in, 681, 870 
ion carriers in, 678, 681, 682, 685-696, 

869, 870 
ionic theory of, 708 
lipid bilaycrs in, 677-684 
lipid-protein interaction in, 683 



lipids in, 867, 869 
matrix of, 867 
mitochondrion, 677 
molecular components of, 867, 868, 869 
molecular motion in, 697% 701 
molecular organization of, 867 
myelin, 677 
and optical rotatory dispersion, 868 
organization of, 867 
permeation of, 678, 703 
protein in, 816, 867 
RNA in, 867 
spin labels in, 697ff, 869 
structure of, 704, 704, 867-869, 868 
systems, 867-870 
transport in, 704-705 
two-stable-states theory of, 707 
types of, 677 
"un~t," model of, 867 
variations in, 677 

see also biological membranes; lipid bilayers; 
mitochondria 

menlbrane excitation 
methods of studying, 858 
two-stable-state hypothesis, 858 

membrane fluidity 
biological functions, 703-705 
molecular origin, 701-703 
perpendicular transport and, 703-704 

membrane matrix 
molecular organization, 867-869 
pump, carriers, and other membrane effectors, 

867, 868 
membrane models 

of neurons, 554, 554 
membrane polyanions 

role of in electrical rhythm, 239-240 
membrane potential, 583 

EPSP effects on, 583, 584 
of mitral cells, 543-544 
neuroglial, 792 

membrane systems, 867 
memory, 342 

anline role in, 329-333 
amphetamine effects on, 273, 273 
biology of, 272-278 
criteria for study of, 164 
epileptic seizure and, 342 
evocation by brain stin~ulation, 173 
extracellular space in brain and, 865 
formation, 272 
heterosynaptic facilitation and, 263-264 
human, 164-168, 168 
learning and, 164 
neural mechanisms, 172-173, 330 
neuronal mechanisms, 260, 270 
no~nenclature, 164 
normal, 163-176 
pathological, 163-176 
processes, 272-277 
processes, human, 164-168, 168 
storage mechanisms, 275-276, 276 
study of, 164 
temporal parameters, 264 
time and, 164 
vestibular, 264-265, 265 

see alss forgetting; information retrieval; 
learning 

memory, long-term, 272-274, 277 
acetoxycyclohexi~nide effects, 272-273, 273 
arousal role, 273 

conditions for, 273 
corticosteroids and, 273 
defined, 164 
protein synthesis, dependence on, 272-273.277 

see also memory, remote 
memory, pathological, 168-173 
memory, primary, 166-168, 172 

in anterograde amnesia, 169, 173 
in motor skills, 170 
in retrograde amnesia, 171 

memory, recent 
defined, 164 

memory, recoded, 165-166 
memory, remote 

defined, 164 
memory, secondary, 166-168, 170, 172 

in anterograde amnesia, 169, 173 
in retrograde amnesia, 171, 173 

memory, sensory, 164-166 
in anterograde amnesia, 169 
auditory mode, 165 
defined, 164 
visual mode, 165 

memory, short-term, 189, 272-274, 277 
acetoxycycloheximide, effects, 272, 272, 273 
defined, 164 

see also memory, recent 
memory, tertiary, 167-168 

in retrograde amnesia, 171 
memory, vestibular, 264-265, 265 
memory consolidation 

learning performance and, 189 
Mendelian genes, 983-985 
mentation, 346 
mesencephalon, see midbrain (mesencephalon) 
mesenchyme, 62 

epithelio-mesenchymal interactions, 80 
messenger HNA, see mRNA (messenger RNA) 
metaphase arrest, 63 
micodeter~ninacy 

in CNS development, 54 
metal con~plexes 

ligand substitution rates in, 687-688, 688 
stability constants, 687, 688 

methanol 
field effect relaxation of Na+ -murexide com- 

plex in, 691 
rate and stability constants of alkali complexes 

in, 689, 689 
as solvent for carriers, 689 

tnethodology 
autoradiography, 62, 64, 74, 103, 122, 1005 
behavior measurement, 36-37, 248-249 
circuit theory, 389 
coincident-current selection techniques, 454 
EEG pattern recognition and analysis by com- 

puter, 234K 236 
electroantennogram (EAG), 512, 516 
field analysis, 444 
language-specific computation, test of capacity 

for, 370 
menlbrane excitation, study of, 858 
neural circuit mapping, 389 
neuronal electrical activity, recording methods, 

648-649 
neurophysiological research, basic approaches 

569-570, 570, 571 
radioactive labeling, 64K 66, 68, 69 
radioisotopic analysis, 843, 844, 846 
relaxation amplitude method for enthalpy, 

691-692 

relaxation spectrometry, 695 
sensory physiology, 494 
spike-train analysis, 572-573, 595-596, 648-660 
stimulus-response matrix, 571, 573, 573 
subcellular fractionation, 761-764 
synaptic staining procedures, 735-736, 736 

see also electrical brain stimulation; electron 
microscope; mathematical models; nerve 
tissue culture; statistical techniques; systems 
analysis 

microtubules, 854 
amino-acid composition of protein in, 855,855 
in axoplasmic transport, 854 
neuronal, 845-848 
in oligodendrocytes, 788, 790, 791 
synaptic vesicle contacts, 875-876 

midbrain (n~esencephalon) 
homology, 16-17 
tectum, visual pathway function, 377 
vocalization, role in, 363 

mind, vii, 486, 493 
miniature end-plate potential, 715 

acetylcholine release and, 715, 774 
neurotransmitter release and, 774, 775 

mitochondria 
and bacterial protein synthesis, 828-829 
biochemical differences among, 814 
chemical coupling in, 832, 833 
chemiosmotic process and, 833, 833 
conformational-coupling hypothesis, 834 
DNA in, 827, 828 
electron transport, 831-832 
energy-coupling modalities, 831-832, 832 
evolutionary origin, 829 
functions, 874-875 
gene products of, 828 
genetic apparatus, 828, 829 
growth, 827 
ion transport, 830-832, 830 
membranes, 678, 718, 718, 829-830, 830, 835- 

836 
membranes, metabolic exchanges across, 830- 

831, 830 
in myelinated axons, 844 
neurofunction of, 827-839, 874-875 
origin, 678 
protein, 829 
protein synthesis, 813-814, 813, 828, 829, 835 
riboson~es, 828 
RNA, 828 
separation from myelin and glial fragments, 

763 
transport systems, 830-831, 830 
uncouplers, effects of, 681 

see also DNA, mitochondrial; oxidative 
phosphorylation 

mitochrondria, neuronal 
in axonal flow, 844, 845, 847 
breakdown, 842, 845, 848 
enzymes of, 845 

mitochondrial DNA, see DNA, nlitochondrial 
mitral cells 

axon, 541, 544, 546 
axon, soma, and dendrites, 554, 554 
dendrites in, 539-541, 544, 546-549, 546 
excitation and inhibition of, 541-544, 542 
hyperpolarization in, 544 
impulse generation in, 542, 543 
inhibition, 562 
lateral inhibition in, 562, 563 
model of. 554 



of olfactory bulbs, 539, 540, 549, 550 
population, 557 
sin~ulation of antidro~nic activation in, 554-555 
synchrony and symmetry of, 555, 555 
voltage transients from, 558 

~i~odularizatiotl 
of cortical pyramid, 448 

molar behavior, 178 
brain-wave modifications and, 254, 255 

molecular biology 
approaches to neurophysiology and, 858-866 

tnolecular genetics 
contributions to neuroscience, vi 

~ilolecular motion in biological membranes, 697- 
706 

molecular neurobiology, 675-879 
molecules, replicating, 927ff 
n~ollusks 

central neuron functions in, 808-810 
ganglionic neurons, 54 

see also Aplys ia  
monactin, 691-693, 692 

field-effect amplitudes, 694 
~nurexide absorption and, 691, 692 

nionkey 
co~nmunication by, 352K 355, 356 
destriate, and vision, 322 
fine-structure development, 130-139 
genital display in, 351ff 
motor behavior onset and fetal growth, 131 
New World, 41, 352 
Old World, 41, 352 
phylogeny, 40,42-43 
septa1 stimulation, 346, 347 
topological mapping of, 606K 6083 
vocal repertoires, 352K 353, 354 

see also apes (Por~gidae) 
nionkey embryo 

nlotility, spontaneous, 130, 131 
motor-neuron neuropil, synaptic bulbs in, 

134ff, 134, 135, 136, 137 
reflex nlovements, 130, 131 
spinal-cord neurogenesis, 130, 135 

molecular vision, 471 
dcprivation effects on visual-motor coordina- 

tion, 321, 321, 322, 323 
response to horizontal movement, 480, 480 

Moody-Parriss model, 497-498 
niorphogenesis, 615 

brain, 58 
cell adhesiveness role in, 126 
CNS, 58 
genetic control, 126 

niossy fibers, 411, 414-415, 418419, 427, 429 
and cellular glon~erulus, 412 
functional properties, 415 
schenlatic of, 417 

mossy rosette, 427, 440 
excitation of granule cell and Golgi cell 

dendrites, 429 
niotility, embryonic 

analysis of, 130, 131 
cyclic nature of, 142-143, 142 
integrated, 149 
nonreflexogenic, 141-144, 148, 148 
onset, 130, 131 
random, 148 
sensory input, 143-144 
spontaneous, 141-144, 147, 148 
stiruulated, 149-150 
in vertebrates, 141-151 

motivation 
plasticity of, 207-208 
prepotent responses and, 214 
stability of, 207-208 

see also drive state 
motivational systerns 

stability and plasticity of, 207-217 
history of, 208 

motoneuron, see motor neuron 
motor coordination, 177-178 
motor end plate, 715, 716 

see also nliniature end-plate potential 
motor neuron 

of crayfish, 399, 410, 402-403 
differentiation, 131, 132 
epithelio-~nesenchyrnal interactions, 80 
firing pattern and synaptic noise, 624 
of flies, 399, 400 
function-specific groupings, 109-1 10 
membrane properties, 859 
of no~lmatnnlalian CNS, 9, 13 
subspecification, 59 
synaptic potentials in, 862, 863 

see also nerve-muscle interaction; reflex 
motor pathways, 17-18 

establishment of, 11 1 
rnotor periphery 

differentiation, 110-1 11 
connections with center, 111-112 

motor skills, 169-170 
motor systems, 17-18 

nerve pathways, 17-18 
nonma~nmalian, 9 ,  18 
vertebrate, developnlent of, 108-116 

moveliient 
control of, 318, 319, 321 

niovetnent perception, 308 
in insects, 501, 502, 509 

multiplexing 
of thalatnic output, 452453,456 

rnurexide, 689, 690-691 
field-effect amplitudes, 694 
spectral properties, 689-690, 689, 690 
spectrophotometric titration of, 689, 689 

Mt~sca ,  see fly 
~nuscle 

antagonistic, generation of drive for, 393, 
hon~onyn~ous,  homologous response to, 

110 
nluscle fiber 

contraction times, 11 1 
differentiation, nerve-dependent, 110-1 11 
"fast" and "slow," 111 
innervation, 859, 862 
skeletal, triotor axons, 112 

muscle spindles 
firing patterns, 623, 623 
spike frequency and output, 667, 668 

muscle-nerve interaction, 81, 153ff 
mutation, 977, 979 

alteration in gene family size by, 985 
ribosome alteration by, 915, 916, 916 

mychronogram, 155 
myelin 

fluidity, 701 
formation, 788, 790 
metabolic properties, 787-791 
protein, 816 
structure, 867-868 

myelin sheath, 62, 677-678, 787ff 
axolenlrna contacts with, 787, 788 

axon nourished by, 791 
extracellular space and, 787, 788 
formation, 112 
function, 135-136 
neuroglial delay in acquiring, 135-136 
oligodendrocyte relationship, 788, 789, 790 
specializations, 787 

see also neurilemnla; Schwann cells 
myotypic specification, 109, 110 

in limb transplants, 154 
in neurons. 155 

natural code 
defined, 574 
neural change and, 577 

natural selection, 965, 966 
neocortex, see isocortex 
neopallium, see isocortex 
nerve activity 

structural changes during, 707-714 
nerve cell, see neuron 
nerve endings, 723 
nerve fiber, 17-18, 59 

adhesiveness variations, 126 
co~iimand fibers, 402-404, 403, 408, 49M 
differentiation of nluscle fibers by, 110-111 
fasciculation, 85, 89, 111-112 
giant, of crayfish, 399, 401, 402-404 
growth, 123ff 
pathfinder, 111 
peripheral nervous system, 62 
optic tract, 15, 639 
regeneration, in optic nerve, 120 
sensory, 16-17 
size, neural transmission and, 597-598 
space constant, 597 

see also axon; dendrite; nerve pathways 
nerve fiber connections 

after eye rotation, 120-122 
chemotropism role, 123ff 
CNS, sensory, 117-118 
eye-brain, 118-123 
functional validation, 126-127 
genetic determination, 126-127 

, 393 growth and, 123-126 
109- limb-spinal cord, formation, 112 

niechanisnis, 123-126 
nonspecific afferentation, 16-17 
regenerated, 118, 120, 123 
retinotectum, 118-122, 123 
sensory, rearrangement of, 118 
skin graft, 117-127 
specification, 117-127 
specificity of, 861-862, 862, 865 

nerve-fiber growth 
actinomycin-D effects on, 821, 822 
contact guidance, 11 1 
in vitro, 85, 86 
mechanisms, 123-126 
nerve growth factor (NGF) effects on, 820-821, 

822 
nerve growth factor (NGF), 62, 80, 84-86, 87, 

89, 816 
fiber outgrowth and, 85-86 
inhibition, effects in ganglia, 816-817 
insulin and, 821-822 
niacron~olecular structure, 817-820 
nlechanisms of action, 820-821 
neuron survival and, 104 



phytohetnagglutinin (PPHA) and, 822 
as regulator of gene expression, 816ff 
RNA svnthesis and. 821-822. 822 
In spinal ganglia, effects on glucose metabolism, 

820, 821 
see ~ l s o  culture media; nerve tissue culture 

7S ncrvc-growth factor, 817-820, 817, 818 
enzyn~atic activity of subunits, 818, 818 
~nolecular size and cotnposition of subunits, 

819, 819 
nerve pathways, 11 

frequency-specific, 452 
motor, 17-18, 111 
nonman~n~alian vertebrate, 9 
sensory, 13-16 

nerve regeneration 
fiber ronnections, 118, 120, 123 
select~vity in, 154 

nerve terminals 
isolation of, 761, 763 
mossy-fiber endings, 761, 763 
neurotransmitter synthesis in, 772 
~res~nap t ic ,  resistance to breakdown by liquid 

shear forces, 761, 762 
nerve tissue 

androgen alteration of hormone sensitivity in, 
201, 205 

nerve tissue barriers, 784, 786-787, 786 
perineurium as, 786 

nerve-tissue culture, 83-84, 95ff 
bioelectrical activity in, 85, 89, 92-94, 94 
cell, dissociated, 85-91, 94-95, 97 
cerebral cells, 94-95, 96, 98 
CNS, 91-95 
cytotypic and organotypic maturation in, 84, 

89, 92 
spinal sensory ganglia, 84-85, 87-88, 90-93 

see also cell culture; culture media; explant 
culture 

nerve-muscle interaction, 81, 153ff 
nervous systenl 

autononlic, 218-223 
chemoafinity and organization of, 120ff 
chemotaxis, 123, 126 
coding in, 569-671, 630 
comn~unication in, 569-671 
development of, 51-157 
embryogenesis, sensory input lack, 108 
embryonic, topographic mapping in, 108 
evolution, 7-25, 26ff 
functions, 375-383 
gene expression in, 812-827 
morphogenesis. 126 
neuroendocrine interaction, 519% 519, 526 
nonspecific activating, 377 
optical data in, 494-511 
plasticity in, 260-271, 660 
simple systenl advantages and disadvantages, 

260 
specific proteins in, 815 

see also central nervous system; peripheral 
nervous systetn 

network, fibrous 
contact guidance by, 111 

network element, abstract, 384, 384 
see also circuit theory 

neural analogue (electronic), 601, 601, 602 
PST histogran~s of response, 601, 602, 603 

neural centers, shaping of, 62-72 
neural chanze, 576-577 

natural codes and, 577 

spatial and te~nporal components of neuronal 
response to, 576ff, 576 

neural codes, 254ff 
behavior relevant, 254ff 
candidate code, 254, 660 
spike-train parameters as, 665 
of spike trains, 587-588 
validation of, 254, 256 

neural coding, 25, 569-671 
anato~nical connectivity and, 256 
evoked potential and, 243-259 
spike-train frequency and, 624 
stin~ulus-selective, 653ff. 660 
temporal, spontaneous electrical activity and, 

256-257 
voltages in brain and, 255 

neural crest 
cell migration, 126 

see also neurogenesis 
neural development, 53-61 
neural excitation 

anionic sites on membrane and, 240 
protein and, 296 
two-stable-states theory of, 707-708, 858 

neural inlpulse, see spike 
neural impulse trains, see spike trains 
neural mechanisms of learning, 172,173,343-346 
neural network, 389 

models, 389, 391, 393 
operations, 389, 391 
simulations, 389, 391 
transcription and differentiation, 1011, 1012 

neural network, self-assembling 
specificity, 996 

neural operations, 397-409 
neural plates 

neurogenesis of, 56, 58, 62, 63, 108 
origin of, 62-63 

neural subsystems, 375-377, 384-396, 486-494 
command-and-control in, 489-491, 491 
concepts of, 384-396 
interactions in, 384-386 
physiological operations and, 375-565 
thalamic, 458-470 

see also circuit theory; systems analysis 
neural tissue 

central, 91-95 
developn~ent in vitro, 83-99 
explant cultures, 84-85 
dissociated cell cultures of, 85-91 
peripheral, 84-91 

neural transn~ission, 597, 603-604, 630, 661-671, 
858-859 

all-or-none spike-train role, 597, 598 
analogue signals role, 597ff 
by constant signals, 598& 599, 600 
cyclic stinluli and, 600-601, 602, 603, 604 
constant signals and, 598-600, 599 
distortion in, 601, 604 
in dorsal spinocerebellar pathway, 617-629 
by DSCT neurons, 624-625 
encoder rnodel of, 666 
frequency-independence of transfer function, 

618, 670 
impulse frequency demodulation, 663-666,664 
information theory applied to, 624 
inhibition effects, 625-627, 626, 627 
input frequency effects, 664 
input-output relationships, assessment of, 662- 

663, 663 
interface role in, 669-670 

invertebrate, 720-721 
low-pass filter, 663-666, 663-666 
~nultiple channels and, 668-669 
nerve fiber size and, 597-598 
neuronal variability and, 601, 604 
parallel input channcls, 667-668, 668 
random spike trains and, 668-699 
rate of, 600 
single channel, 666-668, 668 
spike-train density and, 600-601 
spike-train types and, 666ff 
stimulus duration and, 600, 600 
synaptic mechanisn~s, 620ff 
systems analysis and, 661-662, 669 
vertebrate, 721-722 

neural tube 
basal plates, 80 
fine structure, 63 
histogenesis, 62-63 
neurogenensis, 56, 62-64 
spongioblasts, 63 

see also neural crest 
neuraminidase, 750 
neurilemma, 62 

see also myelin sheath; Schwann cells 
neurite 

differentiation of, 802-803 
distribution within the neuropil, 801-802 
integrating segment, 803, 804-806 
link segment, 803-804, 806, 807 

neuroanatomy 
language and, 361-363, 362 

neurobiology 
molecular, 675-879 

neuroblast, 63-65, 67, 69, 71 
axon formation, 70 
behavior, 69 
dendrite forn~ation, 69, 70 
differentiation, basal plate, 109 
migration, 69 
proliferative gadients, 70 

neuroblastoma 
electrical excitability in vitro, 859, 860, 861 

neurocoel, 63 
neuroembryogenesis 

behavioral ontogeny and, 289-290 
neuroembryology, 100-102 

cell non~enclature, 52fn 
history of, 51-52 

neuroendocrine con~munication, 519ff, 519, 526 
aminergic mediators, 525-526 
hypophysiotropic factors, 525-526 
neurochemical mediation, 521ff, 525 

neuroendocrine transducer cells, 527, 530-538, 
530 

see also chromafin cells; juxtaglomerular 
cells; hypothalanlic cells; paraventricular hy- 
pothalan~ic nuclei; pinealocytes; supraoptic 
hypothalamic nuclei 

neuroepithelial zone, 63 
neural tube, 52ff 

see also rtanles of irtdivid~ral zorres, e.g., man- 
tle, marginal, subventricular, ventricular 

neuroepitheliunl, optic vesicle 
cytodifferentiation, 122-123 
DNA synthesis, 122-123 
generation time, 122-123 

neurofilaments, 845, 848, 854 
amino-acid composition of protein, 855, 855 
axoplasmic transport, role in, 854-855 

neurogenesis, 53ff, 60, 62% 69ff, 108ff, 126 



chen~oafinity of neurons, 120 
displacement, 104, 104 
ganglia, retinal, 120-122 
nlicrodcterminacy vs. macr~determinanc~, 54 
pathways in developmental dynamics of, 57, 

60 
retrohippocampal formation, 65 
spinal cord, 130-140 
of synaptic connections, 104-106 
visual system, 120-123 

see also neuron, differentiation 
neuroglia, 782, 782fn, 842 

antigen composition, 279ff 
development, 782 
differentiation, 64, 130 
extracellular space and, 784, 785, 787 
function, 782-797 
gantlet concept of function, 792-793 
histogenesis, 63, 67, 69 
ionic environment, 787 
neuronal interactions, 792-795 
neurons and, 782, 785 
proteins in, 278-279 
resting potential, 792 
ribosomes in, 813 
sheathing in, 135, 783, 784% 785, 787 
structure, 782-797 

see also astrocyte; glial capsule; glioblast; 
macroglia ; nerve ensheathment ; oligoden- 
drocyte; Schwann cells 

neurohemal organ, 521, 777 
neurohorn~ones, 521, 768-782 

intrahypophyseal functions, 521 
neuroendrocrine communication and, 526 
released by neurosecretory neurons, 779 

see also oxytocin; vasopressin 
neurotnmatidia see optic cartridges 
neuron 

activation, changes after, 330-331 
afferent, development of, 131 
analysis of, 649-652 
antigen composition, 279ff 
astrocytic processes and, 792, 793 
binocular gate, 482 
bioche~nical changes during learning, 278,281- 

288 
birefringence, 710-712, 710, 711 
central, 801 
chcmoafinity, 120 
cholinergic, 765ff 
chromatolysis. 801 
coding, 569-586 
conlllland neurons, 489, 490-491, 865 
common excitation effects, 592-594, 593 
communication properties, 530-531, 569-586 
connections, 116-129, 861-862 
depth distributions ofpotential in, 558-559,559 
dcndritic structures of, 860-861 
differentiation sequence, 130-131 
differentiation vs. proliferation, 841 
dynamics, 840-850 
efferent, develop~nent of, 131 
electrical activity, recording methods, 648-649 
endocrine action on, 78 
infortnation storage in, 260-261 
in frog tectunl, 378-379 
functional adaptation, 843 
functional association of, 648-661 
functional plasticity, 862-864 
ganglion, excitation of, 593 
filycoprotein transport in, 753, 754 

hippocampal, specific activities of, 284, 285 
histograms of, 651, 654-658 
identification by ProcionYellow injection, 801, 

804, 807 
information content, 378ff 
information storage sites, 260-261, 264-270 
information theory on, 572ff 
information transfer, 531, 661& 667-669 
information transfer function, 666, 667 
information transmission, 572-583, 597-598 
inhibition, effects of, 625-627 
inputs and outputs, 530 
interaction, stimulus effects on, 653658, 656- 

658 
interaction, temporal structure of, 658-660,659 
interconnections, 652-653, 653, 861-862, 

862, 863 
intracellular recordings of, 648, 649 
invertebrate, 676, 798-811 
ionic environment, 787 
pyramidal, protein of, 284, 285 
mathematical nxodels, 552-554, 553, 554 
maturation, 782 
meaning of signals in, 378, 379 
membrane model of, 554% 554 
methods of recording electrical 

activity, 648-649 
modifiability, 127 
nlollusk and crustacean ganglia, 54 
neuroglia and, 782, 785 
neuroglial interactions, 792-795 
organelles, 827ff 
organic anions in, 768 
origins, 70 
pathways between, 653 
presynaptic and postsynaptic, cross-correla- 

tion, 591-592, 592 
proteins in, 278-279 
protein synthesis in, 841-845 
radioactive labeling, 64 
recordings of, 649ff, 650 
regeneration, 840, 843 
"sameness," 378-379 
second-order, 620ff. 620, 621, 625-627, 626, 

627 
self-re-excitation, 267ff 
sensory, 94, 117-118 
sheathing onset, 135-136 
signal transmission between, 617-629 
sinlplified n~odels of, 553, 553 
small n~olecules in, 768-782 
soma and spike initation sites, 798, 808-810 
soma-dendritic conlplex, 805 
soma isolation from bioelectric activity, 805, 

808-810, 808 
spatial averaging of, 601-603 
as spike-train analyzer, 577-582 
sti~nulus duration of, 600 
structure, physiological role and, 859-860 
types, defined, 130 
vertebrate and invertebrate, 798-811, 799, 800 

see also axonless cells; circuits; Mauthner 
neuron; motor neuron; nerve fiber; nerve 
fiber connections; neural conduction; neu- 
rogenesis; neuron specification; neurosecre- 
tory neuron;  Nissl bodies; pacemaker 
neuron; sensory neuron 

neuronal circuitry, 487, 563 
circuit theory, applicability, 389, 391, 393 
decon~position, 387-389 
development, 131-136 

for drives, 291 
feedback loops, 54 
functional readiness, 131 
hlppocampal role in cerebral interactions, 

231-232, 233 
mapping methods, 389 
maturation and, 293 
nonspecific afferentation, 16-17 
synaptic closure, 132 

see also nerve fiber connections; reflex 
neuronal conduction 

birefringence, voltage-dependency of, 711- 
712, 711 

disulfide bonds and, 718-719, 719 
entropy changes during, 709-710, 709 
fluorescence elnission changes during, 713 
invertebrate, 791 
ionic theory, 708, 708 
light intensity change during, 710-711, 710 
light-scattering changes during, 712-713, 712, 

71 3 
temperature changes during, 709, 709 
structural change during, 707% 713-714 

neuronal discharge, see firing 
neuronal discharge pattern, see firing patterns 
neuronal hypertrophy, 843 
neuronal junctions, see synapse 
neuronal membrane, 260-261, 676 

"accomn~odation," 859 
axoplasnlic transport in, 853-854 
binding sites, 701 
cerebral, structural limits, 239-240 
divalent cations and excitation, 240 
entropy changes, 709, 710 
excitability, 710-712, 710, 711, 869-870 
excitation, 685 
information storage and, 240 
input-output relations, experimental ap- 

proaches, 662-663, 663, 669 
ionic theory, 708 
linear input-out relationship and, 618 
permeability. molecular mechanistns of, 708 
potassium channels, 708, 709, 714 
sodiu~n channels, 708, 709, 714 
spin-label motion, 701 
stable-states theory, 707-708 
structural changes during conduction, 707ff, 

712, 713-714 
surface, polysaccharidcs on, 747, 748 

see also neuronal conduction; biological 
membrane 

neuronal microtubules, see microtubules 
neuronal tllitochondria, see mitochondria. 

neuronal 
neuronal modulation, 110 

see also neuronal specificity 
neuronal nets 

transcription and differentiation, 1011, 1012 
neuronal organelles, 842, 844, 845, 846 

see also mitochondria; neurotubules; neuro- 
filaments; intertubular canals 

neuronal protein, see protein, neuronal 
ne~~ronal  specificity, 59ff, 62, 110, 116, 127, 

152-1 56 
degrees of, 117, 127 
genetic determination. 117 
mechanisms, 156 
peripheral, of cutaneous nerves, 117-118, 121, 

122 
subspecification, 59 

see nlst) ncrvc fiber connections: nec~ronal 



modulation 
neuronal transport mechanisms 

fast traffic mechanism, 847, 848 
neuroplasmic flow, 846, 847 
retrograde message transfer, 848 

see also axonal flow; neuroplasmic flow 
neuronal waves 

amplitude distribution studies, 225-226 
neurobiosynthesis 

epidermal growth factor (EGF) and, 822 
gene activity, 823 
gene expression and, 812ff, 873, 874 
hor~nones and, 823 
nlitochondria and, 827-839 
nerve growth factor (NGF) and, 817K 817-820 
organelles and, 874 
protein products in, 815-816 
of specific proteins, 812-816, 816, 874 
in vertebrates and invertebrates, 798ff, 799-800 

see also gene; n~itochondria 
neurophvsins, 779 
neurophvsiology, 486 

experimental approaches in, 569-570, 570, 571 
information theory application to, 572-574, 

573, 574 
molecular biological approaches to, 858-866 
operations research and, 380 
revolution in, 376 

neuropil 
cervical motor, macaque embryo, 136 
crayfish, 399 
intersection of fibers in, 391 
neurite distribution within, 801-802 
neuroglial processes, 136, 138 
synaptic bulbs in, 136 

neuroplasnlic fast transport, 677 
neuroplasmic flow, 677,84Off, 846-847,860,875ff 

axonal material in, 848 
chemornechanical energy coupling in, 875 
fast, 875 
tnechanisms, 847 
microtubules and, 786 
nlitochondria in, 844-845, 847 
peristaltic contractions and, 875 
proteins and, 875 
Schwann cell role, 847 
slow, 875 
synaptic functions and, 873 
velocity, 846 

see also axoplasmic transport 
neuroscience, vi 

genetics and, 925 
Neurosciences Research Progranl (NRP), v, vii 

Intensive Study Programs, v-viii 
neurosecretion, 521ff, 777ff 

classical concept of, 521-525 
Dale's law, 779 
defined, 777 
exocytosis as nlechanism for, 776 
neurotransmission and, 774, 777, 778 
into portal vascular system, 777, 778 
into syste~nic circulation, 778 
glandular secretion and, 779 
in vertebrate hypothalamo-neurohypophyseal 

region, 777-778, 778 
neurosecretory neuron 

A-type fibers, 522 
B-type fibers, 522, 526 
control of endocrine cells by, 521 
diagram of, 523 
neurohorrnone release n~echanism, 524-525 

neurohorlnone release sites, 524-525, 524 
see also neurohormones 

neurotransmission 
glandular secretion and, 774 
neurosecretion and, 774, 777, 778 
structures related to, 715 

neurotransmitters, 326, 530-531, 533-535, 768- 
782, 770, 771 

acetylcholine, 329, 770ff 
adrenalin, 770 
at adrenergic synapse, 325 
aminobutyric acid, 770 
biosynthesis, 771-773, 772 
catabolism, 776-777 
chemical structures, 771 
dopamine, 770 
dynamics, 872 
glutamate, 770 
glycine, 770 
5-hydroxytryptamine, 770 
inactivation, 777, 778 
identification, 761 
neuroendocrine integration and, 521, 524 
neurohormones and, 526 
neurosecretion and, 778 
norepinephrine function as, 326-327, 329, 770 
output from disused nerves, 864, 864 
physiological functions, 769-770 
postsynaptic receptors for, 770-771, 779-780 
quanta1 release, 715, 720, 723, 725, 774 
receptor site, interaction with, 779 
storage in synaptic vesicles, 734, 774 
transport system properties, 777, 777 

see also Dale's law; neurohormones 
neurotransn~itter release, 773-776 

exocytosis hypothesis, 726, 775-776, 776, 872- 
873 

mechanisms, 774, 776, 872-873 
nlotor endplate potential and, 774, 775 

neurotubules, 845-848 
neurulation, 62 
NGF, see nerve growth factor (NGF) 
Nissl bodies, 806, 809 

differentiation of, 134 
nodes of Ranvier 

myelin and, 787, 788 
saltatory conduction, 722 

nomenclature 
brain cells, 52fn 
lilnbic system vs rhinencephalon, 10 
memory, 164 
neuroembryology, 52ff 
neuroepithelial zone, 52ff 
neurons, 130 
peripheral nervous system, 73 
sp~nal cord cells, 52fn 
synaptic, 771 

noradrenaline, see norepinephrine 
norepinephrine, 531-534, 532, 769, 770, 771ff 

anlounts in brain, 327, 329, 331 
AMP effects, 333 
appetitive behavior, induced by, 329 
arousal and, 329 
changes in endogenous, 328 
deficiency in brain and depressiot~, 328 
effects on nlelatonin synthesis, 535 
electroconvulsive shock and, 328, 328 
emotion and, 327 
interneuronal distribution in synlpathetic ad- 

renergic neuron of cat and rat, 773 
metabolism, drug effects on, 327, 328, 333 

neurotransmitter function, 326-327, 329 
rage and, 327 
storage in adrenergic synaptic vesicles, 773,776 
storage in large granular synaptic vesicles, 734 
storage in presynaptic vesicles, 325 
transport, 854 
turnover in brain, 327, 328, 328 

norepinephrine release 
appetitive stimulation and, 328 
in central nervous system, 327-328 
learning and, 333 
nerve stimulation and, 325-326, 326 
synaptic, 326, 327 

norepinephrine synthesis 
electroconvulsive shock simulation of, 327- 

328 
nerve stimulation effects, 326 
rate, 325, 325 
in sympathetic nerve endings, 325, 325 
sympathetic nerve-impulse activity and, 325, 

325 
tyrosine hydroxylase role, 325 

notocord, 58, 62 
nuclear double membrane, 677, 677 
nucleic acid 

protein interaction, 901-912 
nucleoprotein, 1000, 1003 
nucleotides 

purine, 909, 909 
pyramidine, 909 

nucleotide sequences 
serial repetition in duplex DNA, 991, 992 

nucleotides 
interaction with ribonuclease, 907, 907, 908, 

908, 909, 909, 910,911 
nucleus reticularis thalami, 451 

as a frequency sensitive gate, 452 
nystagmus, 264ff 

labyrinthectomy effects, 265 
optomotoric, 264-265, 265 

see also afternystagmus 

object use, 44 
odorants 

acceptors, 514, 516 
molecule transfer, 516 

see also insect olfaction; pheromones 
olfaction 

chemoreception and, 511ff 
see also insect olfaction 

olfactory bulb 
anatomy, 539-541 
as cortical system, 539-552 
functional itnplications ofneuronal interactions 

in, 547-550 
lilitral cell excitation and, 541-544 
neuron differentiation sequence, 139 
neuronal interactions in, 546 
neuronal pathways and connections in, 545, 

546 
neuronal systems in, 544, 546-547 
neurons, origin of, 64-65 
organization similarities to retina, 549, 549,550 
potential divider effect in, 555 
punctured symmetry, 555 
in rabbit, 540, 542 
repetitive responses in, 545 
rhythmic potentials in, 549 
self and lateral inhibition in. 549 



synaptic responses in, 545 
synchrony and symmetry, 555 
theories on, 552ff 

olfactory nerve fibers, 539-541 
olfactory receptors 

in Botnbyx tttori, 511-518 
olfactory system 

nonmamtnalian morphology, 8ff 
olfactory tract, 539, 541 
oligodendr~c~te, 788, 789, 790 

microtubules in myelin-related cytoplasm, 788, 
790, 791 

ommatidia 
of fly, 494-496, 495, 500, 501, 505, 509 

see also rhabdomeres 
ON/OFF mechanisms, 491-492 
ontogeny 

behavioral, 129-140, 188-196 
neuronal specification, 152 
synaptic, 129-140 

operations research, see systetl~s analysis 
optic afferent, 431, 433 
optic cartridges 

of fly's con~pound eye, 500, 501, 502, 509 
optic chiasnl 

retinocerebral pathways and, 472 
optic nerve 

adhesiveness of fibers, 126 
connections, selectivity of, 123 
fiber growth, 122 
regeneration, 120, 123, 154 
specification of connections, 122, 156 

optic radiations, 342K 343, 345 
Meyer's loop, 343, 343 

optic tectum, 70 
cell specification, 756ff, 757 
function, 15 
intracentral connection, 59 
regenerated nerve fibers in, 154 
retinal connections, 120-122, 123, 124, 756ff, 

757 
"sameness" neurons in frog, 378-379 

optic tract 
nerve fibers, 639 

optic vesicle 
cell differentiation, 122-123 
DNA synthesis, 122-123 
neuroepithelium, 122-123 

optical data 
uptake, transduction, and processing, 494-511 

optical ganglion lamina 
of fly's cornpound eye, 500, 503, 509 

optical illusions, 304, 312-313 
ambiguous figures, 312, 314 
brightness contrast, 304, 305 
complementary images, 307 
contour direction, 306 
Frazier "spiral," 310, 311, 313 
Helmholtz's checkerboard, 319, 319 
Land effect, 304 
111oir6 figure, 311, 313 
of motion, 308, 311, 313 
Necker cube, 314 
self-luminous objects, 308 
simultaneous stimulation and, 306 
stroboscopic illumination and, 308 
visual noise effects, 306, 307, 309 

see also afterimages; perceptual anomalies 
optical rearrangement, see visual rearrangement 
optical representation 

in fly's compound eye, 500-501 

optornotor responses 
of fly, 498-499, 501,505,509 

organismic psychology, 176-177 
behavior theory and, 181 
cognitive growth, 179 

see also Piaget, Jean 
organotypic maturation, 84, 92 

see also fasciculation 
orientation 

monocular deprivation and, 323 
scotopic vision and, 321 
visual rearrangement effects on, 320 

ovariectomy 
hormonal changes, 199 

overflow-preventing system in cerebellar cortex, 
419 

owl 
optic tract, 22 
Wulst region of brain, 21, 22 

see also avian brain 
oxidative phosphorylation, 831 

chemical-coupling hypothesis, 832-833, 833 
chemiosmotic hypothesis, 833-834, 833 
conforrnational-coupling hypothesis, 834-835, 
836-83 7, 838 
uncoupling in mitochondria, 681 

oxytocin, 532, 779, 779 

pacemaker neurons 
plastic properties, 265, 266-267, 267, 268, 269 

packing geometry 
of proteins, 902-904 
of ribonuclease, 905 

paleontology, 40, 45 
see also fossils 

pallial mantle, see cerebral cortex 
Panum's fusional area, 472, 479, 482 
Papez circuit 

lesions and anterograde amnesia, 172 
parallel fibers 

in cerebellar cortex, 411, 413 
inputs from, 415-416 
Purkinje cells and, 418, 419, 422-423, 422 
synapses of, 416, 417 
tonic activation in, 419 

parallel processing 
of thalamic output, 464-465, 465 
in thalamus, 456 

parallel sensory systems, 377 
lemniscal-ventrobasal pathway, 377 
spinothalamic-posterior thalamic group path- 

way, 377 
visual pathway, 377 

paramutation, 963 
paraventricular hypothalamic nuclei, 532 
parenchymal cells ofpineal organ, see pinealocytes 
pars intermedia 

endocrine effector cell innervation, 520, 522, 
526 

partial replicas 
of 2-micron subunits, 1005, 1006, 1007, 1008, 

1009, 1010 
pathfinder fibers, 111 
pathological memory, see memory, pathological 
pattern generation 

in CNS, 380, 381 
pattern generators 

arthropod, 399-408 
central, 397-399 

in fly, 399 
in grasshopper flight control, 397, 398, 398, 

404-406, 408 
pattern recognition 

visual cortical neuron role, 643, 647 
Pavlovian conditioning, see conditioning, classical 
peptidyl transfer 

in protein synthesis, 921, 923 
perception, 302, 303-316 

ambiguity of perceived modality, 314 
analysis by synthesis, 314 
brain correlates, 303-315 
brain function and, 302, 303-315 
brain lesions and, 305 
as conscious experience, neural correlates for, 

310, 315 
developtnent, 184 

see also cognitive developnlent 
evaluation criteria for sensory input, 310 
"feature detectors" of, 306-308 
feedback in, 312 
of form, 310 
functional approach to, 305 
hierarchic neural structure for, 313ff 
just noticeable difference (JND), 303, 315 
levels, 313-314 
"matching response" mechanism, 306, 306, 

312-314 
"motion detectors," 308 
of movement, by insects, 501-502, 509 
neural representation, 306 
readiness state and, 305, 313 
stability of perceived world, 306,308,310,310 
structural inhomogeneity and, 309 
van Holst's "cancellation" model, 310, 310 

see also auditory perception; cognition; 
depth perception; form perception; per- 
ceptual anomalies; speech perception; visual 
perception 

perception, visual, see depth perception; visual 
perception 

perceptual anomalies, 304-305 
ambiguity of perceived modality, 314 
auditory contrast enhancement, 304 
brain lesions and, 305 
hallucination, 366 
lateral inhibition and, 304, 305 
neural information processing and, 304-305 
111otion without displacement, 308 
phosphenes, 366 
retinal rivalry, 308 
sinlultaneous stin~ulation and, 304 
superi~nposed sights, 366 
visual pattern and motion, 311 

see also optical illusions 
perceptual disorders, see cognitive disorders 
perceptual phenomena, 303 

see also optical illusions 
perikaryal synthesis 

neurotransmitter storage and, 773 
perineurium, 785, 786 
peripheral nervous system, 73-82 

amputation effects on, 76, 78 
cellular composition of tissue, 84 
cellular metabolism, effect on, 80, 81 
CNS cell populations, effect on, 73-79 
degradation in, 73-82 
differentiation in, 73-82 
non~enclature, 73 
tissue culture, 84-91 

peristalsis 



in axonal flow, 847 
peristi~nulus-time (PST) histograms, 6496 651, 

6i9 
permease protein, 704 
permeation (membrane), 678 
phage. see bacteriophage 
phasic control system, 415 
phenotypic conlplexities, 953 
phenylethanolan~ine-N-methyl transferase 

(PNMT), 532, 532, 533 
ACTH effect on, 533 
hypophysectomy effect on, 533 

phenylketonuria (PKU), 189-190 
pheromone, 511 

degradation, 517 
sexual attractant, 512 

see also bombykol; odorants 
phospholipids 

in membrane, 704 
vesicles of, 680, 680 

photi~ stimulation, 342-343, 343, 344 
photoreceptors, see rhabdomeres 
phylogenetic comparison, 30-37 

behavioral plasticity, 34-35, 35, 36 
L-ascorbic acid synthesis, 31% 33 
vertebrate brains, 30-31, 31, 32 

phylogenetic scale 
defined, 27 

phylogenetic tree 
defined, 27 

phylogeny 
pnmates, 30, 40A, 42-46 
vertebrates, 27-30, 28, 29, 30 

see also evolution 
phytohemagglutinin (PPHA), 822-823 

nerve growth factor (NGF) similarities, 822 
RNA synthesis and, 822-823 

Piaget, Jean 
cognitive development theory, 179-181, 290ff 

pigeon 
auditory conduction pathways, 23 
brain, 15 
forebrain, 20 

see also avian brain 
pineal organ, 532K 536, 537 

hypophysiotrophic factors in CNS control, 
525 

melatonin synthesis in, 534, 535 
serotonin synthesis in, 534, 535 

pinealocytes, 532 
as neuroendocrine transducers, 534, 535 

pinocytosis, 725 
pituitary gland, 530 
plasmalemma, see cell membrane 
plasticity 

Aplysia neurons, 266-267 
in autonomic nervous system, 218-222, 260- 

27 1 
behavioral, 167-297 
determinants of, 161-297 
environ~nent and, 289-294 
evolutionary trends, 34% 36 
heredity and, 289-294 
of motivational systems, 207-208ff 
of nervous system, 161-297, 660 
of networks, 489 
pacemaker neurons, 266-267, 268, 269 
respiratory centers, 265-266 
synaptic, 740-742 
at unitary level, 260-271 

see also learning set; stability 

PNMT, see phenylethanolamine-N-methyl 
transferase 

polynlerase, RNA-dependent, 932, 932 
polymorphism, 964, 970 
polynucleotide chains 

annealing, 981ff 
con~plementary, 988 

polypeptide chains, 887ff 
amino acid sequences, 888, 889, 889, 890, 891, 

892 
polysaccharides 

interneuronal synaptic relationships and. 747K 
757-758 

in retina, 757 
Pongidae, see apes (Porlgidae) 
positive feedback network, 398 

in decapod crustaceans, 398 
in Tritonia, 398 

postsynaptic adhesions, 761, 762 
of synaptosomes, 761, 762 

postsynaptic discharge, 577, 578 
postsynaptic inhibition, 440 
postsynaptic potential (PSP), 4596 577-578, 582 

patterns, 459 
shape differences, 648-649, 652 
spike gcneration probabilities and, 574 

postsynaptic potential (PSP) trains, see spike 
trains 

potential divider effect 
in olfactory bulb, 555 

PPHA, see phytohemagglutinin 
prechordal plate, 62 
predication, 368-369, 369 
presqtfe vlr phenomenon, 366 

see also connitive disorders " 
presynaptic disinhibition, 433, 440 
presynaptic facilitation, 264 . . .  

presynaptic inhibition, 433, 440 
presynaptic membrane 

catecholamines in, 326 
presynaptic terminals, 578ff 

discharge rates, 578ff, 579 
presynaptic vesicles 

amine storage, 325, 326, 326 
neurotransmitter synthesis in, 325 

primary memory, see memory, primary 
primates 

behavioral evolution, 39-47 
hind-limb map, 606-608, 607 
language communication, 45 
neonate behavior (nonhuman), 351-352 
phylogeny, 30,40K 42-46 
social communication, 357 
socialization, 352, 359 
spinal cord ontogeny, 130 
tactile-kinesthetic system, 605-606 

see also apes; evolution, primate; man; 
monkey 

problem solving 
in CNS, 382 

progesterone, 531 
prokaryotes 

defined, 998 
DNA in, 1005 
eukaryotes and, 873, 974, 999 
gene conversion in, 970 
gene expression in, 884, 980, 962-963 
mutation rate in, 977, 977 

prophage, 956, 959, 960 
DNA ends, 957, 958 
insertion+xcision system in, 960 

proportional error servomechanism 
in grasshopper Aight control, 405-406 

proprioceptive feedback, 404,408 
in grasshopper flight control, 405 
in grasshopper leg control, 407 

proprioceptive reflex, 54 
protein, 883 

axoplasmic transport, 851 
binding, 904, 907 
chain elongation factors in, 923 
changes in learning, 278-289 
in eukaryotic organisms, 883-884 
factors, of ribosomes, 922 
gene expression and, 883, 884 
hydrogen-bonding groups in, 902, 903, 903, 

907 
initiation factors of, 923-924 
interaction, 901ff 
membrane binding sites, 704 
membrane, transport, 704, 704 
in membranes, developmental changes, 815, 

816 
in mitochondria, 829 
in myelin, 816 
neural excitation, role in, 296 
in neuroglia, 278ff 
noncovalent forces affecting conformation of, 

901 
nuclcic acid intcraction, 901-912 
packing geometry, 902-904, 907 
release from synaptic vesicles, 326 
repressors, 884 
role in chromosomal organization, 1010 
sensory conditioning, changes during, 286- 

287,287,288 
structure, 896-897 
structure-function relationships, 883 
transport, function of, 856 

see also glycoprotein; immunoglobulin 
protein, acidic, 279% 287 

in brain, 815-816 
protein, antigen-alpha, 815 
protein, Bence-Jones, 890, 896, 897 
protein, neuronal, 278ff 

amino acid compositions, 855, 855 
radioisotopic analysis, 843, 844, 846 

protein, permease, 704 
protein, soluble 

brain-specific, 278-279, 755 
SlOO protein, 278, 279, 815-816 

antiserum, learning impaired by, 285-286,286, 
287, 295-296 

learning and, 295 
synthesis during learning, 285-286, 285, 288 

14-3-2 protein, 815-816 
protein synthesis 

in Acetabtrlaria, 842 
altered, during training, 281-285 
acetoxycycloheximide inhibition of, 272% 

272, 273 
axonal, 815, 843 
chain elongation factors in, 923, 924 
cycloheximide inhibition, 273, 273 
cytoplasmic, 828 
dissociation factor in, 923, 924, 924 
during learning, method for tracing, 281- 

283, 283 
in explants, 843 
hormone stimulation of, 333 
inhibitors, 874 
initiation factors in, 923, 924, 924 



learning and, 295, 333, 823 
lllenlory and, 272ff, 272, 275, 277, 294295 
mitochondrial. 813-814, 813, 828, 829, 835 
neuronal, 86, 841,842, 843, 844, 845 
neuronal, endoplasmic reticulum and, 808 
neuronal behavior and, 883 
pcptidyl transfer in, 921, 923 
rate of, 841 
recognition in, 921 
ribosomal, 812-813, 813 
in Schwann cells, 844 
sites of, 812 
synaptic, neuron activity and, 33C-331, 332 
synaptosomal, 813, 814-815 
two-site model for, 921, 921 

psychological functions 
co~nplex, 301-371 

psychological stress 
EEG index of, 238, 239 
EEG patterns during, 236-239 

PSP see postsynaptic potential (PSP) 
PST (peristimulus-time) histogram, see peri- 

stimulus-time (PST) histogram 
psychology, see behavior theory; child psy- 

chology; comparative psychology; organismic 
psychology; stimulus response (S-R) theories 
of behavior 

psycl~opl~ysiology 
neurosciences and, 303-304, 314315 
perceptual, 303-304 

see also Fechner's law; Weber's law 
psychosexual differentiation, 196ff 
pulvinar 

glonlerular synapses in, 435, 436, 441 
punctured symmetry 

of olfactory bulb, 555 
Purkinje cells 

activation of, 418 
cli~nbing fibers and, 409, 410, 414-415 
dendrites of, 69, 413, 415-416, 419, 421, 

422, 422 
disfacilitation in, 423 
in elasmobranchs, 418 
extracellular recordings of, 414, 416 
latcral inhibition in, 394 
in mammals, 423 
maturation, 105 
~nossy fibers and, 411, 429 
neuronal connectivities, 415 
parallel fibers and, 415-416, 440 
schematic drawing of, 417 
sequential activation of, 416, 418, 419 
soma of, 411 
synapses with, 413, 416 
in teleosts, 420, 422, 422 
transverse integration, 420-422, 422, 423 
vcrtical integration, 420, 422, 422, 423 

puromycin 
infor~nation retrieval, effects on, 275 
retrograde a ~ ~ ~ n c s i c  effects, 274, 275 

putanien, 465 
pyra~nidal cells, 65, 448-449, 464-465, 464 

focusing, 450 
output biasing, 449-450 

Q@ rcplicase 
kinetics of, 934 
propcrtics of, 933ff 
responsc to templates, 933, 934 

sedimentation analysis of, 934 
template specificity and, 932% 933 
transfer experiments, 938& 938, 939 
synthesis of, 933% 938, 939, 943ff 

rabbit, 539ff 
diagram of head, 540 
olfactory bulb, 542, 549 

radiations, optic, see optic radiations 
radioactive labeling 

of neurons, 64ff, 66, 68, 69 
see also radioisotopic analysis ; thymidine-14C ; 
thymidine-3H 

radioactive time scales, 41 
radioisotopic analysis 

of neuronal protein, 843, 844, 846 
see also radioactive labeling; thymidine-14C; 
thymidine-3H 

rage 
norepinephrine and, 327 

Ram611 y Cajal, S. 
neuron connection theory, 123ff, 136 

Rana pipiens, see frog 
rat 

forebrain, 19 
neuraland photic regulation of melatonin 

synthesis in, 534, 535 
norepinephrine in, 773 
social behavior, 42 

readiness 
perception and, 305, 310, 313 

readout system, 414 
recall, see information retrieval 
recent memory, see memory, recent 
reciprocal inhibition network, 398, 398, 399 

in Mauthner neurons of fish, 398, 398 
receptive field 

on cortical map of somatosensory area I, 606, 
608, 609 

cutaneous nerves, 153 
hind limb, 606, 608, 609 
inhibition effects, 492 
patterns, 609ff, 612 
skin graft, reinnervated, 153 
visual cortex, 318, 318 

receptive field, visual 
alignment, 478, 479ff 
binocular stimulus specificities, 476-477 
complex, 483-484 
complex units, binocular responses, 483-484, 

483 
complex units, specificities of, 483ff 
inhibitory regions, 474, 475, 476 
monocular stinlulus specificities, 474-476 
organization, 472-473 
simple cells, binocular stinlulus specificities, 

476-477 
simple cells, monocular stinlulus specificities, 

474-476 
sublinlinal excitation zones, 474 

receptive field disparity (vision), 477-478, 477 
depth perception, role in, 477-478 

see also retinal disparity 
receptors 

antennal, 512 
firing rate and activity level, 666 

reciprocal inhibition, 393 
recognition 

n~olecular, 883-1013 

interneuronal, 747-760 
in protein synthesis, 901 
systems, DNA-protein, 955ff 

recognition, perceptual, see cognition 
recognition sequences 

in E. coli and bacteriophage lambda DNA, 
958, 959, 960 

recognition systems 
DNA-protein, 955-962 

rectification, 973, 979, 994, 995, 995 
recurrent inhibition 

in olfactory bulb, 548, 548, 549 
reeler mouse 

brain development, 104 
cell alignment, 106 

reflex 
arm flexion, 132 
carotid, 54 
conditioned, 261, 262, 264 
cutaneous, onset of local, 132, 134 
development, 133 
knee-jerk, 293 
local, onset of, 132-133, 133 
misdirected in frog, 117-118, 120, 121 
in rotated skin graft in frog, 117-118,120,121, 

153 
synaptogenesis and, 132-133 
wiping, 153 

regeneration, neuronal, 840, 843 
reinforcement 

of nlotor patterns, 215 
of self-stimulated behavior, 213-214 
stimulus-bound behavior and, 214-216, 215, 

21 6 
of visceral response, 218, 219-220 

remote memory, see memory, remote 
renin, 531, 532 
Renshaw pathway, 544, 546, 548, 549 
repetitious DNA, see DNA, repetitious 
replication 

of DNA, 1001, 1083, 1005-1010 
of eukaryotic chron~osomes, 998-1013 
of molecules, 927-945 
of RNA, 935, 939, 939, 940, 940, 941, 941 

replication, "self-instructive" 
"living and nonliving," 928, 929 

replicase, RNA, 931 
MS2, 931ff, 931 
sedimentation analysis and, 934 
tenlplate specificity and, 931K 932, 934 

repressors 
affinity for operators, 950-951 
binding and, 949ff 
and genetic control, 950-951 
lac, 949ff, 950 
lambda, 950 
nature of, 948ff 

reptiles 
behavior patterns, 339 
phylogeny, 29 
social signals, 350, 350 

resolution 
in fly's compound eye, 504, 505, 509 

respiratory centers 
assinlilation of rhythms, 266, 267 
plastic changes in, 265-266 

respondent behavior, see stin~ulus-bound be- 
havior 

reticular formation 
functions, 17 
morphology, 16 



sensory pathways, 16-17 
rcticulocortical activation, 462 
retina 

cat, 630& 633ff 
cell specification, 756& 757 
dendrites of a cone, 390 
funct~onal organization, 631ff, 631 
gangl~on cells of, 632& 633ff 
intracentral connection, 59 
lateral inhibition effects, 636-637 
neural circuit interactions, 394 
neuron differentiation sequence, 139 
optic tectum, neuron connections to, 120-122, 

123, 124 
polysaccharides in, 757 
schema of, 630 
sensittvity, Weber's law and, 638, 638 
tectutn connections, 756, 757 

see also eye; ganglia, retinal; visual system 
retinal disparity, 471, 472 

see also receptive field disparity (vision) 
retinotectal system 

carbohydrates in, 757, 757 
interneuronal recognition in, 756-758 
polysaccharides and, 757-758 

retrograde anmesia, see amnesia, retrograde 
retrohippocampal formation 

neurogenesis, 65 
rhabdomeres 

angular sensitivity distributions, 496, 509 
arrangement of in upper eye, 496 
dichroic absorption properties, 497, 498 
of fly, 494-501, 496, 505, 508, 509 
spectral sensitivities, 494-497 

rhinencephalon, see limbic system 
rhon~bencephalon 

homology, 10 
neuromeres, 69 
sensory mechanisms, 9, 13-14 

rhythtn assimilation, 264 
in respiratory centers, 266, 267 
by Aplysia, 266-267, 268 

rhythmic potentials 
in olfactory bulb, 549 

ribonuclease 
catalytic action of, 910 
interaction with nucleotides, 907, 907, 908, 

908, 909, 909, 910, 911 
packing geotlletry of, 905 
pancreatic, 905 
structure, 905, 905, 906, 906, 907 

robonuclease-A, 905 
ribonuclcase-S, 905 

cleavage, 905 
interactions, 907, 908 
structure, 905, 906 

ribosomal RNA, see RNA, ribosomal 
ribosomes 

action of, 920-927 
altered by mutation, 915, 916, 916 
antibiotics actions on, 923, 923 
assenlbly of, 913-920 
dissociation factor, 924 
of E. coli, 913ff, 913 
functional analysis of 16s RNA, 917, 918 
functional analysis of  30s proteins, 916, 917, 

91 7 
gross structure and function, 913, 913, 914 
initiation by subunits, 922, 924 
in vivo assembly of, 918, 919 
mammalian, 925 

mitochondrial, 828 
mutationally altered, 915-916 
neuroglial, 813 
protein composition, 916ff 
protein factors, 922 
protein synthesis in, 812-813, 813, 921ff. 921 
reconstitution, 922 
runoff, 924 
streptomycin resistance, 915, 916 
structure and function, 913-914, 921, 922 
subunit assen~bly defective mutants (sad 

mutants), 919 
30s assen~bly in vitro, 918 
30s subunit, 913, 917, 922, 923, 924, 925 
30s subunit reconstitution from RNA and 

proteins, 914, 914, 915, 915 
50s subunit, 913, 919, 922, 924, 925,926 
70S, 922 

Ricco's law, 632 
ritualization, 349-350, 351, 351 
RNA 

eukaryotic genome and, 884 
evolution of, 930 
genes per genonle in, 989 
infectious viral, 936ff 
n~olecules, 938ff 
mutants, 937ff. 938, 938 
polymerase, 947ff 
self-duplicating, 937-938 
self-instructive replication, 938, 939, 939, 

940, 940 
sensory stimulation, changes during, 823 
species, 989, 989 
transfer fro111 glia to neuron, 287 
variants, 939ff. 939, 940, 942, 942, 943, 

943, 944, 944 
viral, 931ff 

mRNA (messenger RNA), 920, 921 
degradation, 921, 922 
formation, 922 
transcription, 820, 921, 922 
translation, 921, 922 

RNA, mitochondrial, 828, 829 
gene products of, 829 

QS, RNA, 934, 934, 942ff 
replicase activity in, 934 
response to different, 933 
transfers and, 942ff, 942 

RNA, neuronal 
synthesis, 81, 86 

RNA, ribosonlal, 828, 963, 964, 965, 966, 970, 
989, 989 

16S, analysis of, 917 
precursor, 990 
transcription, 989 

5S RNA, 989, 989,995 
30s RNA(subunit), 913ff. 914, 915, 916, 917 
50s RNA(subunit), 913ff 
RNA synthesis, 946ff 

infectious viral, 936ff, 936, 937 
kinetics, 934ff, 934-935 
messenger, 947 

tRNA (transfer) 
atninoacyl-, 921ff 
codon requirement for, 922 
and DNA repetition, 964 
genes in, 966, 989, 989 
initiating, 922 
in mitochondria, 922 
polypeptide relationship, 920 

RNA, viral, 936ff 

colntnunication of, 930-931 
and enzynie responses, 934 
fortnation of, 936, 937 
and host cell, 930-931 
radioactivity and, 937 
replicase for, 931-933 
synthesis of, 936-937, 936, 937, 943-944 
transfer experiments, 939ff, 939, 940, 941 

RNA replicase 
activity kinetics 932ff, 934 
MS 2 as, 931ff 
purified, 934 
QS as, 932ff, 938, 939 
template saturation of, 934 
and template specificity, 931-933, 932-933 
and viral RNA, 931 
of bacteriophage, 931, 932, 933 
template specificity, 931, 932, 932, 933, 933 

RNA synthesis, 933ff 
actinomycin-D inhibition, 820-821, 822 
kinetics, 935 
nerve growth factor (NGF) and, 821-822, 822 
phytohetnagglutinin (PPHA) and, 822-823 
and viral RNA, 935-937, 936, 937, 941, 941 

salamander (Ambystoma) 
motility, embryonic, 141, 148, 149, 150 
~uytotypic re~~ecificatiotl, 153-154, 155 
transplanted limb, 112, 153-154 

saltations, 376-378 
"sameness" neurons, 378-379 
sarcoplasnl 

membrane fluidity, 701 
Saintiri sci~~re~is, see squirrel monkey 
satellite cells, 84 
Schwann cells 

axons and, 112, 786 
birefringence and, 71 1 
cytotypic maturation and, 84 
derivation, 62 
destruction in culture, 782, 782fn 
generation cycle, 63 
intercellular clefts, 784ff, 786 
location in culture, 89, 92 
myelin and, 842 
nerve fibers and, 783 
nerve regeneration and, 112 
nodes of Ranvier and, 722 
oligodendrocyte pulsatility in, 91 
organotypic tnaturation and, 84 
in peripheral nervous system, 788 
protein synthesis in, 844 
selectivity, 59 
surface tnenlbrane complexes of, 716 
in vitro, 85-86, 847 

see also nlyelin sheath; neurilemma; neu- 
roglia; spindle cells 

secondary memory, see memory, secondary 
second signal system, 183, 184 

see olso cognitive development; language 
selective antibody response, 887, 887, 888 
self-assembling neural nets, see neural networks, 

self-assembling 
self-duplication 

defined, 928 
gene and, 927, 928 

self-inhibition 
of mitral cells, 562 

self-instructive replication, see replication, self- 



instructive 
self-preservation 

affects of, 338 
learning role, 193 
neural mechanisms, 340 

see also adaptive behavior 
self-stimulation, 210 

duration, 214 
in etnbryos, 143, 150 
reinforcement of stimulus-bound behavior 

and, 213-214 
sensation, 317 

see also perception 
sensillunl liquor, 513, 513, 514 
sensory filter, 397, 408 

in grasshopper wing stretch receptors, 404 
in Lim~rlus eye, 399 

sensory ganglia, sea. ganglia, spinal (sensory) 
sensory input 

electrical activity of spinal cord, 146 
in embryonic motility, 143, 144 
role of 215-216, 216 

sensory memory,, see memory, sensory 
sensory neuron 

differentiation, 131, 132 
information transmission, 573 
specificity, 59 

see also nerve fiber connections; neural 
circuitry 

sensory pathway, I s 1 6  
nonmamnlalian vertebrate, 9 
nonspecific activating nervous system and, 377 

see also nerve pathway 
sensory physiology 

methodology, 494 
sensory relay nuclei 

glomerular synapses in, 440-441 
see also medial geniculate body; lateral geni- 
culate body; ventralis posterolateralis 

sensory signals 
neuronal response to, 598, 598 
spike-train transmission and distortion, 597-604 

sensory stimulation 
R N A  changes during, 823 

sensory systems, 9, 13-17 
parallel, 377 

septum 
classical conditioning, role in, 346 
electrical stimulation, 346, 347 
EPSPs in monkey and, 346, 347 
phylogeny, 340 

sequence-specificity 
in bacteriophage D N A  ends, 956 

serotonin 
behavior, role in, 329 
biosynthesis in mammalian pineal organ, 534 
central nervous system, distribution in, 327 
distribution, 771 
fluorescence, 327 
in limbic system, 340 
pineal function and, 535 
sleep production and, 329 

set (psychological) 
"attention" set, EEG patterns, 230 
duration, 228 

sex-related behavior 
testosterone effects on, 201-205, 202, 203, 204 

sexual attractant 
insect, 511-518 

see also pheromone 
sexual behavior, 196-207 

gonadectomy effects, 198-199, 198 
hormonal influences on development, 196ff 
mounting, 201ff, 204 
social experience and, 201, 204 
testosterone effects on, 200 

see also lordosis reflex 
sexual developn~ent 

anhormonal, 198-199 
genetic disorders, 196, 197K 200 
hormonal influences, 196ff 
perinatal testis influence, 198-199 
social experience and, 201, 204 
testosterone effects on, 200, 205 

sham rage, 208 
short-axoned cells, see stellate cells 
short-term memory, see memory, short-tern~ 
signal-to-noise ratio 

in fly's conlpound eye, 499, 499, 500 
simple nervous systems, see nervous system 
single quantum effects 

in fly's compound eye, 498, 499, 499, 509 
silk moth (Bombyx wrori), 511-517, 513 

antenna, 513 
antenna, axon fusion, 513 
chemoreception, 514, 515 
electroantennograln (EAG), 512 
olfactory receptors, 511-514, 515 
sensillum trichodium, 513-514, 513 
sex attractant system, 512, 517 
single-cell response in, 514-516 

simultagnosia, 366 
simultaneous contrast, 304, 305 
sinusoidal oscillator, one-Hertz, 387 
skin grafts 

dorsoventrally reversed, 153ff 
in frog, 119-122 
receptive fields, 118, 119, 122, 153 
reflex development, 117-118, 120, 121, 153 
reinnervation, 117-118, 119, 121, 122 
rotated, 153ff 
size, 118 
wiping reflex and, 153 

see also cutaneous nerves; frog 
slave genes, see gene, slave 
sleep 

EEG amplitude distribution during, 226, 227 
snake venom 

nerve growth factor (NGF) in, 819, 820 
social behavior 

dominance, 356-357, 358 
gonadectomy effects on, 201, 204 
in Iguana, 350 
in monkeys, 350-359 
phylogenetic aspects of, 349-351 
play, 202-203 
ritualization, 349-350, 351, 351 
septum and, 340 
streotyped, evolutionary aspects, 339 
sexual differences, 201, 204 

see also social signals 
strategies of control, 356-357, 356 

see also male social behavior; social com- 
munication; social signals; squirrel monkey 

social communication, 302, 349 
animal, 349-359 
between partners, 355-357, 355, 356 
determinants, 358-359 
information theory and, 355-357 
innate and learned components, 352, 357-358 
nonverbal in man, 357-358, 358 
ontogenetic aspects, 351-352 

perceptual analysis by synthesis and, 314 
phylogenetic aspects, 349-351, 359 
primate, 357 
ritualization, 349-350, 351, 351 

see also behavior, information theory and; 
language 

social signals 
auditory, response to, 358-359 
back-rolling, 350, 351 
electrical brain stimulation analysis, 355 
gaze, 357-358, 358, 359 
genital display in monkeys, 351, 351, 352 
head-nodding of lizards, 350, 350 
nonverbal in man, 357-358, 358 
ontogenetic aspects, 351-352 
visual signals, response to, 358-359 
vocalization, 350, 352-353, 353, 354, 359 

see also ritualization; social behavior; social 
communication 

social skills 
chimpanzees, 43 

Society for Neuroscience, vi 
solvation 

free energy, alkali ion and, 687, 687 
somatic afferent pathway, 605-617 
somatosensory area I 

cortical map, peripheral stimulus configura- 
tion, 613, 614 

hind-limb representation in, 606& 608, 609 
microelectrode penetration through, 606, 607 
topology, 608-611 

somatosensory area I1 
cortical mapping in, 615 

somatosensory mapping, see cortical mapping 
somatosensory projection, 606, 608 

dermaton~al trajectory role, 609-611, 611,613, 
614 
see also cortical mapping 

somatosensory spaces 
abstract mapping and, 613-615 

somesthetic systems, 377 
species-typical behavior 

hypothalamic stin~ulation and, 213, 214 
specificity 

in binding, 901-912 
defined, 902 
kinetic, 902 
in lysozyme-inhibitor complexes, 904 
neuronal, 62 
in ribonuclease-nucleotide interaction, 907 
of R N A  replicase, 931-933, 931-933 
static, 902 

spectral analysis 
of spike trains, 592, 594-596 

spectral sensitivities 
of rhabdomeres, 496, 497, 509 

speech 
brain mechanisms, 363 
cerebral representation, 357 
control of behavior by, 183 
language knowledge and, 364, 365 
motor coordination for, 363 
peri-aqueductal gray, 363 

speech disorders 
anarthria, 363ff 
cortical topography and, 362 
symptoms, 364 

see also language disorders 
speech perception, 314 

analysis by synthesis, 314 
see also auditory perception 



speech praxia 
defined. 365 

spike 
duration, calcium level of membrane and, 

707-708 
latency, prediction of, 244, 245 
probability-predicted, 244-248, 247, 247 
prolongation, 707 
shape-sorting methods, 648-649, 650, 654 
in visual cortex, 246 
waveforms, 649, 650 

see also firing; neural conduction 
spike potential, 598 

discharge, cross-correlation with, 580 
generating probabilities, 574, 574 
generation, 581-583 
infortnation transfer by, 597ff 
presynaptic discharge and, 574 

spike shapes 
sorting of, 650 

spike trams 
analysis of, 6496 661ff 
analysis techniques, 389 
autocorrelation of intervals, 590 
autocovariance, 594 
axon filtering, 377 
codes, variety of, 587-590 
comn~unication channel probabilities and, 598- 
599, 598 
comparison of si~nultaneously observed, 591- 

594 
cross-correlation histograms, 591-592, 592 
data transmission by, 661-671 
density, information transtnission and. 600-601 
demodulated, 664ff, 664 
firing times, 665& 666, 667 
Fourier transform, analysis by, 592, 595-596 
functional interaction categories, 652-660 
impute frequency and information transmis- 

sion, 662-663 
information-carrying parameter, 662-663, 663 
information transmission, role in, 587-596, 

597-604 
input patterns and, 578, 579 
input rates and, 576, 577-578 
instantaneous frequency, 662 
interspike intervals, 570-571 
interval codes, 588ff, 589 
interval histogram, 590 
joint peri-stimulus-time histogram, 652, 659 
low-pass filter in, 665, 666 
measurement, 572-573 
measurement, descriptive statistics, 649, 651- 

652 
neural codes in, 587-588 
neuron as analyzer of, 577-582 
neuronal analysis, 577 
neuronal response and, 598-599, 598 
random, power spectrum of, 668, 669 
rate codes, 588% 589 
regular rates, effects on single-channel trans- 

mission, 666-668, 668 
sensory signals and, 597-604 
serial correlogram of intervals, 590-591 
spectral analysis of, 594-596 
spike intervals, 662, 666 
statistical measures for, 590-596 
time intervals, measurement, 651-652 

see also firing pattern; neural codes 
spin labels, 697K 869 

amphiphilic labels, 698, 700, 701 

anisotrophic motions, 700-701 
Hamiltoniatl, 698 
motions in membranes, 698, 700ff 
nitroxide free radicals, 697 
nitroxide group, paramagnetic resonance, 698, 

700 
orientation, 698, 700, 701 
paranlagnetic resonance spectra, 698, 699, 700, 

700, 701 
Paulitlg-Corey-Koltun model, 698, 699, 702 

see also TEMPO 
spinal cord 

brachial enlargement, 109 
central canal, 58 
conduction pathways, 17-18 
deafferentation, in chick embryo, 143-144, 

143, 144, 147 
develop~nent of, 136-139, 139 
electrical activity, in embryo, 144-147, 146 
en~bryonic, 144, 147 
l i~nb  movement, role in, 154 
lumbar enlargement, 109 
mechanisms, intrinsic, 10 
mechanisms, sensory, 9, 13-14 
morphogenesis, 58 
motor colutnn differentiation, 109 
ontogeny, 130-136 
primate ontogeny, 130 
somatotopic representation, 154 
synaptic connections, 130 

spindle cells, 64, 84, 88, 90 
migration, in vitro, 85 
in spinal ganglia, 86, 88, 90 
ventricular zone, orientation, 64 

see also fibrocytes; Schwann cells 
spinocerebellar pathway, dorsal 

neuronal signal transmission in, 617-629 
split-brain studies, 322 
spongioblasts 

germinal cell origin, 63 
see also neural tube 

squid 
axoplasm, 855, 855 

squirrel monkey (Saimiri sciureus) 
back-rolling, 350, 351 
dominance behavior, 356-357 
genital display, 351, 351, 352 
social signals, 350% 351 
vocal repertoire, 352, 353, 359 

stability, neurobehavioral, 162 
learning and, 162 
of motivation systems, 207-208ff 

see also plasticity 
statistical techniques 

autocorrelation of spike intervals, 590 
autocorrelation of spike discharges of a neuron, 

582, 582 
autocovariance, 594 
correlogram, 652 
cross-correlation, 578, 580, 581, 591-592 
cross-covariance. 595 
cross-interval histogram, 651-652, 653, 654, 

655 
Fourier transform. 595-596 
joint-peri-stimulus-time scatter diagram, 652, 

659 
serial correlogram, 590-591 
spectral analysis, 592, 594-596 
of spike-train analysis, 590-596 

see also systems analysis 
stellate cells 

lateral inhibition and, 419 
~norphology of, 41 1 
as part of n~odule, 449 
origin of, 411, 413 

stereopsis, see depth perception 
stereoscopic vision, see depth perception 
Steven's law, 303-304, 306 
Stirtr~tlatior~sor~qai~er~ 

defined, 404 
stimulation, brain, see brain stimulation 
stimulation, visual 

contour analysis, 319% 319 
global features, 318 
locus-specific analysis, 319-321, 319, 322 
spatially distributed processing, 317-323 

stimulus-response (S-R) theories of behavior, 
177& 185 

concept formation, 177 
habit-family hierarchy, 178 
hierarchical organization of performance, 177- 

178 
language and, 177, 178 
reversal shift, 177 
verbal mediation, 177 

stimulus, sensory 
emotional state and novelty, 330 
genetically significant, 330 

stimulus persistence, 165-166 
stimulus-bound behavior, 208, 214 

drinking, 210ff 
drive state and, 210 
eating, 210ff 
electrode size and, 210 
electrolytic brain lesions and, 211-213 
environmental conditions and, 214 
hypothalamic site and, 209ff, 211,212,213,215 
modifiability, 208-211, 209 
prepotent responses, 213-214, 215 
reinforcement of, 214, 215-216, 215, 216 
stimulus duration and, 214 

see also electrical brain stimulation 
stimulus-response matrices, 571, 573, 573 
streptomycin 

resistance of mutationally altered ribosomes, 
915, 916 

stress, see psychological stress 
striate cortex 

binocular receptive fields of neurons, 476-477 
neurons, classification of, 473 
receptive fields of single neurons in, 472 
retinocerebral fibers in, 472 

subcellular fractionation, 761-764, 763 
subjectivity, 336, 337 

see also affect; individuality 
submaxillary gland 

7 s  nerve-growth factor in, 817ff 
substantia gelatinosa 

synaptic complexes in, 438, 439, 440-441 
subsystenl 

defined, 486ff 
thalamic cortical, 427-443 

see also neural subsystems 
subventricular zone 

glial cell, formation of, 69 
supraoptic hypothalamic nuclei, 532 
symmetry 

of mitral cell population 555, 555 
synapse 

adrenocortical hormones and, 333 
apparatus, 871 
amine release and, 331 



chemical transn~ission at, 715-720 
cholinergic terminal of, 764ff, 786% 770, 

773, 775 
circuitry development in, 134, 135 
classification of, 739-740 
cleft material, 761-762 
closure, sequence of, 132-136, 132 
connections, formation of, 740-741 
consolidation of, 261-262, 262, 263 
differentiation rate, 134 
electrical activity of, 7156 718, 719, 768ff 
end-plate potentials and, 775 
electron coupling, 721-722 
"epoxy theory" of consolidation, 262-263 
E-PTA staining, 735-738, 737, 740 
excitatory and inhibitory, 723-724 
glycoproteins and, 747% 752-756 
information storage by, 261-264 
information-transmitting capacity, 572 
interactions, 263-264 
investigation techniques, 761ff, 763 
juxtamembranal specializations, 724-726 
link development, 104K 132-136, 132 
linkage sequence, 132, 134 
membrane complexes at, 715ff 
~nolecular biology of, 676, 715-782 
molecular transfer at, 872 
morphological features, 738 
neuroplasmic flow and, 873 
nomenclature, 771 
nuntber of, 739 
plasticity of, 740-742, 862, 864 
polysaccharides and, 747ff 
postsynaptic structures, 739 
presynaptic microstructure, 739 
release mechanisms in, 872 
retinal ganglion cells and, 757, 757 
specializations in, 724, 724, 735-739 
staining techniques for, 722 
structures at, 870-872 
subcellular structure and, 762 
transmission, invertebrate, at, 720-721, 769ff 
transn~ission structures at, 715 
transmission, vertebrate, at, 721-722 
transmitter release mechanisms at, 776% 777, 

778, 872-873 
transposition, 741 
ultrastructure of, 715-728, 729-747, 870-873 
"unspecific afferents" and, 331, 333 
variations in, 740 
vesicles at, 723, 724ff, 724, 725, 729ff, 730, 731, 

733, 737, 738 
see also nlotor end plate; polysaccharides; 

synapse, adrenergic, 326 
amine storage, 326, 326 
endocrine-cell innervation and, 520, 522 
neurotransmitter at, 325 
neurotransmitter inactivation at, 778 

synapse, axo-axonic, 440, 441 
in LGB glomeruli, 433 
presynaptic inhibition in, 433 
in substantia gelatinosa, 438 
in VPL glomeruli, 433 

synapse, axodendritic 
in substantia gelatinosa, 438 

synapse, cholinergic 
neurotransmitter inactivation at, 778 
organization, 764-766 

synapse, dendrodendritic, 552-565 
graded activation, 563 
in olfactory bulb, 541, 546, 546, 547 

synapse, excitatory 
cerebellar glomerulus as, 429 
morphological features, 723-724 

synapse, glomerular, 427-443 
in lateral geniculate body, 431, 433, 433, 435, 

44 1 
in lateralis posterior nuclear group ofthalamus, 

435 
in medial geniculate body, 433 
operation of, 427-443 
in pulvinar, 435, 441 
in sensory relay nuclei, 440-441 
in ventralis posterolateralis, 433, 440 

see also synaptic complex 
synapse, inhibitory 

cerebellar glon~erulus and, 429 
morphological features, 723-724 

synapse, retinal 
specializations, 723, 723 

synapse, retinotectal, 756 
"synapse gap," 729, 742-743 
synaptic activation, graded 

of dendrodendritic synapses, 563 
synaptic apparatus, 870, 871-872 

synaptic boutons, 715, 721 
synaptic vesicles in, 723 

synaptic bulb 
developn~ent rate, 137, 134ff 
in neuropil, 136, 137 
reflex onset and, 133, 134, 135 

synaptic cleft 
neurotransmitter in, 776 
synaptosomes and, 761 

synaptic complex 
in substantia gelatinosa, 438, 438, 440-441 

see also synapse, glo~nerular 
synaptic coupling 

specificities of DSCT, 617-618 
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synaptosomes, 761ff 

leucine incorporation inhibited by antibiotics, 
814, 814 

as miniature cells, 761 
protein synthesis in, 813, 814-815, 864 
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A bullet (a) indicates the corrections of text 

FIGURE 7 A family of "ideal" curves representing the de- 
velopment of learning set in various animals. The curves 
were obtained by the fitting of smooth curves to empirical 
data points. The data of the human children and chimpan- 
zees were from Hayes et al. (1953); those of the gorillas, 
from Fischer (1962); those of the rhesus monkeys, from 
Harlow (1959) ; those of the mangabeys, from Behar (1962) ; 
those of the squirrel monkeys, from Miles (1957); those of 
the marmosets, from Miles and Meyer (1956); those of the 

cebus monkeys and spider monkeys, from Shell and Rio- 
pelle (1958); those of the squirrels and rats, from Rollin, 
cited in Warren (1965) ; those of the ferrets, minks, skunks, 
and cats, from Doty et al. (1967); those of the tree shrews, 
from Leonard et al. (1966) ; and those of the pigeons, from 
Ziegler (1961). As the human, gorilla, and chimpanzee in 
studies each reported data on only two subjects, the curves 
of each subject are shown separately. 

FIGURE 7 Effect of rhythmic intracellular stimulation of a the first spontaneous burst appears after the entrained inter- 
burster cell (R15) of Aplysia. The average spontaneous burst stimulus interval. Maximal spontaneous variability of the 
interval is 67 seconds. Rhythmic intracellular depolarization mean interburst interval, 3.5 per cent. Induced change, 15 
is applied (black bars) six times, with an interstimulus inter- per cent. 
val of 56 seconds. After the end of the stimulation period, 

FIGURE 1 Effect of acetoxycycloheximide on protein synthesis in 
the cerebrum and memory. Mice were injected subcutaneously 
with 240 pg of acetoxycycloheximide 30 minutes before training 
to escape shock by choosing the lighted limb of a T-maze to a 
criterion of five out of six consecutive correct responses. Different 
groups were tested for retention (per cent savings) at each of the 
indicated times. (For details, see Barondes and Cohen, 1968a.) 

FIGURE 8 Current sources and sinks calculated from the field po- 
tentials evoked by local stimulation of the surface of the cerebellar 
cortex in the alligator (Caiman sclerops). The field potentials were 
recorded simultaneously by an array of five microelectrodes (see 
photograph and diagram to the right). A shows a computer aver- 
age of the fields produced by a set of eight successive local stimuli, 
each set administered at a different depth and recorded from elec- 
trode #5. Upward arrows represent stimulus artifacts. In B, current 
densities calculated from potentials recorded with the five micro- 
electrodes at depths indicated to the left of each record. First down- 
going arrow indicates current generated by the parallel-fiber vol- 
ley; second arrow the current generated by the activation of paral- 
lel fiber and Purkinje cell. Upgoing transients indicate current 
sinks; downgoing transients indicate current sources. Second 
downgoing arrows in B demonstrate that, after local stimulation, a 

sink of current is generated and moves downward to the level of 
the soma. Note increase in latency of the current sink with depth. 
Time calibration as in D. In C and D, a series of field potentials 
recorded by electrode #5 after a weak stimulus to the cerebellar 
cortex. C was recorded immediately in line, and D was recorded 
20011 out of beam. E and F show the current densities associated 
with the potentials shown in C and D. Note that the weak local 
stimulus is able to generate a dendritic sink which moves down- 
ward in time and which seems to move transversely so that in F a 
source-sink relation is generated which does not, however, invade 
antidromically but instead produces a dendritic current source at 
higher levels (see arrow at 200p depth). Abbreviations: PC, Pur- 
kinje cell; ML, molecular layer. (From Llinhs and Nicholson, 
1969.) 

FIGURE 1 Cross section through an ommatidium of Musca. Rhabdomere 8 cannot be seen in the Figure, as it is situated 
Seven sensory cells with their attached rhabdomeric struc- proximal to 7. Note the different orientations of the 
tures are shown. The diameter of each of the peripheral microvilli in the different rhabdomeres. Fixation: glutaral- 
rhabdomeres (1-6) is about twice that of the central one (7). dehyde-osmium. (From C. B. Boschek, unpublished.) 

FIGURE 5 Electron micrograph of lampbrush chromosome extend from it. (Courtesy of 0. L. Miller, Jr.) 
loop. DNA duplex is the traverse thread; long RNA chains 
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