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Preface 

In prefaces to previous volumes of the Symposia of the Society of General Physiolo
gists, the organizers commonly explain the fortuitous convergence of discoveries, 
methodologies, theories, and planets that make it essential to celebrate and promote 
an emerging field with a symposium. Without disputing their motivation, we note 
that some organizers are born to symposia, while others have it thrust upon them. In 
our case the choice of sensory transduction as a topic was made by some anonymous 
wisdom within the Society, which then approached us to make it happen. We were, of 
course, rather partial ourselves to the topic, and could not imagine anything more 
wonderful than four days in Woods Hole, hearing the very latest in sensory 
transduction from some of the best laboratories in the world. With the (calculated) 
threat from the Society that another topic would be chosen should we be unable to 
carry the baton, the 45th Symposium was put in motion. 

It is, in fact, an exciting time in sensory transduction, and became perhaps more 
so between the initial choosing of the topic and the actual meeting. People working in 
each of the various senses have always paid some attention to the others, with the 
hope that themes and mechanisms developed in one may apply to another. The 
striking convergence of mechanism between olfaction and vision, revealed in the last 
two years, is the best but not the only example. And so we attempted in the 
Symposium to provide a forum in which general principles, or at least common 
themes, could become more apparent. This created an interesting perspective for the 
symposium, but only future research will determine whether it was actually a useful 
one. 

For some participants, comparison of this Symposium with a similar meeting 
organized in 1977 by Juhn Dowling showed how far our understanding has come in 
just a few years. To encourage humility, we have chosen instead to compare the state 
of the art as expressed in this volume with the ideas of Rene Descartes, developed 
some 360 years ago and published after his death as De Homine. Quotations 
preceding each section are translations from the French by Thomas Steel Hall; 
illustrations appeared in the original volume. 

The terrible truth about organizing a symposium is that other people do most of 
the work. First among them is Jane Leighton, who with the help of Susan Lahr ran 
the meeting from the office of the Society of General Physiologists in Woods Hole. 
At Massachusetts General Hospital, Susan Cronin kept everything on track before 
the meeting and did much of the organization of this volume afterwards. Jeanne Hess 
at Rockefeller University Press edited and produced the book with patience and 
efficiency. We especially appreciate financial support from the National Institutes of 
Health, the National Science Foundation, and the Office of Naval Research, and 
additional support from Elsevier Science Publishers, Givaudan Corporation, and 
International Flavors and Fragrances. Of course, the success of a symposium rests 
ultimately on the speakers. To all of them go our greatest thanks. 

David P. Corey 
Stephen D. Roper 





Principles of Sensory 
Transduction 

To understand, next, how external objects 
that strike the sense organs can incite [the 
machine] to move its members in a thousand 
different ways: think that 

[a] the filaments (I have already often told 
you that these come from the innermost part 
of the brain and compose the marrow of the 
nerves) are so arranged in every organ of 
sense that they can very easily be moved by 
the objects of that sense and that 

[b] when they are moved, with however 
little force, they simultaneously pull the 
parts of the brain from which they come, and 
by this means open the entrances to certain 
pores in the internal surface of this brain ... 

Thus, if fire A is near footB, the particles 
of this fire have force enough to displace the 
area of skin that they touch; and thus pulling 
the little thread, (cc) which you see to be 
attached there, they simultaneously open the 
entrance to the pore (de) where this thread 
terminates: just as, pulling on one end of a 
cord, one simultaneously rings a bell which 
hangs at the opposite end. 
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Biophysical Principles of Sensory Transduction 
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2 Sensory Transduction 

Introduction: A Search for Underlying Principles 
Among the properties that distinguish the animate from the inanimate are the 
capacities to reproduce, to move, and to respond to stimuli. Indeed, the study of such 
properties defines the field of biology. The last of these-the ability to respond-is 
predicated upon being able to detect a stimulus in the first place. Sensory transduc
tion therefore plays an indispensable role in the lives of organisms. It is the 
mechanism by which external physical cues are transformed into internal biochemi
cal or electrical signals that can be put to some further use. External cues carry all 
kinds of information about the environment; internal signals present a distilled 
version of that information. As such, information must be gathered, selected, 
registered, amplified, and encoded. This process can be simple, or it can be 
extraordinarily complex. In nature, schemes for signal transduction are every bit as 
varied as the creatures that use them. Consider, for a moment, the sheer number of 
cues to which biological organisms respond. It has long been obvious that sensory 
modalities go well beyond the classic five human senses of hearing, sight, taste, smell, 
and touch. Living things not only sense sound, light, chemicals, and pressure, but also 
position, heat, gravity, acceleration, electrical and magnetic fields, and even the 
passage of time. A glance at a list of some of the better-studied of these sensory 
systems (Table I) may lead to the impression that life has evolved to monitor just 
about everything. Can there be any unifying themes, any biophysical principles? 

A physicist looking over Table I might point out that living things sense 
manifestations of just two of the four fundamental forces: the electromagnetic force 
and the gravitational force. The electromagnetic force has infinite range, and it 
dominates on the length scale at which life exists: from nanometers up to tens of 
meters. It holds molecules together, and is the basis for light, heat, sound, and all of 
chemistry. The gravitational force also has infinite range, and, although its effects are 
far weaker, it, too, affects living forms. But the remaining two forces, the strong force 
(or nuclear force) and the weak force (responsible, for example, for (3-decay), appear 
to pass undetected through the biosphere. It is likely that, because the range of both 
the weak and strong forces is finite and short (small, even on the scale of an atom), 
large-scale consequences are wholly insignificant. Perhaps so. But who knows? 
Someone may yet find an example of a creature that detects nuclear processes or 
violates parity conservation. 

Be that as it may, the foregoing discussion hardly constitutes a "biophysical 
principle" of sensory transduction. Knowing that sensory systems obey the laws of 
electromagnetism and gravity provides small comfort and little insight. Instead, to 
search for principles one needs to look carefully at individual senses, at their 
evolution, design, and function. Here, physics can play a role in helping to under
stand why sensory systems behave as they do. 

Anyone who has spent time studying the senses cannot help but be struck by the 
astounding sensitivity of biological systems. Our own human senses are fairly dull 
compared with most other mammals, and yet we can hear a faint whisper, smell a 
whiff of perfume across a crowded room, find our way by dim moonlight, balance on 
our tiptoes, or determine the roughness (not to mention temperature) of a nearly 
smooth surface by merely running a fingertip across it. In purely engineering terms, 
these are impressive feats: the best man-made detection systems today are, in a great 
many instances, no better than the natural senses. Most are worse. What's more, 
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biological sensory systems are generally more compact, more robust, and more 
efficient. How are such levels of performance achieved? May we speculate that 
biological sensory systems are, in some sense, optimal? 

It turns out that the question of "optimality" is ill posed. There are a number of 
reasons for this. First, and almost trivially, optimality supposes that a unique solution 
exists that maximizes the performance of a sensory system. In fact, there may well be 
multiple solutions to a sensory problem, any one of which achieves the desired level 
of perfection. The incredible natural variety of sensory systems reminds us that there 
are many ways to skin a cat. Second, there is no a priori reason to believe that 

TABLE I 
A List of Some of the Better-Studied Sensory Modalities, 
in No Particular Order 

vertebrate rod and cone vision 
chemotaxis in bacteria 
vertebrate hearing 
echolocation in bats, birds 
taste reception 
chemotaxis by eukaryotic cells 
tactile responses of protozoans 
vertebrate olfaction 
odorant detection insects 
yeast mating response 
circadian rhythms 
osmotic responses of bacteria 
salt taxis in bacteria 
phototropism in plants 
phototaxis in bacteria 
stretch-activated receptors 
vestibular senses 
insect tactile/vibration responses 
geotropism in plants 
proprioreception 
magnetoreception in vertebrates 
gas partial pressure sensing 
haltere-based orientation 
thermotaxis in microorganisms 
crustacean rhabdomeric vision 

vertebrate taste transduction 
animal map senses 
magnetotaxis in bacteria 
magnetoreception in invertebrates 
electroreception in fish 
ultraviolet light detection 
insect chemical signaling 
pH taxis in microorganisms 
insect pheromone detection 
sense of elapsed time 
insect rhabdomeric vision 
stretch-inactivated receptors 
geotaxis in microorganisms 
phototaxis in protozoa 
thermoreception in vertebrates 
aquatic bouyancy regulation 
infrared sensing and imaging 
polarized light detection 
infrasound detection 
leukocyte chemotaxis/signaling 
sonar in marine mammals 
fluid or gas velocity detection 
fungal avoidance response 
osmoregulation in plants 
nociception 

optimality has been achieved. On the contrary, to do so would be tantamount to 
assuming that evolution had somehow run its course and produced a final product. It 
is arguably better to think of biological systems as "works in progress." Third, and of 
fundamental importance, one cannot talk about optimization without first stipulating 
(I) the properties (functions) that are to be optimized, and (2) all the constraints 
(boundary conditions) for that optimization. This is where one rapidly gets into 
trouble with biological systems. It is simply not meaningful to say that performance is 
maximal unless a context is specified. Just what measure of performance is appropri
ate (signal amplitude? signal-to-noise ratio? speed? jitter? encoding fidelity?) and 
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what factors contribute to the "design criteria" (basic physics? environmental 
factors? size? metabolic cost? selective advantage?)? As researchers on the outside 
looking in, we should view our task as being the identification of precisely these 
things: only then can questions of optimality be addressed meaningfully. To put it all 
in a more "biological" language: 
Evolution doesn't really seek to optimize. It seeks to iterate, to ramify, and to compromise. 
The solutions found by evolution are neither unique nor perfect. 
A corollary of this, therefore, is that: 
Sensory systems are not necessarily as good as they can be. They are just as good as they 
need to be. 

Unfortunately, we do not yet know enough about most sensory systems to 
speculate as to what kinds of information they really extract, or to what constraints 
they might be subject (i.e., just exactly how good they ought to be). In a number of 
felicitous cases, though, the response of a sensory system can be clearly identified, 
and its performance comes close to limits set by basic physics. That is, the perfor·· 
mance of the sensory system does not appear to be compromised by, say, some 
cryptic need for a particular color, size, or sexual attractiveness. In such cases, it does 
make some sense to talk about optimization. Even for sensory systems whose 
performance falls well short of any physical limits, it is nevertheless a worthwhile 
exercise to try to understand what those limits are, if only to understand better the 
evolutionary context. Here, then, is the place for "biophysical principles." 

A Unified Scheme for Sensory Systems 
From an engineering standpoint, all sensory systems have features in common. Fig. 1 
shows a block diagram depicting a conceptual framework for sensory systems. They 
all possess a detection stage, or primary transducer (symbolized by the upper gray 
box). In vertebrate vision, this would correspond to the photoreceptor molecule 
(opsin or rhodopsin); in bacterial chemotaxis, to a transmembrane receptor on the 
inner membrane that can bind either to attractants, or to attractants complexed with 
periplasmic binding proteins; in vertebrate hearing, to a set of mechanically gated 
channels in the hair cell's stereociliary bundle. Most often, the detector is linked to 
accessory factors that serve to convey the signal to the detector (symbolized by the 
curved, antenna-like object attached to the detector). In vertebrate vision, this would 
correspond to the image-forming portion of the eye (lens, iris, retina, etc.); in 
bacterial chemotaxis, to the outer wall of the cell and to the periplasmic binding 
proteins; in vertebrate hearing, to the outer and middle ear, the basilar and tectorial 
membranes of the cochlea, and so on. The detection stage transduces the energy of 
the stimulus to some other form, usually chemical or electrical. As such, information 
becomes encoded (Encode I). The receptor now boosts this weak signal with an 
amplification stage (middle gray box), which involves a second filtering step (Encode 
II). Finally, the amplified signal is passed along to its destination by a signaling stage 
(lower gray box) that further serves to filter it (Encode III). In higher organisms, 
signaling outputs are usually afferent nerves. For single-celled organisms, signaling is 
internal (in bacterial chemotaxis, a diffusible signal molecule modulates the rota
tional direction of the flagellar motor). 

The stages of detection, amplification, and signaling may be linked by various 
feedback pathways. Not all sensory systems have implemented the complete set of 
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pathways shown in Fig. 1, but most do have multiple levels of feedback. Feedback 
pathways mold the response characteristics of the cell. At the earliest stages, they 
serve to moderate the input signal itself (e.g., closing the pupil reduces light reaching 
the retina; tensing the muscles of the middle ear attenuates sounds). Feedback to the 
detection stage can be used to adjust the sensitivity of the detector (e.g., covalent 
methylation of a bacterial chemoreceptor changes its signaling characteristics). 
Feedback to the amplification stage provides what engineers call automatic gain 
control, or range adjustment (e.g., the adaptive shifts of the response of rod 
photoreceptors to changes in background illumination, or the adaptive shifts of the 

ctS 

a.. 

1..:.::: 
lu 
letS 
I 
1 .0 

Modulate 

---

Sensitivity 
adjustment 

Automatic 
gain 
control 

Terminate, 
Prolong, 
Modify 

--· :::~--

'- / 

Detect 

ENCODE I 

Amplify 

ENCODE I 

Signal 

ENCODE I 

IN 

------, 
High sensitivity 
High selectivity 
Low crosstalk 

High gain 
Low noise 

Robust 
Faithful 
Efficient 

r 
I 
I 
I 
I 
I 
I 
I 

II I 

1-o 
Ia.> 
I 
10> 
ILL 
I 
l-- -------- ----

___ _ ____ I 

OUT 
"Efferent" "Afferent" 

Figure 1. A univer al scheme 
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response of inner hair cells to changes in the mean stereociliary bundle position). 
Feedback can also affect the bandpass characteristics of the amplifier, altering its 
frequency response. Feedback to the signaling stage can be used to vary the temporal 
characteristics of the response, prolonging it, terminating it prematurely, or other
wise modifying it (synaptic inhibition, potentiation, and habituation are examples of 
this). Feedback can even change the encoding scheme (say, by altering threshold 
spiking behavior or inducing oscillations). Finally, feedback pathways can be imple
mented both internally, inside the receptor itself (as in single-celled organisms), and 
externally, via efferent pathways from the nervous system. 
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In engineering design, there are desiderata ("specifications") at each stage. 
Ideally, the primary detector should have high sensitivity and high selectivity. It 
should respond only to the designated stimulus (low crosstalk). As in an electronic 
instrument, the first stages of amplification should produce high gain, yet introduce 
little or no additional noise into the system. The signaling stage needs to encode the 
desired information with great fidelity, and it should be robust and efficient. The 
feedback pathways, properly implemented, can be used to increase the dynamic 
range, improve temporal response, raise noise rejection by the system, augment 
accuracy, and more. They should prevent the system from overloading, overdamping, 
or oscillating out of control. The scheme of Fig. 1 is, in some sense, universal: it 
applies as well to the design of a hand-held video camcorder as to the biological 
senses. 

What, then, sets specific limits on design? Many factors come into play here and 
no simple answers exist. Ultimately, however, there is one ineluctable consideration. 
Organisms are composed mostly of water, and live at more or less constant tempera
tures, somewhere inside the narrow interval between the freezing and boiling points 
of water (0-100°C). Biochemistry is therefore, to an excellent approximation, isother
mal. Because living creatures are nearly in thermal equilibrium with their surround
ings, they must contend with being bathed in a background of thermal energy. 

The Importance of kT 
The thermal energy, E1herm' associated with an absolute temperature, T, is given by 
kT, where k is Boltzmann's constant. Boltzmann's constant equals the universal gas 
constant, R, per molecule, i.e., k = Rl N A, where N A is Avogadro's number: it has the 
value k = 1.38 X 10-23 J fOK - 1, or 1.38 X 10-16 ergfOK - 1• Room temperature, - 25°C 
( -300°K), corresponds to a thermal energy E1herm ::::: 4 X 10-21 J = 4 X 10-14 erg. 
Physicists tend to think of this energy as -1!40th of an electron volt (0.025 eV). In 
chemists' units, that comes to -0.58 kcal/mol. Classically, by the equipartition 
theorem, all bodies in thermal equilibrium have Yz kT of energy per degree of 
freedom. A biological sensor carries at least this much energy as a baseline level. 
Additional energy deposited by a sensory signal therefore falls on a system that is 
already energized by thermal noise. Whether or not the signal can be detected will 
depend on how much energy it carries compared with the thermal background, as 
well as how much time the detector has to make the measurement. For a discussion 
of these considerations, the reader is encouraged to consult the excellent review by 
Bialek (1987), from which portions of the following discussion were drawn. 

Vision Limits 
Thermal energy need not be the limiting factor, however. Consider the case of vision, 
where quantum mechanical effects come into play. The energy in a photon, the 
quantum of light, is given by the Einstein relationE= hv =he/A., where v and care 
the frequency and speed of light, respectively, and h is Planck's constant. Planck's 
constant has the value h = 6.62 x 10-34 J·s, or 6.62 x 10-27 erg·s. For a single photon 
of blue-green light (A.= 500 nm), the energy comes toE::::: 57 kcal/mol. That's -100 
times thermal energy! So vision is quantum limited, not thermally limited. Given the 
huge signal-to-noise ratio, there is no physical reason why biological photodetectors 
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could not count single photons, and there is ample evidence that they do just that. 
The classic psychophysical experiment of Selig Hecht, Simon Shlaer, and Maurice 
Pirenne (1942) demonstrated that humans could perceive a handful of quanta (six to 
eight) entering the dark-adapted eye. Given the improbability that all of these hit a 
single photoreceptor cell, it was argued that one photon produced the sensation of a 
dim flash. Years later, in an experimental tour de force, Denis Baylor and colleagues 
demonstrated single-photon responses in individual rod photoreceptor cells (Baylor 
et al., 1979, 1980). It is now clear that both vertebrate and invertebrate vision ( c.f. 
Fuortes and Yeandle, 1964) can function right down to the photon-counting or "shot 
noise" limit. 

Hearing Limits 
Hearing is an altogether different situation. The quantum of sound is the phonon, 
whose energy is also given by the Einstein relation above. Again, the proper 
comparison is between hv and kT, with v now representing the frequency of sound. 
For the sonic frequency range, v = 10-100,000 Hz, this corresponds to a phonon 
energy of just 7 x lQ-26-7 x lQ-23 erg. That implies kT!hv = 6 x 108 -6 x 1011 : 

thermal energy exceeds quantum energy by some 10 orders of magnitude (Denk and 
Webb, 1989a)! There is little chance that single phonons can be detected. Vertebrate 
hearing is astoundingly sensitive, but it is classically limited, not quantum limited. 

Although firm numbers are hard to arrive at, basilar membrane displacements 
at the hearing threshold are believed to be in the range of atomic, or even subatomic, 
dimensions: -0.1-1 A (von Bekesy, 1960; Sellick et al., 1983; Crawford and 
Fettiplace, 1985). This motion is even less than thermal excursions of the hair bundle 
itself. If the motion of the hair bundle were free and undamped, by equipartition 
Y2kT = YzK{x2), where K is the bundle stiffness (K "" lQ-3 N/m; Crawford and 
Fettiplace, 1985; Howard and Hudspeth, 1988) and the right-hand term is the spring 
energy of the bundle. This gives a root-mean-square thermal displacement {x2)1i2 "" 
2 x lQ-9 m = 2 nm, which exceeds 1 A. The resolution of this apparent paradox is 
that the broad-band thermal limit can be beaten by narrowing the temporal band
width of the detection system. The thermal (input) noise power, P, is given by the 
Nyquist theorem, P = 4kT!J.v, and is "white" (i.e., flat for essentially all frequencies 
of interest). But the power spectrum of a damped resonator is not: Pres = 
kT/(K2 + 4'TT2v 2 -y 2), where 'Y is the viscous drag, or damping (estimated 
at 'Y "" lQ-8 N·s/m; Bialek, 1987). Putting in numbers, the root power spectral 
density of a hair bundle is about JP: "" 6 x lQ- 12 m/ ..jllz. By confininj measure
ments to a fraction of the total bandwidth, say, tJ.v .:::;; 100Hz, one obtains PrestJ.v .:::;; 1 
A. So a hair cell might reliably measure angstroms, over a limited range, by careful 
tuning of its resonance. However, there is a catch! Simply narrowing the bandwidth 
with a passive resonant system doesn't work at all, since it pushes all the available 
noise power into the peak of the resonance. (This is a consequence of the fluctuation
dissipation theorem, which relates the thermal noise spectrum to the imaginary [or 
damping] part of the response function; Landau and Lifshitz, 1977.) The resonant 
system must be active in order to take advantage of this bandwidth-narrowing 
mechanism. This is a powerful argument for the existence of active mechanical 
processes operating at the level of the hair bundle. Unless the numbers are wrong, 
the only alternative way that a hair cell might "beat" the thermal limit is by 
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functioning in some hard-to-fathom, macroscopically coherent, quantum-mechani
cal sense (Bialek, 1987), a prospect that most of us find quite unappealing-at least 
for now. 

The astounding sensitivity of hearing is evident from recent experiments of 
Denk and Webb (1989a, b) showing that hair cells faithfully transduce Brownian 
(thermal) noise at their inputs. These experiments were made possible by the 
development of optical instrumentation that registers exceedingly small displace
ments (Denk and Webb, 1990). The coherence function (cross-spectral density) 
comparing the measured thermal displacements of the hair bundle to the voltage 
noise across the cell's membrane was as high as 0.75 (with 1.0 representing perfect 
correlation), corresponding to a "noise figure" of 1.25 dB. Impressive indeed. 

Chemoreception Limits 
Olfaction, taste, and chemotaxis collectively represent the "chemical senses." Most 
chemical sensing is mediated by the binding of compounds to cognate receptor 
proteins located on sensory cell surfaces. This binding event initiates a transmem
brane signaling pathway through these receptors. (It should be pointed out that 
certain tastes, e.g., salty and sour, do not appear to use a direct receptor-binding 
mechanism, but instead work via ion channels. These remarks do not apply to them.) 
Specific transmembrane chemoreceptor proteins have been identified in both eukary
otes and prokaryotes, and they bind their substrates with an enormous range of 
dissociation constants, from K0 = 10-2-10-11 M, with lQ-3-10-6 M being typical for 
the bacterial receptors. Once again, let's compare the "quanta}" binding energy with 
thermal energy. Writing K0 = exp (-fill I kT) for the weakest of these, we get fill -
2.5 kcal/mol, or -4 kT (strictly speaking, we have equated fill= !:J.G 0

, where !:J.Go is 
the standard free-energy change, measured when all concentrations equal 1 M). 
Binding energies might be expected to range from -2 kT to -14 kT. Direct 
measurements of binding affinity suggest that values of -1 kcal/mol or more are 
typical. Since fill > fillthernu chemical binding can be used, in principle, to count 
individual molecules: "shot noise-limited" performance is possible for chemorecep
tion. 

High binding energy can obviously be used to confer selectivity upon the 
receptor, but there is a trade-off. The higher the binding energy (i.e., the smaller the 
value of K0 ), the longer the dwell time on the receptor. This is because the 
dissociation constant K0 is the ratio of the kinetic off-rate to the kinetic on-rate for 
chemical binding (K0 = k01r/kon)· The on-rate cannot be arbitrarily high, since it will 
ultimately be limited by diffusional encounters between the chemical and its recep
tor, to a value near 3 x 108 s-1 M- 1 (Fersht, 1977). Hence koff = k0 J(0 . For a K0 of 
10-6 M, that comes to an off-rate of 300 s-I, corresponding to a characteristic dwell 
time of milliseconds. But with a dissociation constant of 10-11 M, the off-rate 
plummets to just 3 x lQ-3 s-1, or a dwell time over five minutes! Meaningful 
comparisons cannot be made on a time scale shorter than the dwell time. 

The need for shot noise-limited performance (and speed) becomes apparent 
when considering the problem of bacterial chemotaxis. Bacteria such as Escherichia 
coli are quite tiny, only about 1 11m or so in length. They can respond to amino acids, 
sugars, and other small compounds in their environment that reach the cell's surface 
by diffusion. E. coli swim at speeds of - 30 11m/ s in random walks of runs lasting - 1 s, 
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punctuated by tumbles lasting - 0.1 s. When gradients of an attractant are 
encountered, runs with a favorable component up the gradient are lengthened. The 
result is a random walk with a sensory-imposed drift that carries the cell up the 
gradient (Berg and Brown, 1972; for a review, see Macnab, 1987). Consider a small 
volume of bacterial medium containing attractant, 1~J.m on a side, i.e., about the size 
of a bacterium. If the cell could somehow count all the molecules in this volume, it 
would count around 600,000 molecules if the compound were present at 1 mM, 600 
molecules if the compound were present at 1 !J.M, and 60 molecules if the compound 
were present at 10-7 M. Counting molecules is statistically analogous to counting 
colored marbles drawn from an urn: the sampling error is proportional to the square 
root of the number counted. For these concentrations, those errors are -800, 25, 
and 8 molecules, respectively. At the low end of concentration, the relative error is 
already > 10% (8 in 60). Behaviorally, bacteria are known to respond to compounds 
at threshold concentrations below -10-7 M. Leukocytes can detect -10-11 M, and 
the silk moth Bombyx mori can detect the pheromone bombykol at -10-12 M (for 
reviews, see Schiffmann, 1982; Kaissling, 1983; Payne et al., 1986; Macnab, 1987). 
How can this be accomplished? 

The physical limits of chemoreception were explored in a landmark paper by 
Berg and Purcell (1977) which is distinguished not only for its depth, but also for its 
physical insight and mathematical elegance. Students of sensory transduction should 
consider reading this paper, and the more accessible monograph by Berg (1983), de 
rigeur. There isn't space here to recapitulate their findings, but the following back-of
the-envelope calculation, adapted from Berg and Purcell (1977), computes one 
estimate of the error that cells make in detecting chemicals. 

Assume that the cell is a "perfect receptor," i.e., it can count all the molecules 
reaching it. As we saw above, the fractional error expected for a single count of the n 
molecules in a small volume, V, will be given by 

8C 8n 1 1 
-c=-;= v;,= !CV 

where Cis the concentration (in molecules per unit volume). This "raw measurement" 
may be improved by making N statistically independent counts in a time, T. To do so, 
the cell must wait a time, ,., between counts, so that the molecules that have already 
been counted in its environment will have a chance to diffuse away and be replaced 
with a new, statistically independent, set. This takes a time,. ::::: a 2!6D ::::: V2'3!6D, 
where a is the dimension of the cell and D is the diffusion constant of the molecule 
(recall that for diffusive processes, x2 - 6Dt). Since N = T/1", N = 6DTIVZ'3• This 
improves the raw measurement by a factor of 1/ ..[N, and the error becomes: 

8C ( I f6DT) ( 1 ) 1 1 
C = 1 V V2J3 jCV = J6DTCV1' 3 = ,j6DTCa 

The fractional error falls as the inverse square root of the time as well as the 
concentration. A bacterial cell has a fraction of a second to count molecules during a 
typical run. For a typical amino acid (D ::::: 10-5 cm2/s), a fractional error of 1% is 
possible in 1 s for a concentration of C ::::: 2 x 1012 molecules/cm3 = 3 nM. 

But what about thermal noise? It turns out that the thermal fluctuations in con
centration sensed by the cell are nothing more than counting errors in disguise. The 
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probability that a thermal fluctuation in energy, t::.Ec, occurs is proportional to the 
Boltzmann factor P(t::.Ec) oc exp ( -t::.EclkT). The expression for this energy, derived 
in the Appendix, is t::.Ec = (kT /2n )8n 2, where n is the mean number of molecules and 
8n is the fluctuation about that mean value. t::.Ec depends linearly on the tempera
ture, T. Inserting this expression into the Boltzmann factor gives P(t::.Ec) oc 

exp ( -8n 2/2n). Notice that the dependence on temperature has dropped out 
entirely, resulting in a symmetric, Gaussian distribution with mean n and standard 
deviation ..[n. Put into words, "thermal fluctuations" in concentration are tempera
ture independent(!) and have precisely the statistical properties one expects to get 
when counting a sample of n molecules. 

Do bacteria, in fact, achieve shot noise-limited behavior? Yes. A change in the 
average occupancy of just one of the thousand or so aspartate chemoreceptors on a 
cell of E. coli during a run interval alters its probability of tumbling significantly 
(Block et al., 1983; Segall et al., 1986). It is likely that the other chemical senses also 
approach this level of performance. 

Thermoreception Limits 
What about thermal signals themselves? Most animals sense temperature, and many 
strains of bacteria are thermotactic. Insects, such as cockroaches and other beetles, 
are exceedingly sensitive to minute temperature gradients. Snakes of the viper family 
are equipped with specialized pit organs that permit crude infrared imaging, and 
vampire bats are also have specialized detectors, located in their snouts, for the 
infrared (these are used to locate subcutaneous blood vessels in their prey). Let's see 
how well such organisms can do. The record holder in the insect world is probably the 
eyeless cave beetle, Speophyes lucidulus (Loftus and Corbiere-Tichane, 1981; Corbiere
Tichane and Loftus, 1983), whose antenna! sensillum shows both hot and cold 
sensitivity, with a threshold for firing near 3 x lQ-3 °C/s = 3 mdeg C/s. Cave beetles 
live in large, dark caves, where the air is still and the ambient temperature and 
humidity fluctuate by only tiny amounts over long periods, and where good thermal 
detection clearly has a selective advantage. The California cockroach, Periplaneta 
americana, does just a bit less well: -20 mdeg C/s (Loftus, 1969). Presumably, 
environmental fluctuations in open air (convection, breezes, etc.) produce thermal 
drifts that make the need for better detection superfluous. The pit organ of the 
rattlesnake, or of the golden eyelash viper, Bothrops schlegli, has a receptive field of 
-60°, yet the animal strikes to within so of its target. It can sense thermal gradients 
estimated at 1-10 mdeg C/s (Waterman, 1989). Bialek (1987) has derived an 
expression for the noise level in a thermoreceptor, considered as a blackbody 
radiator in thermal equilibrium with its environment. He found that the cave beetle, 
in particular, performs close to the physical limit. It is notable that this same physical 
limit can be derived by considering the beetle as a counter for infrared photons. Such 
photons have longer wavelengths (lower energies) than visible photons, and long 
averaging times are needed; this accounts for the slowness of thermal sensing. 

Imae and colleagues (Maeda et al., 1976; Maeda and Imae, 1979; Imae, 1985) 
have studied thermotaxis in the bacteria E. coli and S. typhimurium, and found that 
temperature sensing is mediated by the same transmembrane receptors that are used 
to sense chemical changes. Bacteria are both cold and warm sensitive, and will move 
in thermal gradients to find the preferred temperature (- 37°C for enteric bacteria). 
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The most abundant bacterial chemoreceptor, the serine transducer Tsr, also func
tions as the main heat sensor. In fact (and in consequence), addition of serine acts as 
a competitive inhibitor of increased temperature. Tsr cells lose all responses to 
serine and much of their thermosensing ability. The less abundant chemoreceptor 
proteins, Tar, Trg, and Tap, also mediate thermotaxis, but are somewhat less 
temperature sensitive. Tsr, Tar, and Trg play additional roles as warm receptors; Tap 
(the dipeptide receptor) does double duty as a cold receptor (Nara et al., 1991). The 
threshold limit for bacterial thermotaxis is impressively low, and has been estimated 
at 20 mdeg C/s (Imae, 1985). The true value, in fact, may be even lower. 

One way to improve signal-to-noise in a thermal detection system is to cool the 
detector so that it is no longer in thermal equilibrium with the surroundings. This is 
routinely done, for example, in man-made infrared sensors and cameras, which have 
Peltier refrigerators or liquid nitrogen reservoirs. Since thermal noise is proportional 
to the absolute (and not the relative) temperature, significant cooling is required. 
However, I am unaware of any example of true biological refrigeration, and in any 
case temperatures much below freezing are inconsistent with life! However, it has 
been observed that infrared detectors in the nose of the vampire bat are well 
insulated from body heat by a fatty pad at the base of the snout, and operate at 
temperatures several degrees below normal. The pit organs of vipers have a thin, 
gas-filled, insulating layer interposed between the sensory epithelium and the rest of 
the organ (Waterman, 1989). It may be that every bit helps. 

Electroreception Limits 
Many aquatic organisms respond to electric fields, especially electric fish, sharks, 
skates, and rays (Kalmijn, 1982; Heiligenberg, 1984; Bullock and Heiligenberg, 
1986). This is hardly surprising, since oceans are filled with electrical signals 
containing useful information. Freshwater fish live immersed in a weakly conducting 
medium, and saltwater fish live in a rather better conductor. The weakly electric fish 
navigate, communicate, and locate using electrical signals. Electrical responses have 
also been observed in insects, pigeons, and other terrestrial organisms. Electrostatic 
fields near the earth's surface generate field gradients -1 V /em in air, while 
electrical storms can produce fields in excess of 10 VI em. Even isolated chicken or 
bovine fibroblasts have been found to react to weak oscillatory electrical fields. What 
sets the limits for electroreception? 

Most cells respond to oscillating (AC) electrical fields in the range IQ-2-10-4 

VI em. But sharks, in particular, respond to fields as low as 10-9 VI em (Kalmijn, 
1982)! The speeds of electrical oscillations vary widely: electric fish produce sharply 
pulsed fields with repetition rates from 5 to 3,000 Hz, with 200--400 Hz being typical. 
This falls into roughly the same range of frequencies as human hearing. Electrical 
impulses generated by the firing of nerves in swimming creatures also tend to fall in 
the audio range. So, following the same logic as with hearing, the energy of the 
quantum associated with these fields, hv, will be about ten orders of magnitude less 
than thermal energy kT: electroreception is dominated by thermal, not quantum, 
effects. 

What is the magnitude of the receptor noise? The following argument is 
adapted from Weaver and Astumian (1990). By the Nyquist theorem, (BVZ) = 4RTfiv, 
where 8Vis the noise voltage fluctuation, R is the resistance of the medium, Tis the 
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absolute temperature, and avis the frequency bandwidth of the receptor system. The 
bandwidth, in tum, will be limited by RC filtering in the cell. For a cell with a given 
membrane capacitance, C, the effective bandwidth becomes av = 1!4RC, so (8V2) = 
kT!C (Johnson noise). Modeling the cell as a sphere of radius r, we write C = 
4-rrr2ee0/d, where d is the membrane thickness and ee0 is the product of the 
permittivity and the dielectric strength (S.I. units). Putting in reasonable values gives 
(V2)112 ::::: 3 x I0-5 V, or 30 J.L V. When an external field, E, is applied to the sphere, 
the transmembrane voltage changes by an amount aVmem ::::: % Er. At the detection 
limit, this voltage will be comparable to the noise voltage. Setting aVmem equal to 
(8V2)112 gives 

E . = ~ { kTd }112 
mm 3r2 4-rreeo 

For r = 10 J.Lm and d = 5 nm, Emin ::::: 2 x 10-2 VI em. This "limit" is well above the 
observed threshold for of most electroreceptors, and it's seven orders of magnitude 
away from the shark's performance! 

One step toward resolution of this discrepancy is to make the cells long and 
narrow. This has the effect of causing a greater potential drop across the membrane 
in the longitudinal direction, and raises the effective limit to Emin = 8 X I0-4 VI em 
for r = 25 J.Lm and I = 150 J.Lm, I being the cell's length and r its cross-sectional radius 
(Weaver and Astumian, 1990). It is worth pointing out, in this context, that 
electroreceptive organs in fish contain highly elongated cells. But the limit is still too 
high. Suppose the electrical field were periodic, with frequency v. The cell could then 
average for a time, t, and collect input over N = vt cycles, improving its estimate by a 
factor 1 I JN = 1 ,[vt. The AC threshold for a spherical cell now becomes 

2 { kTd }112 1 
Emin = 3r2 4'TI"EEo .jW 

which, for v = 1 kHz and t = 1,000 s, gives a revised estimate of 2 x I0-5 VI em (or 
8 x 10-7 V /em for an elongated cell). Finally, to bring about a further improvement 
in signal-to-noise, electroreceptor cells might implement a bandwidth-narrowing 
mechanism of the kind proposed for hearing. But, as discussed earlier, tuning cells to 
a narrow bandwidth does not improve noise immunity, unless some active mecha
nism underlies the tuning. Weaver and Astumian (1990) have proposed coupling the 
periodic electrical potential to a Michaelis-Menten type enzyme imbedded in the cell 
membrane as a way of achieving tuning, but it remains to be seen whether this is a 
workable scheme, and whether real electroreceptors employ any such mechanism. 

Magnetoreception Limits 
Sharks, skates, and rays are so sensitive to electrical fields that they are able to sense 
the earth's magnetic field through electromagnetic induction generated by their 
movements across magnetic flux lines. Their magnetoreceptive mechanism is indi
rect. On the other hand, birds, bees, butterflies, salmon, tuna fish (and probably a 
host of other organisms) are able to detect magnetic fields directly, probably by 
means of ferromagnetic or superparamagnetic detectors. The cellular basis of this 
form of magnetoreception remains a mystery, and magnetosensory organs (or cells) 
have yet to be identified. But here are some data worth pondering. The earth's 
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magnetic field is about 0.5 Gauss at the surface (a note on units: 0.5 G = 50,000"( = 
50 IJ.T; hence 'Y's equal nanotesla, nT). Its strength increases by some 3-S'Y per 
kilometer from the equator to the geomagnetic pole. It varies periodically, the 
circadian variation being 10-100"( (it also reverses polarity chaotically every 10,000-
100,000 years or so). Magnetic storms produce fluctuations of 10-3,000"(. Terrestrial 
magnetic anomalies (iron deposits and such) represent deviations of 30-30,000"(. To 
employ magnetic fields for serious navigation (i.e., determination of fractions of a 
kilometer), as pigeons and bees apparently do, a sensitivity of several 'Y would seem 
to be in order. In fact, behavioral thresholds have been measured at 5-20"( for 
pigeons and 1-10"( for honeybees (for reviews, see Martin and Lindauer, 1977; 
Kirschvink and Gould, 1981; Frankel, 1984; Gould, 1984; Kirschvink, 1989). 

To compare magnetic orientational energy with thermal energy, one needs to 
know the strength of the magnetic interaction of the field with the sensor. In the 
absence of an identified sensor, this poses a problem! However, magnetotactic 
bacteria have been found that accumulate chains of single-domain particles of 
biological magnetite ("magnetosomes;" Blakemore, 1975), and become oriented 
during swimming by torques arising from interactions with the earth's field. One 
might hazard a guess that putative eukaryotic magnetoreceptors will have compara
ble physical properties. Let us proceed accordingly. A. magnetotacticum has rema
nent magnetic moment around M = 10-12 e.m.u. The expression for orientational 
energy is AEmag = - M · B = - MB cos e, where B is the magnetic field strength and e 
is the angle between the field and the magnetic dipole. The mean orientation can be 
computed by weighting (cos e) by its Boltzmann probability, exp ( -EmaglkT), and 
averaging over all orientations. One obtains the Langevin function, (cos e)= cotha-
1/a, where a = MB!kT. Putting in the numbers for a bacterium gives a - 16 and 
(cos e) > 0.9 when B = 0.5 G (Frankel, 1984). Bacterial cells are therefore well 
oriented by the earth's field. However, forB = 5"(, a drops to -1.6 x 10-3• At this 
low field strength, the energy of orientation is less than 1/600th of the thermal 
energy. Just as for hearing and electroreception, such a miniscule energy raises 
questions about detector design. For now, there are no answers. 

How does the magnetic field near the behavioral threshold ( - 1 'Y) compare with 
electromagnetic noise generated by nerves? After all, neurons in the brain are firing 
action potentials all the time, and these time-varying electric fields produce their own 
magnetic flux. As a starting point, we could use the law of Biot and Savart for the field 
produced at a radius, r, around a wire carrying current, /: B = 1-Lol !2-rrr, where 1-Lo is 
the magnetic susceptibility of the vacuum (in S.I. units). Modeling a nerve fiber as a 
wire, we choose I == 10 nA and r == 10 IJ.m. This gives B = 0.2 nT = 0.2"(. This 
background field strength is not very much smaller than the behavioral thresholds. 
Empirically, magnetoencephalographs, which use SQUID magnetometers to mea
sure external electromagnetic fields produced by nervous activity in the brain, 
register magnetic signals ranging from picotesla up to nanotesla. 

Conclusions 
The examples discussed here represent only some of the many sensory modalities. 
Certain senses, such as vision, appear to be quantum limited, at least in principle. 
Others, such as hearing, electroreception, and magnetoreception, are clearly not. 
Still others, like chemoreception and thermoreception, sit on the borderline. But if 
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there is an emergent theme, it is this. Where physical limits can be clearly estab
lished, examples can be found of organisms whose sensory performance approaches 
those physical limits rather closely. This is perhaps surprising, in view of the 
teleological arguments presented earlier, in the Introduction. However, the facts 
force us to conclude that Nature places a very high value on sensory perfection. So 
much so, in fact, that sensory systems have become highly evolved. 

If this is indeed true, then one could turn the whole argument around and adopt 
physical peifonnance as a measure of optimality, even though there may be no 
compelling evolutionary reason to do so. From this perspective, we assume that 
organisms have already done whatever it takes to achieve some measure of physical 
perfection, and then ask what design constraints will follow as consequences. 
Theoretical knowledge gained in this way can be used to guide further experimenta
tion, for example, by searching for hitherto-unseen features or properties: the 
physics has predictive value. 

Recently, Bialek and co-workers have applied optimization considerations to 
the information carried by spiking neurons in the movement-sensitive portion of the 
fly visual system (Bialek et al., 1991). By so doing, they have been able to "decode" 
signals carried by spike sequences, and thereby quantify the information conveyed. 
The measured information transfer rate turns out to be almost as high as the 
absolute bound (physical limit) set by the spike entropy: several bits of information 
per spike. So it seems that not just sensory transducers, but secondary neurons
perhaps even the entire nervous system-might be usefully explored using varia
tional principles based on selected measures of optimization (optimal transduction, 
optimal encoding, optimal processing, etc.). Now, if we only had a better idea of 
exactly what those measures of optimization ought to be ... 

Appendix: Thermal Fluctuations in Concentration 
To calculate the work done in producing a local concentration change, we write: 

'bE= 8G- ~J-'bn 

where E is the work, G is the Gibbs' free energy, fL is the chemical potential, and n is 
the number of molecules. Expanding G about equilibrium in a Taylor's series: 

aci a
2GI 8G =aGio+- 'bn + - 2 8n 2 + · · · 

an 0 an 0 

But 1-L = aG I an, so upon substitution: 

1 afLI 8G=aGio+fLio8n+-- 8n2 +··· 
2 an 0 

Since aG I 0 = 0 at equilibrium (by definition), retaining terms up to second order, we 
get: 
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The chemical potential of a species in an ideal (dilute) solution is given by 

f.L = kTln C = kTln (~) 

15 

where C is its concentration and Vis the volume. So of.LI an = (kT/n ); substituting 
this expression into the work gives the energy associated with a thermal fluctuation: 
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Olfaction 

The sense of smell depends on many fila
ments which advance toward the nose from 
the ba e of the brain below those two little 
hollowed-out parts that anatontists have 
compared to nipples. These [filaments] dif
fer in no way from the nerves that serve for 
touch and taste except that [a] they do not 
leave the cavity of the head which contains 
the brain as a whole; and [b] they can be 
moved by mailer earthy part[icle]s than can 
the nerves of the tongue, both because they 
are slightly finer and because they are more 
immediately touched by the objects that 
move them. 

For you hould know that when this ma
chine breathe , the subtlest air part [icle] s 
that enter it through the nose penetrate ... 
to the space between the two membranes 
that envelop [the brain] ... [You should 
know] too that on entering this space the [air 
particles] encounter the extremities of [ol
factory] filaments [and that these are] quite 
bare or covered only by a membrane which is 
o extremely delicate that little force is 

needed to move them. You hould know also 
that these pores [in the ethmoid bone] are so 
arranged, and o narrow, that they admit to 
these filaments no earthy particles coarser 
than those ... I designated "odors"; except, 
perhap , for certain ones that constitute 
eaux de vie, because the shape of these ren
ders them strongly penetrant. Finally, you 
should know that among those extremely 
small earthy particles that always exist in 
greater abundance in air than in any other 
composite bodies, only those which are a 
little coar er or finer than others, or which 
becau e of their shape are more or less eas
ily moved, can cause the oul to sense a vari
ety of odors. 
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Introduction 
The olfactory sensory neuron transduces information carried in odor molecules into 
neural representations. A convergence of results from experimental and theoretical 
studies is providing insight into the sequence of mechanisms underlying this flow of 
information. The present symposium occurs at a timely moment when a consensus 
appears to be emerging on the main outlines of these mechanisms. My aim will be to 
give an orientation to some of the critical points of agreement in the emerging 
consensus. 

Several general comments on this consensus may be made at the outset. First, it 
appears that each step in olfactory transduction involves an adaptation of a general 
principle of membrane signaling or cellular integration. This marks the merging of 
olfactory studies with the larger domains of molecular and cell biology. Olfactory 
neurons are being recognized as attractive model systems for people working in these 
areas. For many people new to the field, the swift pace of recent studies has made it 
seem that the field of olfactory transduction has suddenly been created de novo. 
However, virtually every advance has been anticipated on the basis of previous 
experimental results or theoretical predictions, a fact that accounts for the confi
dence with which the new work has been accepted. Finally, it must be emphasized 
that at present the outlines of olfactory transduction are still incomplete; we have 
only a working model, which must be tested and filled out by future work. 

The Olfactory Neuron Shows Compartmental Specialization for 
Successive Steps of Sensory Transduction 
The olfactory sensory neuron is one of the most complex cells in the body. It is 
divided into a series of compartments, each specialized for a specific step or series of 
steps in the sequence from accessing of sensory molecules in the periphery to 
synaptic transmission in the olfactory bulb (see Table I). Each compartment of the 
neuron is associated with a distinct type of accessory cell and specialized extracellu
lar environment. The present symposium is concerned mainly with the most distal 
compartment, the olfactory cilia, where the initial transduction of odor molecules 
into membrane currents occurs (see Fig. 1 A). However, sensory transduction in its 
broader traditional sense covers all the steps from the arrival of sensory stimuli to the 
generation of impulse discharges or synaptic output, and therefore involves the 
soma/ dendritic, axonal, and synaptic terminal compartments of the sensory neuron 
as well. 

Olfactory Transduction Is Mediated by Second Messenger 
Systems 
Modem studies of olfactory transduction have focused on the roles of second 
messenger systems. Evidence for the cyclic AMP system began to be reported in the 
1970s (Minor and Sakina, 1973; Menevse et al., 1977). However, it was difficult to 
discriminate between the involvement of sensory neurons, supporting cells, and 
epithelial glands in these effects. The critical step of developing a cilia-enriched, 
cell-free membrane preparation was taken by Pace et al. in 1985. They demonstrated 
a basal level of adenylate cyclase activity much higher than either the whole 
epithelium or whole brain, and showed that this activity met many of the criteria for 
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activation by a GTP-binding protein characteristic of hormone and neurotransmitter 
reception. This immediately suggested a specific model for the steps from a mem
brane receptor to a membrane ionic channel, each step with its counterpart in other 
well-known second messenger systems ( cf. Fig. 1 B). 

This model has set the agenda for subsequent work to the present. Biochemical 
studies have supported the presence of the cyclic AMP system in amphibians and 
mammals ( cf. Lancet, Breer et al., this volume). Cloning of the genes for each of the 
three protein components of the cAMP system has been accomplished ( cf. Lancet, 
Reed et al., Kaupp and Altenhofen, this volume). A candidate receptor protein 

TABLE I 
Compartmental Specialization of the Olfactory Sensory Neuron 

Olfactory neuron 
compartment 

Cilia ( + knob?) 

Dendrite/soma 

Axon 

Axon terminals 

Function 

Odor reception 
Secondary messen

gers 
Receptor current 
Receptor potential 

Electronic spread 
Impulse generation 

Impulse transmis
sion 

Axon transport 

Synaptic transmis
sion 

Accessory 
compartment 

Mucus 
Aqueous 
Viscous 

Supporting cells 
Terminal web 
Stem cells and de-

veloping neurons 
Bowman's glands 

Olfactory nerve 
Schwann cell 

Astrocytes 
Laminin 

Function 

Absorption 
Transport: OBP? 
Deactivation: 
P-450? 
Ionic control 
Protection: IgE? 

Secretions 
Currents 
Neuron turnover 
Protection 
Ionic control 

Axon pathfinding 
Axon grouping 
Ephaptic interac-

tions 
Ionic control 

Terminal grouping 
Glomerular forma-

tion 
Synaptic targetting 
Synaptic turnover 
Ionic and metabolic 

control 

belonging to the 7 transmembrane domain (7TD) family has been cloned (Buck, 
Reed et al., this volume). Physiological analyses of whole cell and single channel 
membrane currents have provided evidence for each of the postulated steps ( cf. 
Firestein, this volume). 

It was early recognized that other systems may be involved, and that species may 
vary in this respect. Olfactory cilia show odor-induced phospholipid turnover (Huque 
and Bruch, 1986; Sklar et al., 1986) and IP3 production (Boekhoff et al., 1990). In 
catfish, IP3 activates ciliary membrane conductances, and odor stimulation induces 
Ca2+ influx (Restrepo et al., 1990). One of the main challenges for future work is to 
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identify the systems in different species, and correlate different systems with the 
processing of different categories of odor molecules (Sklar et al., 1986; Breer et al., 
this volume). 

Initial Sensory Transduction Occurs Mainly in the Cilia 
The membrane current elicited by odor stimulation has been characterized by 
several laboratories (Firestein and Werblin, 1989; Kurahashi, 1989, 1990; Firestein 
et al., 1990); its properties are summarized by Firestein (1991). Here I shall focus on 

Watery mucus 

Viscous mucus 
A OOORECEPTION B PHOTORECEPTION 

odor molecule• photon• 

odor receptor. rhodopsin 

l 
tran1ducln IG,) 

l l 
adenylate cyclue pholphodluterue 

l 
cAMP 

' ( '""": """' 
cGt.AP 

l 
channel protein channel protein 

Figure 1. (Left) Schematic diagram of the vertebrate olfactory epithelium. (Right) Compari
son of the sequence of steps postulated in 1985 to be involved in the initial transduction of 
sensory stimuli in the olfactory receptor neuron (A) and in photoreceptors (B). The basic 
second messenger sequence was suggested by the study of Pace et al. (1985). The hypothesis of 
a direct action Jf cAMP on a channel protein was suggested by Geoffrey Gold, and confirmed 
by Nakamura and Gold (1987); a possible step through protein kinase was implied by Pace et 
al. (1985), and may be involved in olfactory adaptation (Firestein et al., 1991a). See text. From 
Shepherd (1985c). 

the site of transduction. A problem that plagued classical studies of olfactory 
responses was uncertainty about the precise site of action of odor molecules on the 
sensory neuron. The cilia preparation has provided strong biochemical evidence that 
this site is mainly in the cilia. Patch recordings of a cyclic nucleotide gated membrane 
conductance in the cilia strongly supported this idea (Nakamura and Gold, 1987; see 
below). Direct testing of this question became possible with whole cell patch clamp 
recordings of odor-induced responses in isolated sensory neurons. By using micro
pulse odor stimulation it was possible to demonstrate unequivocally (Firestein et al., 
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1990) that stimuli directed at the cilia give the largest membrane currents, whereas 
stimuli directed at the soma give very small responses (see Fig. 2). All neurons 
responding to odor were observed under the microscope to bear cilia; no neuron not 
bearing cilia has responded to odor stimulation. Detailed analysis of the localization 
by microstimulation has been carried out by Lowe and Gold (1991 ). 

The conclusion that initial transduction takes place primarily in the cilia thus 
puts to rest this classical problem, and at the same time makes the olfactory sensory 
neuron analogous in this respect to both photoreceptors and hair cells, in which 
sensory transduction occurs in modified cilia and cilia-like microvilli, respectively. 
Compartmentalization in the in vivo neuron may not be complete; in freshly 
dissociated cells there is a low density of channels (Suzuki, 1989) in the soma-

Cilia 

A 

Odor 

~ 
B 

v 
K+ 

+ c "'--" 

Soma 

D 

Odor 

* E~ 

F 

Figure 2. Basic properties of 
the sensory membrane current 
elicited in salamander olfac
tory sensory neurons by micro
pulse odor stimulation. (Left) 
Stimulus pulse is directed at 
the cilia; there is a large cur
rent when the pulse electrode 
contains an odor solution, but a 
small response when it con
tains only a high K+ solution. 
(Right) When the stimulus pulse 
is directed at the soma, the 
results are the reverse: a small 
response to odor and a large 
response to high K+. This re
sult shows that odor transduc
tion occurs mainly in the cilia, 
where K+ channels are largely 
excluded from the plasma mem
brane. Note the long latency 
and abrupt onset of the odor 
response in the cilia. See text. 
Modified from Firestein et a!. 
(1990). 

dendritic membrane. Experimental advantage has been taken of this finding to 
obtain the first recordings of single channels gated by both cyclic nucleotides and 
odor stimuli (Firestein, this volume). 

The Sensory Ionic Membrane Channel Is Gated Directly by 
Cyclic Nucleotides 
An initial comparison between the second messenger systems in odoreceptors and 
photoreceptors (Pace et al., 1985; Shepherd, 1985c; cf. Fig. 1 B) suggested that 
cAMP might gate the membrane conductance directly, in analogy with the then 
recently demonstrated direct action of cGMP on the dark current conductance in 
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photoreceptors (Fesenko et al., 1985). This hypothesis, suggested to me by Geoffrey 
Gold, who was then working on photoreceptors, received dramatic confirmation less 
than two years later by Gold himself (Nakamura and Gold, 1987). In recordings from 
cilia as well as from the dendrite and dendritic knob, it was found that both cyclic 
GMP and cyclic AMP act directly on a membrane channel. This was the first 
physiological evidence for a step in the cAMP second messenger pathway in olfactory 
neurons, and brought physiological studies of olfactory transduction into close 
correlation with studies of visual transduction. However, activation of this cyclic 
nucleotide gated channel by odor stimuli remained to be demonstrated. This has 
been accomplished recently in whole cell recordings by Firestein et al. (1991a) and at 
the level of single channels by Firestein et al. (1991b ), as discussed by Firestein (this 
volume). 

It may be noted that direct gating of a membrane conductance by cAMP has 
been demonstrated in several other types of cell, including Aplysia pleural ganglion 
cells (Connor and Hockberger, 1984; Kehoe, 1990), cardiac myocytes (Egan et al., 
1987), and sino-atrial node myocytes (DiFrancesco and Tortora, 1991). These cells 
show a variety of modulatory and voltage-gated properties, rather than the abrupt 
onset of ligand gating that is characteristic of the cyclic nucleotide actions in 
odoreceptor and photoreceptor cells. It seems that cyclic nucleotides can act directly 
on different types of membrane proteins to elicit a variety of properties. It is 
interesting in this regard that cyclic GMP regulates a membrane channel in pinealo
cytes, in a manner similar to retinal rods (Dryer and Henderson, 1991). 

Activation of the odor response thus appears to involve the direct action of 
cyclic AMP on ionic membrane channels. It remains to account for sensory adapta
tion, that is, the decrease in the membrane current response from its initial peak to a 
lower level during continued stimulation (Firestein et al., 1990). This cannot involve 
the direct action of cAMP, because single channels activated by odor stimuli show no 
desensitization to either odor stimulation or continued exposure to cyclic nucleotides 
(Zufall et al., 1991a). Pharmacological analysis of membrane currents in whole cell 
recordings suggests that adaptation may be due in part to the action of cAMP on a 
protein kinase, with subsequent phosphorylation and inactivation of the channel ( cf. 
Fig. 1 B). Another possible mechanism that may contribute to adaptation involves 
Ca2+ block of the channel (Zufall et al., 1991b ). This is discussed further by Firestein 
(this volume). 

The Vertebrate Sensory Neuron Is Electrotonically Compact 
We consider next the mechanisms linking the membrane current to the generation of 
an impulse discharge. Because of the compartmentalization of the sensory neuron, 
this linkage takes place by electrotonic spread of the receptor potential from the cilia 
to the site of impulse generation in the soma and initial axon segment, a distance of 
some 50-100 J..Lm. The electrotonic properties that control the generation and spread 
of the receptor potential are thus crucial for determining how the information 
contained in the sensory membrane current is converted into impulse frequency. 

Our information about electrotonic properties comes from several sources. One 
is the very high input resistance of the cells, both by conventional intracellular 
recording (100-600 MO.; Masukawa et al., 1985) and whole cell patch recordings 
(1-10 GO.; Firestein and Werblin, 1987). This has implied that activation of very few 
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sensory ionic channels would be sufficient to elicit significant receptor potentials. In 
fact, Lynch and Barry (1989) have reported that opening of a single channel can lead 
to generation of an impulse response. This electrotonic compactness contributes to a 
high sensitivity of the sensory neuron to low levels of odor stimulation. 

A further observation is that the cilia appear to have few resting K+ leak 
channels compared with the soma-dendritic membrane. This implies a specific 
membrane resistance (RM) much higher in the cilia than in the soma-dendrite. A 
computational model has indicated that the high RM characteristic of these cells 
could be produced by a ciliary RM of several hundred k!l combined with a 
soma-dendritic RM of - 90 k!l (Pongracz et al., 1991 ). It is of interest to note in this 
regard that a high RM, with few K + channels, is also characteristic of photoreceptors 
and hair cells (see Baylor, Hudspeth, and Corey and Assad, this volume). As in those 
cases, this may be regarded as an adaptation to minimize shunting of the sensory 
current at its site of generation. By contrast, taste cells have K+ channels located in 
their apical microvilli for the specific function of transduction of either protons (acid) 
or Na ions (salt) (see Avenet, Roper and Evald, and Kinnamon, this volume). 
Whether the microvilli also exclude resting leak K+ channels is not known. 

The high sensitivity of the olfactory sensory neuron revealed by these experimen
tal and theoretical studies raises the problem of how the neuron minimizes random 
fluctuations and maximizes the signal to noise ratio. There may be several mecha
nisms. One is through the electrotonic geometry of the multiple cilia originating from 
the sensory knob. A second may be by means of active membrane properties, which 
could have threshold effects that would tend to suppress noise and enhance coinci
dent actions. A third may be the high degree of convergence of sensory neurons onto 
their central targets. Fourth may be through having a large number of ionic channels, 
each with a very small unitary conductance. It has been calculated that olfactory 
sensory neurons contain some half million ionic channels, each with a unitary 
conductance, in the presence of divalent ions, of some 100 fS (Firestein et al., 1991a; 
Zufall et al., 1991). This is similar to the case of photoreceptors, where the small 
unitary conductance is believed to enhance the signal to noise ratio for the threshold 
detection of photons (see Yau and Baylor, 1989). Photoreceptors are also intercon
nected by electrical synapses, but there are few gap junctions between olfactory 
sensory neurons or with surrounding supporting cells (Graziadei and Monti Grazia
dei, 1978). 

Membrane Currents and Impulse Discharges Show Similar 
Response Properties to Odor Stimulation 
The mechanisms of initial olfactory transduction lead to the generation of an impulse 
discharge in the sensory axon. Examples of impulse discharges of single sensory 
neurons responding to closely controlled odor pulses are shown in Fig. 3. A critical 
question in sensory transduction is the extent to which the properties of the impulse 
discharge faithfully encode or abstract the properties of the receptor membrane 
current and receptor potential. 

The most complete data at present for assessing this question in the olfactory 
sensory neuron come, on the one hand, from the whole cell currents recorded from 
isolated neurons in response to microinjections of odor (see above, and Firestein, 
this volume), and, on the other, the extracellular spike recordings from in vivo 
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neurons exposed to brief odor pulses (as in Fig. 3). Table II summarizes some of the 
key properties obtained by these two independent methods. As can be seen, the 
properties are strikingly similar. This is all the more reassuring in view of the quite 
different preparations, recording conditions, and experimenters. In the case of the 
membrane currents, the long response latency is believed to be a property of the 
activation of the cAMP system. It is of interest in this regard that a moderately long 
latency is also characteristic of the G protein-mediated photoreceptor current 
(Baylor et al., 1974). Adaptation of the olfactory response may be due to channel 
phosphorylation and the action of Ca2+, as discussed above. In the case of the 
impulse discharge, its long latency and slow adaptation under conditions of odor 
pulse stimulation were puzzling when first discovered (Getchell and Shepherd, 
1978a, b), but now may be seen as faithful representations of the properties of the 
second messenger system. Similarly, different thresholds and narrow concentration 
ranges appear to be characteristics of both the membrane currents and the impulse 
discharges. This stands in contrast to photoreceptors, which have uniformly low 
thresholds and relatively broad intensity ranges (three to five log steps: cf. Gouras, 

TABLE II 
Comparison of Membrane Currents and Impulse Firing in the Salamander 

Property 

Response polarity 
Response latency 
Threshold 
Intensity range 
Adaptation 
Also: 

Reversal potential 
Max. whole cell current 
Single channel conductance 

Membrane current 

Net inward 
Long: 200-600 ms 
Variable 
Limited: 1-2log steps 
Slow, variable 

-o 
600pA 
45pS 

Impulse firing 

Primarily excitatory 
Long: 400--1,000 ms 
Variable 
Limited: 1-2log steps 
Slow, variable 

1985). In visual transduction, the entire luminance range is covered by dividing the 
range into two subranges, related to rods and cones. In olfactory transduction, the 
entire range of odor intensity appears to be covered by more numerous subsets of 
olfactory neurons with narrower subranges; encoding of the entire range of odor 
intensity must therefore be a collective property of large numbers of sensory neurons 
(see below). 

We may conclude that for several key properties of olfactory transduction there 
is close agreement between the membrane currents and the impulse discharges. This 
indicates a faithful encoding of the initial events in odor transduction by the impulse 
output. In addition, it gives considerable confidence that both types of results reflect 
real properties rather than artifacts of the particular recording situations or of the 
hydrophobic nature of the odor molecules. Thus, the question that has been raised 
(Dionne, 1988; Lerner et al., 1988), whether the biochemical studies of olfactory cilia 
preparations and the physiological studies of isolated olfactory sensory neurons are 
really giving specific insight into olfaction, may be answered in the affirmative. 
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Different Neuron Response Spectra Reflect Different Binding 
Affinities of the Molecular Receptors 
We finally turn to consider what many regard as the most interesting problem in 
olfactory transduction: how to account for the differing selectivity shown by the 
sensory neurons for different odor molecules, a property underlying olfactory 
discrimination. One fundamental response type consists of a broad responsiveness of 
varying intensity to a battery of odor stimuli (Gesteland et al., 1965). At the other 
extreme is the narrow responsivity of pheromone receptor cells in insects (Boeckh et 
al., 1965). At present, evidence is still lacking in the vertebrate for similar neurons 
narrowly tuned to pheromones, though these have been predicted ( cf. J astreboff et 
al., 1984; Persaud et al., 1988). 

The most pressing problem in the vertebrate is therefore to account for the 
broad response spectra of individual sensory neurons in terms of the properties of 
the receptor molecules. This problem has seemed more perplexing because of the 
multiplicity of candidate receptor mechanisms in the past; these have included the 
possibility of direct actions on membrane channels, partitioning and perturbations by 
olfactory molecules in the phospholipids of the plasma membrane, or direct actions 
on intracellular constituents. All of these mechanisms remain possible in transducing 
the range of odor molecules to which the olfactory sensory neurons are exposed. 
However, since 1985, attention has focused on the types of membrane proteins 
known to be associated with second messenger systems. As noted above, the most 
persuasive evidence for the nature of the receptor molecules comes from the recent 
cloning of the family of 7TD membrane proteins that is localized to the olfactory cilia 
and shares homology with the superfamily of neurotransmitters and neuropeptide 
7TD receptors (Buck and Axel, 1991). This evidence has found ready acceptance, 
partly because of the elegance of the work, and partly because it had been predicted, 
not only by the biochemical evidence for a G protein-linked receptor, but also by 
pharmacological studies showing that neurotransmitter antagonists bind to the cilia, 
blocking the binding of labeled odor molecules and blocking sensory membrane 
currents (see Table III). It was also predicted (Lancet, 1986) that the receptors 
would be expressed by a multigene family of 102-103; the evidence of Buck and Axel 
is in this range. 

In analogy with other 7TD receptors, it is assumed that odor receptors bind 
their ligands deep within the pocket formed by the seven transmembrane segments 
(Buck and Axel, 1991; cf. also Shepherd and Firestein, 1991a; Shepherd, 1992). The 
diagrams in Fig. 4 indicate how a common odor molecule, citral, would fit in the 
pocket of the beta-adrenergic 7TD receptor, as modeled by Strader et al. (1989), and 
in place of retinal in the pocket of rhodopsin, another 7TD receptor (Baehr and 
Apple bury, 1986). The ring structure of citral in fact is similar in size and shape to the 
ring structure of the catecholamines and the head of retinal. It seems from these 
simple steric considerations that the pocket of the olfactory 7TD receptors might be 
able to accept a wide variety of odor molecules. This does not explain how the 
olfactory 7TD receptors bind the relatively hydrophobic odor molecules compared 
with the relatively hydrophilic ligands characteristic of the neurotransmitters bound 
by the neurotransmitter 7TD receptors. Presumably the heterogeneity of the amino 
acid sequences in domains 4-5 provides the basis for the selectivity in the binding 
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affinities of different receptor molecules for different odor ligands, as suggested by 
Buck and Axel (1991). 

It remains to account for the broad spectrum of responsiveness of different 
sensory neurons. There have been several hypotheses about the molecular basis. One 
is that each receptor molecule has a narrow specificity for its ligand( s ), and the broad 
spectrum of the neuron is due to expression by the neuron of multiple receptor 

TABLEm 
Chronology of Evidence Leading to Current Concepts of Odor Receptor 
Molecules and Their Ligand Specificities 

1. Similarities with neurotransmitter receptors 
a. Olfactory cilia bind neurotransmitter antagonists (Hirsch and Margolis, 1981; Hed

lund and Shepherd, 1983); antagonists compete with odor ligand binding (Shepherd 
and Hedlund, 1983) 

b. Cilia contain G protein-mediated second messenger systems (Pace eta!., 1985); 
explicit analogy with neurotransmitter systems (Lancet, 1986); cloning of second 
messenger intermediates (Reed and others) 

c. Odor elicited membrane currents are antagonized by neurotransmitter antagonists 
(Firestein and Shepherd, 1991) 

d. Cloning of olfactory receptor family, member of 7TD neurotransmitter receptor 
superfamily (Buck and Axel, 1991) 

e. Similarities between odor ligands and neurotransmitter ligands (Dodd and Persaud, 
1981; Shepherd and Firestein, 1991a) 

2. Olfactory receptor molecules belong to a large gene family 
a. Theoretical prediction of large repertoire (100-1,000) (Lancet, 1986) 
b. Cloning of large 7TD receptor family (100-300; prediction greater than 1,000 (Buck 

and Axel, 1991) 
3. Each sensory neuron expresses one receptor molecule type 

a. Implied by specialist olfactory neurons (Boeckh eta!., 1965; cf. Matsumoto and 
Hildebrand, 1981) 

b. Postulate of clonal exclusion (Lancet, 1986) 
c. Possibility of multiple receptor types on a single sensory neuron (Lancet, 1986; Buck 

and Axel, 1991) 
4. Differing specificities of olfactory neuron responses can be accounted for by differing 

affinities of single receptor molecules for odor ligands 
a. Specialist response type is due to narrow ligand specificity (Boeckh eta!., 1965) 
b. Generalist response type may be due to broad ligand specificity (Kauer, 1981; Lan

cet, 1986) 
c. Generalist odor receptor molecules may have broad overlapping specificities resem

bling multiple subtypes of 7TD neurotransmitter receptors (Shepherd and Firestein, 
1991b) 

molecule types (Lancet, 1986; Buck and Axel, 1991). At the other extreme is the 
hypothesis that each neuron expresses only one receptor molecule type, analogous to 
the principle of "clonal exclusion" in the expression of immunoglobulins by lympho
cytes (Lancet, 1986; Shepherd and Firestein, 1991a). This, of course, is also analo
gous to the expression of one type of photopigment by a given cone photoreceptor. 
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A key to dealing with this problem is the case of the insect specialist receptor 
neurons, whose narrow responsiveness for a single pheromone ligand ( cf. Boeckh et 
al., 1965, 1990) presumably reflects binding to a single receptor molecule type. Insect 
pheromones are long-chain molecules, similar in size and shape to retinal and 
various neuropeptides. It is not difficult to imagine that pheromone receptors might 
bind their ligands in a manner similar to the interaction between rhodopsin and 
retinal, with a relatively narrow specificity. By contrast, generalist odor receptors 
appear to bind with lower affinities across broad ranges of the smaller, more common 
types of odor molecules. We therefore postulate that single receptor types can show 
sufficiently wide binding affinities to account for the broad tuning characteristic of 
the vertebrate sensory neuron (Shepherd and Firestein, 1991b). This postulate 
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Figure 4. Simplified drawings showing the relation of a common odor molecule (citra!) to the 
pocket of the 7TD receptor protein. (Left) Model of the beta-adrenergic receptor, modified 
from Tota et a!. (1991). (Right) Model of rhodopsin, modified from Baehr and Applebury 
(1986); a citra! molecule is shown occupying the position of the benzene ring head of retinal. 
See text. 

receives support from the growing evidence that although there are traditionally 
distinct classes of 7TD receptors (e.g., the serotonin receptor class), these in fact 
show broad affinities that give rise to multiple subtypes and extend to other 
neurotransmitter classes; a recent count put these pharmacological subtypes of the 
7TD neurotransmitter family at over 70 (L. Birnbaumer, in Scholfield and Abbott, 
1989). It does not seem unreasonable to expect that olfactory 7TD receptor mole
cules will also show multiple subtypes in relation to neurotransmitter-related ago
nists and antagonists. One therefore has the prospect of characterizing olfactory 
receptors by a new field of "olfactory pharmacology" (cf. Firestein, 1991; Shepherd 
and Firestein, 1991b). 



Olfactory Transduction 

Odor Ligand Information Is Distributed in Complex Parallel 
Labeled Lines 

31 

From the foregoing considerations it may be concluded that olfactory sensory 
neurons have differing molecular response spectra, differing activation thresholds, 
and differing narrow concentration ranges. This means that transduction of the 
range of information contained in odor molecules is distributed in populations of 
sensory neurons. A comprehensive understanding of olfactory transduction must 
therefore take into account the organization of the sensory neuron populations. This 
need has been recognized in several recent reports (Lancet, 1986; Reed, 1990; Buck 
and Axel, 1991). 

There is an extensive literature relevant to this problem, covering the anatomi
cal and functional organization of the olfactory neuron projection to the first synaptic 
station in the glomeruli of the olfactory bulb. The simplest working hypothesis for the 
organization of the projection is shown in Fig. 5. This may be regarded as a consensus 
of several lines of work: the explicit schemata for ligand specificity and sensory 
neuron projections presented and discussed by Kauer (1980, 1987), Pace and Lancet 
(1987), Lancet (1991), and Boeckh et al. (1990), with important contributions from 
Christensen and Hildebrand (1987) and Graziadei and Monti Graziadei (1987); the 
comparison with multiple 7TD neurotransmitter receptor subtypes (as discussed 
above); and the concept of labeled lines arising from the work of Stewart et al. 
(1979), Teicher et al. (1980), Lancet et al. (1981), Greer et al. (1982), and Pedersen 
et al. (1986), as summarized in Shepherd (1985a, b, 1991) and Firestein et al. 
(1991a, b). 

The key aspects of the model are that sensory neurons with similar ligand 
specificities project to common glomeruli. The simplest hypothesis is that each 
neuron expresses a single receptor molecule type; as we have seen, this is undoubt
edly true for specialist neurons, and is a reasonable expectation for generalists as 
well. Narrowly tuned specialist neurons (ON1 in the diagram) project exclusively to 
specialized glomeruli (G1 in the diagram); conversely, these glomeruli receive input 
only from their appropriate specialist neurons. Generalist neurons, on the other 
hand, show a relaxation of this connectivity rule; there is a preponderance of neurons 
with similar ligand specificity (e.g., ON3) projecting to one glomerulus (e.g., G3), but 
there is also a proportion going to other glomeruli as secondary projections (see 
diagram). Conversely, each glomerulus has a primary input from a set of neurons of 
similar ligand preference, and secondary inputs from sets of neurons with related 
preferences. This provides a simple algorithm for generating sets of neurons by 
mitotic division from common stem cells (Graziadei and Monti Graziadei, 1978; cf. 
Pedersen et al., 1986) and establishing their connections in the olfactory bulb. Each 
glomerulus thus has a set of primary and secondary connections which may be 
characterized as a complex "labeled line." 

On the right in Fig. 5 are indicated some of the properties critical for the 
functioning of the model. At the sensory neuron level (A), response spectra for 
specialist and generalist types are indicated. The considerable overlap of response 
spectra of individual neurons is similar to the overlap of response spectra of different 
cone photoreceptors; in analogy with color vision ( cf. Gouras, 1985), the overlap is 
presumably the basis for discriminating odor ligand type independently of odor 
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Figure 5. Consensus schema for peripheral olfactory organization. Schematic drawings show a 
consensus model of parallel complex labeled lines for the circuit organization of the olfactory 
sensory neuron. (Left) Four sets of neurons are shown projecting to the olfactory glomeruli 
(Gl-G4). Set ONl represents narrowly specific "specialist" pheromone neurons; sets 
ON2-0N4 represent "generalist" neurons with broad ligand affinities. Output neurons 
(mitral/tufted cells in vertebrates; projection neurons in invertebrates) are specific for single 
glomeruli, as shown, or in some species, for sets of glomeruli (not shown). (Right) Functional 
properties. (A) Response spectra are narrow for specialist (ONl) and broad and overlapping 
for generalist (ON3, ON4) sensory neurons. (B) Connectivity between sensory neurons and 
glomeruli; a glomerulus has primary connections from one set of generalist sensory neurons 
and secondary connections from other sets. (C) Response spectra of output neurons. The 
spectra show less overlap (or possibly more specific types of overlap) than the sensory neurons. 
Modified from Shepherd and Firestein (1991a). See text. 

ligand concentration (Shepherd, 1991). At the glomerular level (B) the preferential 
connectivity of the primary projection further enhances the response preference of a 
given glomerulus for a given ligand or related ligands. Finally, at the bulbar output 
level (C), narrowed or more specific response spectra of the output neurons (mitral 
and tufted cells in vertebrates) presumably reflect lateral contrast enhancement and 
odor opponency mechanisms within intrabulbar circuits. Analogous mechanisms 
may operate within the antennallobe of insects. 

This schema may be considered only as a working hypothesis for further testing 
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by experimental analysis and computational modeling. Its main merit is that the 
properties of sensory transduction in a single neuron can be assessed within a 
framework of their significance for the properties of the populations of neurons that 
constitute the olfactory projection. It is only by having a clear concept of that 
framework of olfactory sensory neuron populations with their differentiated proper
ties that we will be able to understand how the molecular information transduced by 
the sensory neurons provides the basis for odor perception and discrimination. 
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Introduction 
The mammalian olfactory system is able to discriminate a vast number and variety of 
odorous molecules (for reviews, see Lancet, 1986; Reed, 1990). In the olfactory 
system, as in other vertebrate sensory systems, peripheral neurons transmit environ
mental information to the brain, where information may be processed to allow the 
discrimination of complex sensory stimuli. At present, little is known about the 
organizational principles and molecular mechanisms by which olfactory discrimina-

Lumen 

} ~cus 

Supporting cell 

Olfactory sensory ~--+ 
neuron 

Basal cell 

Basement membrane 

j/ 
To olfactory bulb 

Figure 1. A cross-section through the olfactory epithelium reveals three predominant cell 
types: the olfactory sensory neuron, the sustentacular or supporting cell, and the basal cell or 
olfactory stem cell. Odorous molecules are thought to bind to odorant receptors on the cilia of 
the olfactory neuron. The signals generated by such binding events are propagated along 
sensory neuron axons to the olfactory bulb. (Reproduced from Cell, 1991, 65:175-187, by 
copyright permission of CellPress.) 

tion is achieved. However, it is likely that an understanding of the peripheral 
mechanisms by which environmental information is transduced into neural informa
tion in this system will provide insight into the logic underlying the processing of 
olfactory sensory information. 

The primary events in odor perception presumably involve the association of 
odorous ligands with specific odor receptors on olfactory sensory neurons. These 
neurons reside in a specialized olfactory neuroepithelium which, in mammals, lines 
the posterior nasal cavity (Fig. 1 ). Each olfactory neuron extends a single dendrite to 
the epithelial surface, where it gives rise to a number of specialized cilia that 
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protrude into the mucus layer that coats the nasal lumen. These cilia are believed to 
bear specific odorant receptors. Each neuron also projects a single axon to the 
olfactory bulb where synapses are formed within glomeruli with the principal output 
neurons of the bulb and with bulbar interneurons (Greer and Shepherd, 1990). It is 
likely that a single odorous substance binds to receptors on only a subset of olfactory 
sensory neurons. The pattern of synapses formed by this subset in the olfactory bulb 
then might constitute at least a crude odor "code." How many different types of 
odorant receptor might be required to create such codes? Theoretically, it is possible 
that discrimination in this system, as in color vision (Rushton, 1955; Wald et al., 1955; 
Nathans et al., 1986), might involve only a small number of different receptor types, 
perhaps expressed in different combinations by individual neurons. Alternatively, 
the olfactory system might employ a large number of distinct receptor types, each 
capable of association with one or a small number of different odorants. An 
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Figure 2. In the theoretical pathway of olfactory signal transduction shown, the binding of an 
odorant to an odorant receptor leads to the interaction of the receptor with a GTP-binding 
protein (G protein). This interaction in tum leads to the release of the GTP-coupled alpha 
subunit of the G protein, which then stimulates adenylyl cyclase to produce elevated levels of 
cAMP. The increase in cAMP opens cyclic nucleotide-gated cation channels, thus causing an 
alteration in membrane potential. (Reproduced from Cell, 1991, 65:175-187, by copyright 
permission of Cel!Press.) 

understanding of the mechanisms underlying olfactory perception is likely to depend 
on the isolation of the putative odorant receptors and the characterization of their 
diversity, specificity, and patterns of expression. 

The presence of odorant receptors on the cilia of olfactory neurons is suggested 
by several observations. First, removal of the cilia results in the loss of olfactory 
responses (Bronshtein and Minor, 1977). Second, the specific binding of amino acids 
to the cilia of fish, which smell amino acids, has been demonstrated (Rhein and 
Cagan, 1980, 1983). Finally, exposure of cilia from several species, including rat, to a 
variety of odorants leads to the rapid stimulation of adenylyl cyclase and elevations in 
cAMP or, in some cases, to increases in inositol trisphosphate (Pace et al., 1985; 
Sklar et al., 1986; Boekhoff et al., 1990; Breer et al., 1990; Breer and Boekhoff, 1991). 
The activation of adenylyl cyclase is dependent on the presence of GTP and is 
therefore likely to be mediated by receptor-coupled GTP-binding proteins (G 
proteins) (Jones and Reed, 1989). These observations, together with those demon-
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strating nucleotide-gated channels in olfactory cilia (Nakamura and Gold, 1987), 
suggest the pathway for olfactory signal transduction shown in Fig. 2. In this scheme, 
the binding of odorant to odorant receptor leads to the interaction of the receptor 
with a specific G protein. This interaction, in turn, causes the release of a GTP
coupled alpha subunit of the G protein and the stimulation by this subunit of 
adenylyl cyclase, which therein produces an increase in cAMP. Increases in cAMP 
lead to the opening of cyclic nucleotide-gated, cation-permeable channels (Naka
mura and Gold, 1987; Dhallan et al., 1990), which leads ultimately to the generation 
of action potentials in the axons of olfactory neurons and the transmission of signals 
to the olfactory bulb. 

A large number of G protein-coupled receptors, including receptors for numer
ous neurotransmitters and hormones, have now been identified. Gene cloning has 
demonstrated that these receptors comprise a large superfamily of structurally 
related proteins that traverse the membrane seven times (for reviews, see O'Dowd et 
al., 1989; Strader et al., 1989; Dahlman et al., 1991). The pathway of olfactory signal 
transduction shown in Fig. 2 predicts that the odorant receptors might also be 
members of this superfamily of receptor proteins. To address the problem of 
olfactory perception at the molecular level, we have cloned and characterized 18 
different members of an extremely large multigene family that encodes seven 
transmembrane domain proteins whose expression is restricted to the olfactory 
epithelium. The members of this novel gene family are likely to encode odorant 
receptors on olfactory sensory neurons. 

Results 
Identification of a Multigene Family That May Encode Odorant Receptors 

To isolate genes encoding odorant receptors, we designed a series of experiments 
that were based on three assumptions (Buck and Axel, 1991). First, the large number 
of structurally distinct odorous molecules suggests that odorant receptors themselves 
should exhibit significant diversity and are therefore likely to be encoded by a 
multigene family. Second, the expression of odorant receptors should be restricted to 
the olfactory epithelium. Third, given the previously described requirement for GTP 
in odorant-induced increases in cAMP in olfactory cilia (Pace et al., 1985; Sklar et al., 
1986), odorant receptors are likely to belong to the superfamily of receptor proteins 
that transduce signals via interactions with GTP binding proteins (G proteins). 

Receptors that belong to the G protein-coupled superfamily are characterized 
by the presence of seven hydrophobic domains that are believed to constitute 
membrane spanning regions (O'Dowd et al., 1989; Strader et al., 1989; Dahlman et 
al., 1991). Comparisons of the amino acid sequences of members of the superfamily 
reveal the presence of highly conserved sequence motifs that are shared by many 
seven transmembrane domain (7TM) superfamily members. To identify molecules in 
the olfactory epithelium that belong to this superfamily, we used the polymerase 
chain reaction (PCR) to amplify homologues of the superfamily present in olfactory 
epithelium RNA For these experiments we designed a series of degenerate oligonu
cleotide primers that matched sequences present in transmembrane domains 2 and 7 
(TM2 and TM7) of various members of the superfamily. Using 30 different combina
tions of these primers, we isolated 64 candidate PCR products. 

We next asked whether any of the PCR products contained multiple species of 
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DNA, suggesting the amplification of several members of a multigene family. For this 
purpose we digested each PCR product with restriction enzymes and looked for the 
appearance of multiple restriction fragments whose sizes, when summed, would 
exceed the size of the undigested PCR product and thus indicate the presence of 
several different DNA species. 1 out of the 64 PCR products clearly satisfied this 
criterion (Buck and Axel, 1991). DNA sequence analyses of the molecular constitu
ents of this PCR product revealed a series of molecules that encoded novel members 
of the G protein-coupled, 7TM receptor superfamily. Although not identical to one 
another, these proteins shared sequence motifs not found in other members of the 
superfamily and were clearly encoded by a multigene family. 

We then isolated a series of olfactory library cDNAs which hybridized to the 
PCR product that contained the family of sequences. Coding region segments of 
these cDNAs were combined and used as mixed probes in Northern blots of 
size-fractionated poly A+ RNA from a number of tissues. As shown in Fig. 3, a 
mixed probe containing segments of 20 cDNAs hybridized to a series of RNA species 
ranging in size from ~ 2 to 5 kb in olfactory epithelium RNA, but showed no 
hybridization to RNA from brain or spleen. Additional Northern blot analyses with a 
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Figure 3. A Northern blot was prepared of 
size-fractionated poly {A)+ RNA isolated 
from rat olfactory epithelium, brain, and 
spleen and hybridized to a 32P-labeled mix
ture of segments of 20 eDNA clones. The 
probe DNA segments were obtained by 
PCR using primers homologous to trans
membrane domains 2 and 7. Molecular 
sizes are given in kilobases. (Reproduced 
from Cell, 1991, 65:175-187, by copyright 
permission of CellPress.) 

different mixed probe and a larger series of different tissue RNAs gave the same 
results (Buck and Axel, 1991). We also compared the frequencies of eDNA clones 
that belong to this family in eDNA libraries contructed from total olfactory epithe
lium RNA versus a library constructed from RNA from an enriched population of 
olfactory neurons obtained by a panning procedure (Buck and Axel, 1991). The 
frequency of positive clones (as ascertained by hybridization followed by PCR 
analysis and nucleic acid sequencing) was much higher in the library made from the 
enriched population of olfactory neurons than in the other libraries. Furthermore, 
the extent of enrichment in positive clones matched the degree of enrichment in 
olfactory neurons customarily obtained using the panning procedure. This enrich
ment was also seen when the mixed probe was hybridized to a Northern blot of 
size-fractionated RNA obtained from an enriched population of olfactory neurons 
versus RNA obtained from the total olfactory epithelium (not shown). Together 
these experiments indicate that the multigene family that we have identified may be 
uniquely expressed in the olfactory epithelium and may be expressed predominantly 
or exclusively by olfactory sensory neurons. 



44 Sensory Transduction 

The Olfactory Multigene Family Encodes a Series of Divergent 
Receptor-like Proteins 
Nucleic acid sequence analyses were performed on 36 eDNA clones that hybridized 
to a PCR product that contained multiple members of the multigene family (see 
above) (Buck and Axel, 1991). 18 of the cDNAs are unique in the region analyzed, 
but all of them are clearly members of the family identified in the original PCR 
experiments. More recent analyses indicate that some cDNAs originally thought to 
be the same are in fact slightly different in sequence outside the region originally 
analyzed. We have determined the complete coding region sequence of 10 of the 
most divergent of the eDNA clones. The deduced protein sequences of these cDNAs 
(Fig. 4) define a novel multigene family that shares structural properties with 
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Figure 4. DNA sequence analyses were performed on 10 divergent eDNA clones, and the 
protein sequence encoded by each was determined. Amino acid residues conserved in 60% or 
more of the proteins are shaded. These proteins exhibit seven hydrophobic domains (I-VII) 
that are likely to constitute membrane-spanning regions. These molecules clearly belong to 
the superfamily of 7TM, G protein-coupled receptors. However, all of the proteins shown 
here share sequence motifs not found in other members of the superfamily and are clearly 
members of a novel family of proteins. (Reproduced from Cell, 1991, 65:175-187, by copyright 
permission of Cell Press.) 
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members of the 7TM superfamily (Buck and Axel, 1991). Like other members of the 
7TM superfamily, each of the 10 olfactory proteins contains seven hydrophobic 
stretches that are likely to be membrane spanning regions. By analogy with other 
members of the superfamily, these proteins are likely to loop back and forth through 
the membrane seven times, leaving the NH2 terminus on the outside of the cell and 
the COOH terminus in the cytoplasm. The olfactory proteins also exhibit limited 
sequence similarity to other members of the superfamily. For example, the central W 
in TM4, the NP pair in TM7, and the DRY IF motif COOH-terminal to TM3 are 
found in numerous other members of the 7TM receptor superfamily. 

There is, however, one notable difference between the olfactory family and 
other superfamily members that may be relevant to a role in odor recognition. 
Numerous structure-function studies involving in vitro mutagenesis and domain 
swapping now indicate that some members of the superfamily may bind ligands in the 
plane of the membrane, possibly in a ligand-binding pocket that involves interactions 
of the ligand with more than one of the transmembrane domains (Kobilka et a!., 
1988; O'Dowd et a!., 1989; Strader et a!., 1989; Dahlman et a!., 1991). Consistent 
with these observations, the members of small families of receptors that bind the 
same class of ligands, such as the adrenergic and muscarinic acetylcholine receptor 
families, exhibit maximum sequence conservation (often > 80%) within the transmem
brane domains and show considerable divergence outside these transmembrane 
regions. In contrast to these small receptor families, members of the olfactory family 
show striking divergence in several of the transmembrane domains (TM3, 4, and 5) 
(Fig. 4). This divergence in potential ligand-binding regions is consistent with the 
idea that the olfactory family is capable of associating with a large number of 
odorants of diverse molecular structure. 

We have determined the nucleotide and deduced protein sequence of each of 
the 18 unique cDNAs in TM5 and in the intracellular loop linking TM5 and TM6 
(Fig. 5). As a group, the 18 sequences exhibit considerable divergence within this 
region. However, they can be divided into subfamilies whose members share signifi
cant sequence conservation. At least three subfamilies of related sequences are 
apparent within this group. Subfamily B (Fig. 5), for example, consists of six closely 
related sequences in which pairs of sequences can differ from one another at only 4 
out of 44 positions (91% identity) (see F12 and F13). These results suggest the 
possibility that different subfamilies may bind odorants of widely differing molecular 
structures, while the members of individual subfamilies might recognize more subtle 
differences between structurally related odorants. 

The Size of the Multigene Family 

We have performed genomic Southern blotting experiments and have screened 
genomic libraries to obtain an estimate of the sizes of the olfactory multigene family 
and its member subfamilies. An analysis of subfamilies was performed in which 
Southern blots of restriction enzyme-digested rat liver DNA were hybridized at very 
high stringency (70 degrees) to highly specific probes prepared from seven divergent 
cDNAs (Buck and Axel, 1991). As shown in Fig. 6, each of the seven probes detects a 
distinctive array of bands. The number of species recognized by these probes varies 
from one (probe 5) to 15-20 (probes 2 and 7). PCR experiments with genomic DNA 
and with genomic clones indicate that the coding regions of the olfactory genes may 
not be interrupted by introns. We have thus far confirmed this for two genes by 
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nucleic acid sequencing of genomic clones. Thus each of the bands seen in the 
Southern blots may represent a single gene. If so, these experiments using only a 
small number of distinct subfamily probes indicate the presence of at least 70 
different genes which belong to a series of different subfamilies that may consist of 
from 1 to 15-20 member genes. 

A more accurate size estimate was obtained by screening rat genomic libraries 
with mixed probes (see above) under high (65 degrees) and lower (55 degrees) 
stringency annealing conditions (Buck and Axel, 1991). In Northern blot analyses we 
found that the mixed probe would hybridize to RNA from non-olfactory tissues when 
low stringency annealing conditions were used to permit detection of more distantly 
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Figure 5. The deduced protein 
sequences of 18 different eDNA 
clones in transmembrane do
main 5 and the intracellular 
loop linking transmembrane 
domains 5 and 6 are shown 
here. Amino acid residues 
found in 60% or more of the 
clones in a given position are 
shaded. Although considerable 
divergence is evident within this 
region (A), these proteins can 
be grouped into subfamilies (E
D) in which individual subfam
ily members share extensive ho
mology in this divergent region. 
(Reproduced from Cell, 1991, 
65:175-187, by copyright per
mission of CellPress.) 

related sequences. Therefore, to verify that the clones detected by hybridization 
were members of the olfactory family, the hybridizing clones were subjected to PCR 
using a nested primer scheme in which amplification with a TM2/TM7 primer pair 
was followed by amplification with TM3/TM6 primers. These highly stringent 
criteria assured that only true olfactory members would be counted, but unavoidably 
excluded a number of bona fide members of the olfactory multigene family. These 
studies indicated that the olfactory multigene family contains a minimum of 100-200 
genes. Several considerations suggest that the olfactory multigene family may, in fact, 
be considerably larger than this. First, it is likely that additional subfamilies exist that 
would not hybridize to the probes we used. Second, although the nested PCR 
verification ensures that the genomic clones scored as positive are members of the 
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olfactory family, it excludes some subfamilies. Finally, it is likely, and indeed we have 
found, that at least some members of this multigene family are linked in the genome 
and therefore some genomic clones contain more that one gene. It is likely that this 
multigene family will ultimately prove to have 500--1,000 member genes. 

Discussion 
The mammalian olfactory system can recognize and discriminate a large number of 
structurally distinct odorous molecules. An understanding of the molecular mecha
nisms and organizational principles underlying olfactory perception is likely to 
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Figure 6. Southern blots were prepared from size-fractionated, restriction enzyme-digested 
rat liver DNA and hybridized at very high stringency to the 32P-labeled probes indicated. The 
probes used were PCR-generated fragments of seven divergent cDNAs (blots 1 through 7) or a 
combination of these seven fragments (blot 1-7). The probes used were highly specific for 
distinct subfamilies. The molecular size markers are shown in kilobases. (Reproduced from 
Cell, 1991, 65:175-187, by copyright permission of CellPress.) 

require the characterization of the odorant receptors, including the extent of 
receptor diversity and specificity, the elucidation of the patterns of receptor expres
sion in both individual neurons and in the olfactory epithelium as a whole, and the 
analysis of the patterns of synapses formed in the olfactory bulb by olfactory sensory 
neurons that express different receptor types. We have identified and characterized a 
multigene family that is likely to encode odorant receptors on rat olfactory sensory 
neurons and should therefore allow us to begin to address a number of fundamental 
questions concerning the primary events in olfactory perception. 

What are the expected properties of odorant receptors and what is the evidence 
that the multigene family we have identified encodes these receptors? First, numer-
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ous observations have suggested that odorant receptors transduce intracellular 
signals by interacting with G proteins which activate second messenger systems (Pace 
et al., 1985; Sklar et al., 1986; Jones and Reed, 1989; Boekhoff et al., 1990; Breer et 
al., 1990). We have not yet demonstrated that the olfactory proteins can indeed 
trigger G protein-coupled responses. However, these proteins are clearly members 
of the family of G protein-coupled receptors that traverse the membrane seven times 
(O'Dowd et al., 1989; Strader et al., 1989; Dohlman et al., 1991). Second, it is likely 
that odorant receptors are expressed specifically in the tissue in which odorants are 
recognized, but not in other tissues. We have shown that the family of olfactory genes 
that we have identified is expressed in the olfactory epithelium, but that expression of 
this gene family cannot be detected in a number of other neural or nonneural tissues. 
In addition, our results indicate that this gene family may be expressed either 
predominantly or exclusively by olfactory sensory neurons. Third, the family of 
odorant receptors must be capable of interacting with extremely diverse molecular 
structures. The genes we have cloned are members of an extremely large multigene 
family that encodes proteins that exhibit variability in regions thought to be impor
tant in ligand binding. The possibility that each member of this large family of 7TM 
proteins is capable of interacting with only one or a small number of odorants 
provides a plausible mechanism to accommodate the diversity of odor perception. 
Finally, the odorant receptors must bind odorants and transduce intracellular signals 
that lead to the activation of second messenger systems. This criterion is difficult to 
satisfy experimentally because the diversity of odorants and the large number of 
individual receptors make it difficult to identify the appropriate ligand for a particu
lar receptor. Nonetheless, the properties of the gene family we have identified 
suggest that this family is likely to encode an exceedingly large number of distinct 
odorant receptors. 

How large is the olfactory multigene family? We have provided a minimum 
estimate of the size of the repertoire of the putative odorant receptors in the rat by 
screening genomic libraries with mixed probes consisting of divergent family mem
bers. The present estimate of at least 100-200 genes provides only a lower limit since 
it is likely that our probes do not detect all of the possible subfamilies. In addition, 
the PCR analyses used to verify that positive genomic clones contained olfactory 
family members exclude a number of subfamilies already identified. Finally, it is 
probable that many of these genes are linked such that a given genomic clone may 
contain multiple genes. We therefore expect that the actual size of the gene family 
may be considerably higher and that this family of putative odorant receptors could 
constitute one of the largest gene families in the genome, with perhaps as many as 
500-1,000 member genes. 

The size of the receptor repertoire is likely to reflect the range of detectable 
odors and the degree of structural specificity exhibited by the individual receptors. 
The discriminatory capacity of the olfactory system is difficult to assess accurately, 
but it has been claimed that humans can identify over 10,000 structurally distinct 
odorous ligands. Of course, this does not necessarily imply that humans possess an 
equally large repertoire of odorant receptors. In lower vertebrates, it appears that 
structurally related odorants may bind to the same receptor molecules (Rhein and 
Cagan, 1983). Our results indicate, however, that the strategy used to discriminate 
olfactory sensory information may be markedly different from that used to achieve 
color vision. Color vision, which is accomplished with only three different types of 
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photoreceptor (Rushton, 1955; Wald et al., 1955; Nathans et al., 1986), must rely 
heavily on the higher level processing of information from these photoreceptors. 
Olfactory perception, in contrast, appears to utilize a very large number of different 
types of receptor. Thus, much of olfactory discrimination may be accomplished at the 
level of the primary sensory neuron. An understanding of the precise mechanisms 
involved in this process awaits analyses of receptor specificity and patterns of 
expression in individual neurons, as well as the patterns of input received by the 
olfactory bulb from neurons that express different types of odorant receptor. 

How divergent are the olfactory proteins and what are the consequences of this 
divergence? Analysis of the proteins encoded by the 18 distinct cDNAs we have 
cloned reveals structural features that may render this family particularly well suited 
for the detection of a diverse array of structurally distinct odorants. The olfactory 
proteins we have identified are clearly members of the superfamily of receptors that 
traverse the membrane seven times. Experiments with other members of this class of 
receptors suggest that ligand binds to its receptor within the plane of the membrane 
such that the ligand contacts many, if not all, of the transmembrane helices (O'Dowd 
et al., 1989; Strader et al., 1989; Dahlman et al., 1991). The family of olfactory 
proteins can be divided into different subfamilies that exhibit significant sequence 
divergence within the transmembrane domains. Nonconservative changes are com
monly observed within blocks of residues in transmembrane regions 3, 4, and 5 (Fig. 
4); these blocks could reflect the sites of direct contact with odorous ligands. Some 
members, for example, have acidic residues in transmembrane domain 3, which in 
other families are thought to be essential for binding aminergic ligands (Strader et 
al., 1989), while other members maintain hydrophobic residues at these positions. 
This divergence within transmembrane domains may reflect the fact that the 
members of a family of odorant receptors must associate with odorants of widely 
different molecular structures. These observations suggest a model in which each of 
the individual subfamilies encodes receptors that bind a distinct structural class of 
odorants. Within a given subfamily, however, the sequence differences are far less 
dramatic and are often restricted to a small number of residues. Thus, the members 
of a subfamily may recognize more subtle variations among odor molecules of a given 
structural class. 

The large size of the olfactory gene family and the diversity of its members is 
reminiscent of families of genes encoding antigen receptors on lymphocytes (for 
reviews, see Tonegawa, 1983; Hood et al., 1985). However, while diversity in antigen 
receptors is generated by the joining of variable and constant gene segments during 
development, the putative odorant receptors appear to be encoded by intact genes. 
The two genes that we have sequenced thus far are intronless in the coding region 
and are identical or nearly identical in sequence in this region to the corresponding 
cDNAs. We cannot presently exclude the possibility, however, that the regulation of 
expression of members of the olfactory gene family involves gene rearrangement 
events that place a single gene or small set of genes into an expressed region of the 
genome, perhaps via gene conversion events such as those seen in trypanosomes 
(Vander Ploeg, 1991). 

Our results suggest the existence of a large family of distinct odorant receptors. 
Individual members of this receptor family are likely to be expressed by only a small 
set of the total number of olfactory neurons. The primary sensory neurons within the 
olfactory epithelium will therefore exhibit significant diversity at the level of receptor 
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expression. The genes that we have cloned can now be used to investigate a number 
of questions relevant to how olfactory information is processed. For example, the 
techniques of in situ hybridization and immunohistochemistry can now be used to 
determine whether odor information is spatially organized in the olfactory epithe
lium or in the projections of olfactory sensory neurons into the olfactory bulb. 
Ultimately, such experiments, coupled with information about the odorant specificity 
of these putative receptors and how many distinctive receptor types are expressed by 
a single neuron, should provide insight into how the olfactory system organizes and 
processes sensory information. 
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Introduction 
The vertebrate olfactory system allows the detection of molecules in the external 
environment, and by a complex neuronal pathway the impulses generated are able to 
be interpreted by the brain as a distinct odor. Recent evidence suggests that similar 
mechanisms for the detection of odorants are utilized by all vertebrates. The system 
is remarkably specific, allowing for detection in man of more than 10,000 discrete 
odorants. It is also highly sensitive, although with evolution there has been reduced 
dependence on this modality for critical behaviors, such as finding food and mating. 

Olfactory perception is the end result of complex biochemical and electrophysi
ological events. The nature of the ligands, a multitude of volatile odorous molecules, 
has made elucidation of the chemosensory network difficult despite the parallels with 
other sensory systems, particularly vision. In addition, the mammalian olfactory 
neuroepithelium is not an ideal tissue for electrophysiological study or a robust 
source of material for biochemical or immunogenic applications. Many components 
of the ligand-receptor-induced signal transduction cascade have now been identi
fied, but until recently the olfactory receptors themselves remained elusive. 

The olfactory receptor neurons reside in the neuroepithelium which lines the 
turbinates of the nasal cavities. The primary events in odorant detection occur in the 
cilia emanating from a single dendritic process which the cell extends to the surface. 
These cilial structures provide extensive membrane surface area at the site of 
odorant recognition and transmembrane signaling and presumably contribute to the 
sensitivity of the system. The cell body of the sensory neuron sits centrally in the 
epithelium and extends a single long, unbranched, unmyelinated axon which syn
apses in the olfactory bulb. Projections from the bulb to higher centers, the limbic 
system, thalamus, and orbitofrontal cortex, allow the perception of a volatile 
compound in the environment as the sensation of smell and underlie the link 
between olfaction, affect, and memory. 

The olfactory epithelium contains two other cell types: neuroblast-like basal 
cells and the sustentacular cells which have supportive and perhaps glial-like 
functions. Olfactory receptor neurons are unique among mature mammalian neu
rons in undergoing a continual process of degeneration and repopulation from 
progeny of the basal cell population throughout adult life. The sensory neurons are 
also unusual in expressing the embryonic form of the neural cell adhesion molecule 
(N-CAM) (Miragall et al., 1988) and nerve growth factor inducible large external 
(NILE) glycoprotein (Stallcup et al., 1985), probably reflecting their continued 
potential for neurite outgrowth and plasticity. The sustentacular cells of the epithe
lium display apical microvilli and are thought to play a role in the chemical 
modification and removal of odorant stimuli. 

Signal Transduction Components 
A hypothesized model of the initial events underlying odorant-induced signal 
transduction is as follows. In the surface membrane of the cilium the odorant ligands 
bind to receptors, leading to G protein activation and interaction with the membrane
bound adenylyl cyclase. The resulting increase in cAMP opens a cyclic nucleotide
responsive cation channel, depolarizes the cell, and initiates an action potential. 
Considerable biochemical and molecular genetic evidence now exists to support a 
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role for this second messenger pathway in odorant detection. Olfactory-specific or 
olfactory-enriched forms of many of the participants in these two cascades have now 
been identified: Golf (Jones and Reed, 1989), an adenylyl cyclase (Bakalyar and 
Reed, 1990), a cyclic nucleotide-gated ion channel (Dhallan et al., 1990; Ludwig et 
al., 1990), and a calcium/calmodulin-activated phosphodiesterase (Borisy et al., 
1992). More recently, biochemical and electrophysiological evidence has become 
available implicating an additional second messenger cascade, the inositol 1,4,5-
trisphosphate (InsP3) pathway in the transduction process. Generation of InsP3 by 
phospholipase C in response to odorants appears to activate an InsP3 receptor/ 
channel complex in the cilial surface membrane. Interestingly, attempts to identify 
an olfactory neuron-specific G protein that mediates the InsP3 response has been 
unsuccessful. 

Based on the assumption that olfactory receptors would be members of the 
?-transmembrane domain superfamily, Buck and Axel (1991) have recently cloned 
and characterized 18 members of a large multigene family of receptors, consisting of 
perhaps 100 or more members, expressed in rat olfactory tissue. Subsequently, more 
divergent members ofthis family have been identified (Levy et al., 1991 ). We recently 
obtained evidence that expression of this gene family is confined to olfactory neurons 
using polymerase chain reaction techniques. This result was confirmed when recep
tor family-specific antibodies were used for immunocytochemical staining on rat 
olfactory tissue sections (Cunningham, A.M., and R. R. Reed, unpublished results). 
The members of this receptor family exhibit regions of extensive variability within the 
transmembrane domains (Buck and Axel, 1991; Levy et al., 1991 ), consistent with the 
hypothesis that this large multigene family functions in the remarkable sensory 
discrimination of diverse odorants. 

Generation of the Electrophysiological Response 
The elucidation of the role of cyclic nucleotides in vertebrate vision and the 
molecular characterization of cyclic nucleotide-activated channels (Fesenko et al., 
1985; Kaupp et al., 1989) has led investigators to look for a similar channel involved 
in olfactory signal transduction. Previous electrophysiological studies identified a 
conductance in amphibian olfactory cilia that was directly activated by cyclic nucleo
tides (Nakamura and Gold, 1987). The simil~rity in biophysical properties of the 
olfactory and visual channels led to successful efforts to clone the olfactory channel 
based on anticipated amino acid sequence homology (Dhallan et al., 1990). The 
cloned channel was directly gated by cyclic nucleotides and structurally resembled 
the light-sensitive cGMP-gated channel of vertebrate photoreceptors. Comparison 
of the predicted amino acid sequences of the cloned olfactory and photoreceptor 
channels showed > 60% homology, raising the possibility that these channels are the 
first two members of a new family of ligand-gated ion channels. 

The channel activity studied by Firestein et al. (1991) is almost certainly the 
same olfactory-specific channel that has been cloned and expressed (Dhallan et al., 
1990; Ludwig et al., 1990). The most important difference between the expressed 
cloned channel members is that the photoreceptor channel is virtually insensitive to 
all cyclic nucleotides other than 3'-5' cyclic GMP (Kaupp et al., 1989), while the 
olfactory channel responds to both cAMP and cGMP (Nakamura and Gold, 1987; 
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Dhallan et al., 1990). Differential affinity of the olfactory channel for the two cyclic 
nucleotides was reported by some workers, but not by others, and a reason for the 
discrepancy may have been differences between the function of the cloned versus the 
native expressed channels. Zufall et al. (1991) have studied the increases in single 
channel activity upon application of cyclic nucleotides in the dendritic processes of 
salamander olfactory sensory neurons. They confirmed that the channels were 
sensitive to both cAMP and cGMP, with the Kl/2 for cAMP activation being five 
times higher than that of cGMP, which was the only significant difference between 
the action of the two nucleotides. It is now well established that cAMP is an active 
second messenger in the G protein-coupled olfactory transduction cascade, while 
the physiological role of cGMP, if any, is unknown. 

There is considerable evidence for an additional second messenger in olfaction. 
The biochemical studies suggesting a role for InsP3 in the signal transduction process 
have prompted efforts to define a cilial membrane-associated InsP3 receptor/ 
channel complex. In neurons, lnsP3 receptors have previously been identified only in 
the endoplasmic reticulum, although there is evidence for a surface form in lympho
cytes (Kuno and Gardner, 1987). We have recently shown that InsP3 receptor 
immunoreactivity is enriched in olfactory cilia and localized to the cilial surface 
membrane (Cunningham, A.M., and G. V. Ronneh, unpublished results). Also, in a 
reconstitution assay, a calcium channel gated by InsP3 has been identified in cilial 
membranes (Restrepo et al., 1990). The role of this channel in responding to 
intraciliary InsP3 concentration and its interaction with the cAMP-mediated pathway 
requires further elucidation. 

Termination of Second Messenger Signaling 
The olfactory second messenger signal is transient but the mechanism of signal 
termination (Boekhoff et al., 1990) remains poorly understood. Desensitization is 
defined as the waning of the response in the presence of continuous agonist 
exposure. Zufall et al. (1992) found that continued exposure of single channels in 
membrane patches to saturating concentrations of cyclic nucleotides did not result in 
any detectable desensitization despite a decreased response having previously been 
shown to occur in intact cells with both applied odorant and elevated intracellular 
cAMP (Firestein et al., 1990; Kurahashi, 1990). This suggests that an intracellular 
factor mediates desensitization. A likely candidate for such an activity is a receptor 
protein kinase like that known to exist in the visual system (Kuhn, 1978). Recent 
biochemical studies of the desensitization process in olfaction using the application 
of rapid kinetic methodology (Boekhoff and Breer, 1992) has provided evidence that 
odorant-induced second messenger signaling in rat olfactory cilia is turned off by a 
negative feedback loop involving specific kinases. The rapid decay of the cAMP 
signal could be due to delayed stimulation of a regulated phosphodiesterase, or 
alternatively, to a cessation of the elevated synthesis rate by adenylyl cyclase. 
Exploring both these possibilities with specific inhibitors, it was found that a specific 
inhibitor for protein kinase A blocked desensitization, providing supportive evidence 
that odorant-induced formation of cAMP is terminated by phosphorylation of a key 
element in the reaction cascade. It remains speculative as to which components of 
the transduction apparatus are phosphorylated, but the odorant receptors are the 
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most likely candidates. The availability of antibodies capable of immunoprecipitating 
this receptor family will allow us to examine the role of receptor phosphorylation in 
desensitization. 

Summary 
Contributions from a wide spectrum of experimental systems have resulted in a 
dramatic increase in our understanding of this old and most enigmatic of the sensory 
systems. Many of the components of the odorant-induced transduction cascade have 
now been cloned, and the biochemistry, pharmacology, and regulatory mechanisms 
are being addressed in a logical fashion. 

One of the first priorities is to establish that the large family of putative receptor 
proteins described by Buck and Axel (1991) do, in fact, bind odorants. The ability to 
express members of this receptor family at high levels in the mammalian expression 
system is a first step in this direction. Determining specific ligand-receptor relation
ships is an extremely challenging task given the diversity of odorants able to be 
perceived and the potentially large size of the family of receptors. The role of other 
proteins in odorant presentation and processing, such as odorant binding protein 
produced in the lateral nasal gland (Pevsner et al., 1988), can be explored. 

A fascinating issue to be resolved is that of the distribution of receptor 
molecules within the population of olfactory sensory neurons. Does one cell express 
only one receptor, a small repertoire of receptors, or indeed the entire family? These 
questions can now be answered using a combined approach with in situ hybridiza
tion, immunocytochemistry, and single cell PCR techniques. One model of receptor 
distribution would provide for discrimination of a particular odorant by higher order 
analysis of the pattern of receptor neuron firing within the neuroepithelium. This 
model is consistent with the proposal that the brain constructs "odor images" or 
"molecular images" (Shepherd, 1985; Shepherd and Firestein, 1991) based on the 
particular set of glomeruli being activated in the olfactory bulb. There is a body of 
evidence in keeping with such a model utilizing 2' deoxyglucose (2-DG) autoradiogra
phy to map regional activity in the bulb after exposure to different odorants 
(reviewed in Shepherd and Firestein, 1991). In this model, an individual sensory 
neuron could feasibly express either a single receptor type or more than one type of 
receptor. 

Understanding the molecular mechanisms that direct the expression of particu
lar receptors in the sensory neuron and determine the site of the cell's synaptic 
contact in the bulb is of central importance. Three simple models are outlined in Fig. 
1. In the first model, "topographic determination," the position of an olfactory 
neuron within the epithelium determines the site at which it makes connections 
within the bulb. In addition, this positional information would also direct the 
expression of a particular receptor gene and protein. In the second model, referred 
to in this diagram as "labeled lines," the receptors expressed by an individual neuron 
give it an identity, either directly or indirectly, and this label determines selection of 
the target within the olfactory bulb. The third model, "retrograde determination," 
proposes that neurons whose receptor repertoire has not yet been determined make 
synapses in the bulb, and the second order neurons direct the expression of 
particular receptor genes in the olfactory neuron. Although this third model solves 
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some of the conceptual problems associated with maintaining appropriate connec
tions in the face of continual neuron replacement, the molecular basis for this 
regulation is difficult to imagine. Clearly, the first step is to answer basic questions 
about receptor distribution and the pattern of neuronal connections. We hope that 
insight into the mechanisms by which connections are made between the olfactory 
epithelium and the olfactory bulb will allow us to understand olfactory sensory 
processing. 

Topographic 
Determination 

Labeled Unes 

Retrograde 

Determination 

Figure 1. Models for the establishment of neuronal connections between olfactory epithelium 
and the olfactory bulb. 

Whether an individual receptor cell expresses the components required for both 
the cAMP and InsP3 odorant signaling pathways remains uncertain, but we should be 
able to address this question using electrophysiological and molecular genetic 
techniques now available. The activation within the same receptor cell of both 
signaling pathways in parallel may provide integrative or negative feedback control 
of signal generation. For instance, an action potential might only be initiated with 
synergistic activation of both pathways. The finding of a large family of receptor 
molecules converging onto these two second messenger systems has emphasized how 
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the olfactory sensory neuron has evolved to deal with a multitude of diverse ligands 
while utilizing the components of a simple signal transduction cascade. 
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Introduction 
Olfactory sensory input to the brain is in the form of patterns of action potentials 
arising in the peripheral olfactory neurons of the nasal epithelium. Terrestrial 
vertebrates possess from 1 to 100 million sensory neurons and can detect several 
thousand different odorous compounds. Detection of an odor results in modulation 
of the membrane conductance of a sensory neuron with resultant alteration of 
membrane excitability and firing patterns. 

It currently appears that odor-receptor binding, the presumptive first step in 
odor detection, is coupled to the membrane conductance change through a common 
second messenger system, most probably involving cyclic nucleotide generation. 
Other possible pathways, most notably involving inositol phosphates, have been 
proposed (Restrepo et al., 1990), but the evidence for these remains incomplete. IP3 

may be involved in signaling specific odor types, particularly nonvolatiles, and may be 
more important in aquatic animals where odors must be soluble substances. 

In any case, it is now clear that a G protein-coupled cyclic nucleotide second 
messenger system is a main pathway in olfactory transduction. The enormous 
variability of ligands (odors) and receptors stands in contrast to the singular common 
pathway linking the receptors to ion channel activation. Over the past few years 
remarkable progress has been made in biochemically identifying the enzymes that 
constitute the main elements of the transduction pathway in olfactory reception. 
These include the putative odor receptor (Buck and Axel, 1991 ), an olfactory-specific 
G protein (Pace and Lancet, 1986; Jones and Reed, 1989), and adenylate cyclase 
(Pace et al., 1985; Bakalyar and Reed, 1990) which generates cyclic AMP, and an ion 
channel that is directly activated by cyclic nucleotides (Dhallan et al., 1990; Ludwig 
et al., 1990). The details of these labors are covered in subsequent chapters of this 
volume. 

It is my hope here to provide a physiological framework for understanding how 
this complex biochemistry results in the characteristic response to odors observed in 
an individual responding olfactory sensory neuron. This can best be appreciated by 
directly recording the odor-elicited conductance change as reflected in the flow of 
ions across the neuronal cell membrane. For these purposes the whole cell patch 
clamp provides a faithful record of the time course and amplitude of the electrical 
activity induced by transient pulses of odor stimuli, and recordings of single cyclic 
nucleotide-gated channels provide an opportunity to observe neuronal activity at the 
molecular level. Combining these approaches we can draw conclusions regarding the 
probable mechanisms that act to shape the response to odors. 

Response to Brief Pulses of Odor 
The problems commonly associated with olfactory stimulus delivery and control can 
largely be overcome by using isolated neurons maintained in a bath of Ringer's 
solution. Under these conditions odors in solution can be delivered by pressure 
ejection from a micropipette positioned within a few microns of the cell. With no 
mucus or other impediments the odor solution has direct and rapid access to the cell 
surface. After the stimulus pulse the odor molecules can rapidly diffuse away into the 
bath volume. 

The actual time course of the odor solution at the cell membrane can be tracked 
by including 100 mM KCl in the odor solution and recording the cell's response to the 
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elevated K+, now also being pulsed into its vicinity. Fortunately the cell response to 
the K+ ions is very rapid (almost instantaneous since the K+ presumably exerts its 
effects through the normally open "leak" conductance), while the response to odors 
(produced by an indirect mechanism of channel activation) is slower by several 
hundred milliseconds. This can be seen in Fig. 1, which shows three responses to 
odor stimuli of low, medium, and saturating intensity. The first rapid, downward 
deflection in the trace is the cell's response to K+, and the slower, larger current is 
that elicited by the odor stimulus. The K + response serves as a record of the time 
course and magnitude of the odor solution at the cell membrane (see Firestein and 
Werblin, 1989). Note that the solution arrives and reaches its peak magnitude very 
rapidly, and then somewhat more slowly diffuses away into the bulk medium. When 
visualized with a dye solution it appears that a bolus of solution is rapidly ejected into 
the vicinity of the cell and then slowly diffuses away. 

p 

so pAL 
1 s 

Figure 1. Three responses to short 
pulses of odor stimulation. The top 
trace (P) shows the time course of the 
solenoid operating the pressure ejec
tion system. The lower traces show 
three superimposed current responses 
(I) to low (1 ), medium (2), and 
saturating (3) intensities of odor stim
ulus. The first, sharp downward de
flection of the current traces is the 
response to the K+ in the solution. 
This reflects the actual time course 

and magnitude of the stimulus in direct contact with the cell. The second slower current is the 
sensory current elicited by the action of the odor stimuli. Details of the procedure for 
separating the K+- and odor-elicited currents can be found in Firestein et a!. (1990). The 
dashed lines superimposed on the decaying portion of the sensory current are exponential fits. 

Characteristics of the Odor-elicited Current 
Knowledge of the intensity and time course of the stimulus makes it possible to 
identify common attributes of the current response elicited by brief (i.e., nondesensi
tizing) pulses of odor. We can then propose a model that can account for the 
observed features. 

The first important property to consider is the relationship between stimulus 
intensity and response magnitude. In the case of olfactory neurons this dose
response relation, shown for a typical cell in Fig. 2, is a rather steep sigmoidal curve 
which covers only about a log unit change in odor concentration. In different cells the 
curve may appear shifted along the dose axis (i.e., a cell may be more or less sensitive 
to a particular odor or odors) but the shape of the curve and its steepness are 
consistent. Thus olfactory sensory neurons appear to have a relatively narrow 
dynamic operating range. 

For brief pulses of odor the elicited current is a function of the peak magnitude 
of the concentration. But for low concentrations of odor the response is also a 
function of the duration of the stimulus. That is, longer stimulus pulses of the same 
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Figure 2. Dose-response curve for a 
typical olfactory sensory neuron. In 
different cells the curve might be 
shifted along the x axis, but the shape 
of the curve is similar in all cells 
measured. The concentration of odor 
is an estimate calculated by using the 
peak amplitude of the K+-elicited 
current as shown in the inset. 

concentration elicit larger currents. This is true for stimulus pulses lasting up to 
- 750 ms. It appears that the cell is able to integrate information over this time 
period and adjust its response accordingly. One might think of it as if the cell were 
actually a molecule counter rather than simply a concentration detector. 

Several common features can be identified in the kinetics of the response as 
well. One of these is the long latency between the arrival of the stimulus and the 
onset of the odor-elicited current. This latency, seen in Fig. 1 as the time between the 
onsets of the K+-elicited current and the odor-elicited current, ranges from 150 to 
550 ms in different cells. Similar latencies have been measured in more intact 
preparations (i.e., with the mucus still present), but from these results in isolated 
cells it can now be clearly stated that the latency is primarily a function of 
intracellular processing and not diffusion through mucus. An important feature of 
this latency is that it is concentration independent over the effective stimulus range. 
That is, if the response amplitudes are normalized, the latency is not shortened in 
response to higher stimulus concentrations. 

The onset and rising phase of the odor response can be seen to occur as the 
stimulus concentration is actually decaying away. In fact, the peak of the response 
current actually occurs in the virtual absence of any stimulus molecules. It is also 
clear that the time course of the rising phase of the response is not directly related to 
the time course of the stimulus onset. The decay of the odor current is approximately 
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Figure 3. Adaptation of odor-induced 
current to maintained pulses of stim
ulus. A pulse of 0.1 mM mixture of 
three odors was delivered for 7 s, 
beginning and ending at the arrows. 
After a typical latency the odor
elicited current activates, rises to a 
peak, and after a short plateau begins 
to turn off. In some cases, as seen in 
the top trace, the current sagged back 
to a level -30-50% of the peak 
amplitude. In more extreme cases, as 
in the bottom trace, the current re
turned virtually to baseline even in 
the continued presence of high con
centrations of odor. 
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exponential (dashed line in Fig. 1) and the time constant is an increasing function of 
the amplitude of the response current. The decay time course is not related to the 
diffusion-regulated decline of the odor stimulus, seen here as the decay of the 
K+-induced current. This is not surprising since the odor molecules are long gone by 
the time the response current enters its termination phase. 

All of the above features are seen in the response to brief pulses of odor lasting 
for 50-100 ms. In response to a maintained stimulus of several seconds, as in Fig. 3, 
the elicited current shows strong adaptation, decaying to between 0 (i.e., return to 
baseline) and 50% of the peak current within 3-5 s. Mter this, 1-4 min are required 
for the recovery of the normal response to brief odor pulses. 

To summarize, six common features of the odor-elicited current response have 
been identified. They are: (a) a narrow operating range, (b) the ability to integrate 
stimulus detection over -1 s, (c) a long, concentration-independel)t latency, (d) a 
response onset that is coincident with stimulus decline, (e) a decay of the current that 
is a function of response amplitude, and (f) a response that adapts to maintained 
stimulation. 

A Second Messenger System for Olfactory Transduction 
A suitable mechanism that could produce a response possessing the six characteris
tics enumerated above was first proposed by Lancet (1986). It was based on the 
well-worked model of ~-adrenergic signal transduction involving a protein receptor 
coupled to a G protein which, when activated, induced the adenylate cyclase
mediated production of cyclic AMP. As noted earlier, the various enzymes in this 
cascade have now been biochemically identified and cloned in olfactory neurons. We 
might now attempt to specify the role that each of these enzymatic steps plays in 
shaping the overall physiological response to odors. 

The Odor-sensitive Current Flows through Cyclic 
Nucleotide-gated Ion Channels 
Our strategy for understanding the contributions of the various second messenger 
components was to start at the ion channel, whose activity we could measure directly 
with the patch clamp, and work our way back to the receptor. Although it has been 
known since 1987 (Nakamura and Gold, 1987) that the olfactory cilia possess a large 
conductance which can be activated directly by either cAMP or cGMP, it has not 
been possible to resolve single channel activity, even at low agonist concentrations. 
This is presumably because of the extremely high density of channels on the cilia. 

The behavior of the channel is of interest for several reasons. It is one of a 
growing family of channels that are directly activated by intracellular cyclic nucle
otides. The other major channel of this family is the cGMP channel of photorecep
tors (Fesenko et al., 1985; Kaupp et al., 1989; Yau and Baylor, 1989; also see Kaupp 
and Altenhofen, this volume). In olfaction the channel occupies a critical position in 
the sensory transduction process: it is the final step of the biochemical cascade and 
the first step in the generation of the electrical response. 

By applying the on-cell patch technique we were recently (Firestein et al., 1991b; 
Zufall et al., 1991a) able to record from single cyclic nucleotide-gated channels in 
patches of membrane from the knob and dendrite of isolated sensory neurons. As 



66 Sensory Transduction 

can be seen in Fig. 4, these channels are clearly the same as those activated during 
the odor response, but they occur at a much lower density on the more accessible 
knob and dendrite. This has enabled us to undertake a thorough characterization of 
the single channel behavior using excised patches from salamander olfactory neu
rons. 

The main findings of these single channel measurements are that the channel 
has little or no voltage-dependent behavior; that its activity is highly dependent on 
the intracellular concentration of cyclic nucleotide; and that this concentration 
dependence shows cooperativity, requiring at least three molecules of cAMP or 
cGMP to open the channel. 

As with the homologous photoreceptor channel, divalent ions such as Ca2+ and 
Mg2+ play a curious double role. Calcium ions, for example, are significant charge 
carriers during the odor response (Kurahashi, 1989), but because they permeate the 
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Figure 4. The ion channel activated by odor stimuli is also activated by raising the level of 
intracellular cyclic AMP. This record is from an on-cell patch of dendritic membrane in an 
isolated olfactory neuron. At the arrow, a 500-ms pulse of odor was delivered to the ciliary 
region of the cell. After a - 500-ms latency, a channel in the membrane patch was activated. In 
the same cell IBMX, a PDE inhibitor that raises the basal level of intracellular cyclic AMP, 
was applied in the bathing solution. This treatment activated the same channel as was 
previously activated by the odor stimulus. 

channel much more slowly than sodium ions they also produce a fast blocking and 
unblocking effect, giving rise to a conductance that appears to rapidly flicker open 
and closed. This type of "open channel" block is voltage dependent (since it requires 
Ca2+ to be attracted into the channel) and requires physiological concentrations (1-3 
mM) of external calcium. 

We also found that intracellular Ca2+ acted to stabilize a closed state of the 
channel, possibly by an allosteric interaction with a binding site (i.e., not a blocking 
mechanism). This mechanism might be important in mediating rapid adaptation of 
the odor response (characteristic f above). Thus a rise in intracellular Ca2+ due to 
influx through the cyclic nucleotide channel would result in a lower open probability 
for the channel and a reduced ion current. This is a very attractive negative feedback 
loop of the sort one might expect to mediate a rapid phase of adaptation. Consistent 
with this model, in the absence of external Ca2+ the adaptation to maintained steps 
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of odor stimulus is greatly reduced (Kurahashi and Shibuya, 1990; Zufall et al., 
1991b). 

Other Steps in the Second Messenger System 
The direct activation of the channel by cAMP makes it likely that there are 
regulatory enzymes governing cyclic nucleotide production and degradation. Accord
ingly, the application of a phosphodiesterase (PDE) inhibitor, such as IBMX, 
prolongs the odor-induced current, presumably by interfering with the hydrolysis of 
cAMP. With higher concentrations of IBMX the decay of the odor current becomes 
less exponential as well. This suggests that the normal time course of decay, which is 
exponential (see main characteristics above), is predominantly due to POE
mediated hydrolysis of cAMP. At high enough concentrations of IBMX ( > 250 !J.M) 
a current can be activated even without odor stimulation, indicating that there is 
normally a basal rate of cAMP production balanced by PDE hydrolysis. 

Cyclic AMP is generated by the action of adenylate cyclase, which is activated by 
the alpha subunit of a G protein. G protein alpha subunits gain their enzymatic 
activity by trading a bound molecule of GDP for GTP. The action of an endogenous 
GTPase terminates this activity by hydrolyzing the bound GTP and allowing the 
rebinding of a GDP. Introducing a nonhydrolyzable form of GDP, GDP~s, into the 
cell through the patch pipette results in an inhibition of the odor response which 
increases with successive stimulations. That is, each time the cell is stimulated and 
some number of G proteins are induced to go through their GDP-to-GTP-to-GDP 
cycle, more of the GDP~s is bound, making those G proteins no longer available. Not 
only do successive stimulations result in less and less current, but the latency of the 
response becomes progressively longer as fewer G proteins are available to partici
pate. 

Conversely GTP')'s, a nonhydrolyzable form of GTP, causes the odor response 
to be prolonged with successive stimulations until there is no return to baseline and 
further stimulations do not produce any additional current. In this case the G 
proteins become fully and constitutively activated. This treatment does not, however, 
affect the latency of successive responses. 

Shaping the Response to Odor Stimuli 
We might now consider how each of the steps in this second messenger system is 
reflected in the physiological response to odors. To illustrate this, a series of 
experiments was undertaken in which two brief and identical pulses of odor were 
delivered to the cell at intervals that varied from 500 ms to 2 s (Firestein et al., 
1991a). This protocol is formally similar to the conditioning and test pulse paradigm 
used frequently to explore the kinetics of voltage-gated channels. In our case the first 
(conditioning) pulse activated the second messenger system, and the second (test) 
pulse arrived at some point during the response to the first pulse. That is, the second 
pulse of odor arrived at the receptors after the odor molecules from the first pulse 
were gone, but while the second messenger system was still at some state of 
activation from the first pulse. From this it was possible to see what effect prior 
activation of the system had on subsequent stimulation. An experiment of this type is 
shown in Fig. 5. 
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When the onset kinetics of the response to pulse 2 are compared with those of 
pulse 1, there is very little difference. Neither the latency nor the time to peak 
changes as a result of the degree of prior activation of the second messenger system. 
The decay of the current is slightly slowed in the second response, but not by an 
amount significantly greater than expected. The only parameter that is dramatically 
affected by the conditioning stimulus pulse is the amplitude of the second response. 
Instead of being simply additive, the second response is significantly more than twice 
that of the first response. 

The scheme shown in Fig. 6 is the proposed second messenger system with a set 
of equations, based on enzyme kinetics, for each step. We can ascribe, at least 
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Figure 5. Double pulse experiment. 
The top panel shows the response to 
two identical 50-ms pulses of odor 
delivered 1 s apart. The top traces 
show the actual time course of the 
odor pulses at the cell as determined 
by pulsing 100 mM K+ at the cell (the 
traces are inverted for clarity). Note 
that the solution delivered by the first 
pulse completely diffused away be
fore the second pulse was activated. 
The lower trace is the response to the 
two pulses of odor. The response to a 
single pulse of the odor was sub
tracted from the double pulse re
sponse and the ratio of certain fea
tures was compared. In the lower 
panel the latency, time to peak, half 
rise time, and amplitude of response 
2 (R2) to response 1 (Rl) are plotted 
versus the interval between the two 
pulses. Note that only the amplitude 
is significantly increased. 

qualitatively, certain characteristics of the odor-elicited current to each of these 
steps. The first step, the binding of odor ligand to a membrane receptor, is, in analogy 
with other systems, presumed to be very fast, and therefore always at equilibrium. 
The second step, the loading of the G protein and activation of adenylate cyclase, 
governed by the lumped rate constant k2, is the primary source of the latency and the 
step at which the cell integrates receptor binding information. This comes from the 
finding that the removal of G proteins from the available pool by the action of 
GDPJ3s is the only treatment that significantly increases the latency. 

One might have expected that the required cooperative action of three cyclic 
AMP molecules to activate the channel would also make a significant contribution to 
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the latency, but this appears not to be the case. Prior accumulation of cAMP, either 
by addition of a POE inhibitor or from prepulses of odor, decreases the latency by 
20% at most. It is as if the system were always operating on the linear portion of the 
channel dose-response curve. This could be accomplished if the catalytic rate of the 
adenylate cyclase is fast enough never to be rate limiting in the overall cascade. 

An indication that this might be the case comes from the tremendous amplifica
tion seen in the response as indicated both by the narrow dynamic range and the 
supra-additivity of the paired responses. This would be the third step in the scheme, 
governed by the rate constant k4• Thus it is expected that this rate will be very fast and 
that the cyclase, once activated, is a potent generator of cyclic AMP capable of 
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Figure 6. Second messenger 
scheme for olfactory transduc
tion. See text for details. 

rapidly increasing the intracellular concentration to the steep portion of the dose
response curve for channel activation. 

The termination of the response is due primarily to the hydrolysis of cAMP by 
POE (step k5) and it is from this that the single exponential time course and 
dependence on response amplitude (i.e., cAMP concentration) arises. The GTPase 
(step k3) halts the continued production of cAMP but its activity is overshadowed by 
the POE. 

Adaptation has been shown to occur at least partly through calcium actions on 
the ion channel. We also believe that cAMP, working through a cAMP-dependent 
protein kinase (PKA), may also play a role in longer term adaptation. Thus cAMP 
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might open the channel directly and indirectly activate a phosphorylation pathway 
that results in response adaptation. The data supporting this intriguing idea remain 
very preliminary. 

Conclusion 
Signal transduction in the olfactory system consists of two essential actions: detection 
and discrimination. The detection of odor molecules occurs through receptors 
coupled to a second messenger system, which modulates a common ion channel. This 
part of the system is sensitive to stimulus intensity but not especially to quality. 
Discrimination, on the other hand, requires the system to distinguish between a large 
variety of molecules which possess odorous qualities. In this case the specificity of the 
activity to a particular molecular quality is paramount. In the olfactory system these 
two operations, detection and discrimination, are accomplished by contrasting 
strategies. Discrimination occurs through a large number of varied receptors (see 
Buck, this volume) and detection by having these varied receptors all operate 
through a common second messenger pathway modulating the same membrane 
conductance and thereby altering cellular excitability. The signal transduction of 
detection is now broadly understood at the mechanistic level. The mechanisms of 
discrimination remain almost completely obscure and are clearly the important 
issues now requiring our attention. 
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Historical Perspective 
In the last two decades, the molecular studies of olfaction have seen a tremendous 
growth (for reviews see Lancet, 1986, 1991; Lancet and Pace, 1987; Snyder et al., 
1988; Reed, 1990; Firestein, 1991; and other chapters in this book). The historical 
progression depicted in Fig. 1, exemplified by the cyclic AMP (cAMP) pathway, has 
brought our knowledge of odor recognition from the state of pure speculation to a 
stage where an entire gamut of reception and transduction components are identi
fied and cloned. 

The main reason why olfaction trailed behind the rest of biochemical research 
for so many years is the complexity of the odor world. The number of potential 
agonists is in the millions, larger than all the known ligands for other membrane 
receptors added together. Odorant recognition is elusive: one odorant activates 
many different sensory cells, and each sensory neuron recorded from shows excita
tion by numerous odorants. The most widely accepted frame of thought has it that 
odorant recognition is mediated by numerous receptor proteins with different, but 
partly overlapping specificities (Lancet, 1986). If we recall that before molecular 
cloning, on the basis of pharmacology alone, it was quite difficult to define receptor 
subtypes even for well-defined ligands such as acetyl choline or biogenic amines, it is 
not surprising that the recognition properties of a much more complex ensemble of 
receptors remained elusive for so long. 

Olfactory Second Messengers and Signal Transduction 
Because of receptor complexity, many laboratories decided to pursue the molecular 
components underlying post-receptor events, such as amplification and chemo
electrical transduction. One such transduction cascade has undergone a complete 
definition of its proteins and molecular cloning of the genes involved (Fig. 1). It 
includes a stimulatory GTP-binding protein (Gs protein) (Pace et al., 1985; Pace and 
Lancet, 1986; Jones and Reed, 1989; Lazarovits et al., 1989; Jones et al., 1990), an 
adenylyl cyclase (Pace et al., 1985; Krupinski et al., 1989; Pfeuffer et al., 1989), and a 
cation channel gated by the second messenger cAMP (Nakamura and Gold, 1987; 
Dhallan et al., 1990; Ludwig et al., 1990; Kaupp, 1991). Considerable electrophysio
logical evidence in support of this mechanism has been accumulated (Minor and 
Sakina, 1973; Nakamura and Gold, 1987; Lowe et al., 1989; Firestein et al., 1991a, b; 
Zufall et al., 1991). 

Another transduction cascade, which includes a different G protein and a 
phosphatidyl inositol phospholipase C, has been studied in fish (Huque and Bruch, 
1986; Boyle et al., 1987; Bruch and Kalinoski, 1987) and in insects (Boekhoff et al., 
1990a, b; Breer et al., 1990). Plasma membrane cation channels gated by inositol 
trisphosphate (IP3) (Restrepo et al., 1990; Restrepo and Teeter, 1990; Restrepo and 
Boyle, 1991) or diacylglycerol (DAG) via protein kinase C (Zufall and Hatt, 1991) 
may be the targets for second messengers in this pathway. Guanylate cyclase and 
cGMP-gated channels may also be part of this mechanism (Ziegelberger et al., 1990; 
Schild and Bischotberger, 1991; Zufall and Hatt, 1991). All the components of the 
olfactory phospholipase C pathway are currently awaiting protein identification and 
molecular cloning. 

Since G proteins are involved in both pathways, it has been proposed that 
olfactory receptors should belong to the superfamily of G protein-coupled, seven-
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Figure 1. The historical devel
opment of our understanding 
of one olfactory transduction 
and termination pathway is de
picted. OR, olfactory recep
tors; OBP, odorant binding pro
tein (Pelosi et al., 1982; Pevsner 
et al., 1988); G, olfactory GTP
binding protein (G01r); AC, ol
factory adenylyl cyclase (AC01r); 
Ch, olfactory cAMP-gated 
channel; PK-A, cAMP-depen
dent protein kinase; P-450, ol
factory cytochrome P-450olfl; 
UGT, olfactory UDP glucu
ronosyl transferase (UGT01r); 
GST, glutathione S-transferase. 
Light shading, proteins identi
fied as functional components 
but not yet cloned; dark shad
ing, proteins whose cDNAs or 
genes are cloned and shown to 
be expressed specifically in ol
factory epithelium (nasal glands 
for OBP). The older theories 
of olfaction depicted in the first 
panel (1960s) are described in 
Lancet (1986). Stereochemical 
recognition of odorants (1970s) 
was proposed by Beets (1971) 
and Amoore (1974). Specific 
anosmias as evidence for the 
existence of specific ORs is due 
to Amoore (1974) and Amoore 
and Steinle (1991). Other his
torical developments are de
scribed in the text. 
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transmembrane domain receptors (Lancet and Pace, 1987; Reed, 1990). Strong 
evidence for this notion has recently been obtained (Buck and Axel, 1991; Parmen
tier et al., 1991) through the molecular cloning of many genes that code for 
seven-transmembrane domain receptors, expressed specifically in olfactory epithe
lium (see below). 
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Figure 2. The different reactions that may be involved in peripheral olfactory processing. R, 
receptor; L, ligand (odorant); G, G protein; AC, adenylyl cyclase; eACh, the cAMP-gated 
channel; PDE, phosphodiesterase; E, biotransformation enzyme. The different reactions are 
numbered, and the numbers are grouped under the three main stages: onset, adaptation, and 
termination. Asterisk marks an activated species. The reactions are: (1) receptor-odorant 
association; (2) catalysis of G activation (through GTP/GDP exchange) by the activated RL 
complex; (3) generation of cAMP through AC catalysis; (4) binding of n cAMP molecules to 
the cAMP-gated channel (n = 2-4) inducing opening; (5) desensitization of the receptor
odorant complex (e.g., by phosphorylation); ( 6) desensitization of the cAMP channel complex 
with its ligand (e.g., by phosphorylation); (7) inactivation of the free odorant catalyzed by 
biotransformation enzymes; (8) dissociation of the receptor-odorant complex; (9) hydrolysis 
of GTP to GDP and G protein inactivation; (10) hydrolysis of cAMP to 5'AMP catalyzed by 
PDE; (11) dissociation of cAMP from and closure of the channel. 

Odorant Recognition and the Ensuing Reaction Cascade 
The following description applies equally well to equilibrium between a constant 
odorant concentration and the molecular receptors, as well as to a steady state 
attained in a brief odorant pulse. 

Olfaction is initiated by the binding of an odorant ligand (L) to a transmem
brane receptor (R) (Fig. 2). At equilibrium (or steady state) there will be a certain 
concentration of the ligand-receptor complex (RL) that will be governed by an 
association constant K If the ligand is an agonist, the RL complex will acquire an 
enzymatic activity upon association: it will catalyze the exchange of GOP for GTP at 
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many G protein active sites. The steady-state concentration of G-GTP will increase, 
and as each active G-GTP molecule binds to a molecule of effector enzyme (for 
example, adenylyl cyclase), the activity of the latter will be enhanced. As a result, 
concentration of second messenger (in this case cAMP) will be elevated. In the case 
of the cAMP pathway additional cAMP-gated ion channels will open and a sensory 
current will be generated (see Lancet et al., 1989 for a quantitative analysis). 

Olfactory Desensitization 
While the system is at steady state with respect to the concentrations of L, and hence 
of RL, G-GTP, and cAMP, its output may nevertheless diminish due to processes of 
desensitization or adaptation. At the molecular level these are likely to take place at 
several points, including a decrease in the efficacy of RL as a G protein activator and 
lowering of the opening probability of the cAMP-bound channel. Such desensitiza
tion processes have analogues in other G protein-coupled receptors and ligand
gated channels and are often mediated by protein phosphorylation. 

Clonal Exclusion 

Olfactory sensory neurons, the bipolar nerve cells that receive odorant signals and 
transmit action potentials to the brain, show selectivity toward odorants. Not all 
odorants will activate any given cell, and not all cells will respond to a specific 
odorant. On the other hand, it is quite likely that a one cell -one odorant relation
ship does not hold, as the number of cell types (not much larger than 1,000) is not 
large enough to match the total number of volatile organic compounds (perhaps one 
million). The most likely scenario is that each receptor type may recognize many 
odorants. Such receptor multispecificity is not unusual: almost every known receptor 
can bind dozens of natural and artificial agonists. Thus, the known broad odorant 
spectrum of each individual sensory cell in olfactory epithelium may simply reflect 
the promiscuity of the single receptor type it expresses. In other words, clonal 
exclusion of olfactory receptors, analogous to that seen for B and T lymphocyte 
receptors, is in line with the known single cell electrophysiology. However, it remains 
to be established experimentally by receptor labeling studies whether each olfactory 
neuron indeed expresses only one receptor protein type; i.e., whether olfactory 
neurons, like BandT lymphocytes, are clonally excluded (Lancet, 1986, 1991). 

Olfactory Signal Termination 
Definitions 

A different set of phenomena, independent of, but related to, the signal generation 
and desensitization, is related to the way the olfactory pathway responds to a 
decrease in agonist concentration (Fig. 2). As dissociation rate constants for the 
small odorant ligands are likely to be rather large (Lancet, 1986), a rapid decrease of 
RL concentration will follow within the subsecond time domain. Subsequently, the 
intrinsic GTPase activity of the G proteins will result in their inactivation, concomi
tant with a decreased output of the coupled adenylyl cyclase. cAMP concentration 
will then decline through phosphodiesterase activity, and cAMP channels will close. 

A prerequisite for the processes described herein is that ligand concentration 
around the receptors indeed diminish with the appropriate time constant. Such a 
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decrement cannot always be expected to happen spontaneously. This is particularly 
true in cases where the agonists are lipophilic (as are most odorants). Such ligands 
will quickly and favorably partition into all cellular membrane structures and 
subsequently be slowly released back into the aqueous phase, giving rise to an 
artefactually prolonged response. Other signaling systems have mechanisms for 
agonist neutralization and/or removal. Examples are acetylcholine esterase and 
biogenic amine uptake (Fig. 3). 

Problems 

The olfactory system presents an unusual case in this context. Two problems arise: 
(1) Enzymatic modification should take place for an almost unlimited universe of 
chemical configurations. Multiple enzymes and/or enzymes with an unusually broad 
specificity are required. (2) Odorant modification should be such that its products 

( 
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Figure 3. Signal termination mechanisms. (Left) In neurotransmitter responses; shown are 
acetylcholine esterase, a specific and fast enzyme that breaks down the agonist acetylcholine in 
cholinergic synapses, and biogenic amine uptake (e.g., for serotonin or dopamine) that helps 
diminish the concentrations of the respective agonists in the synaptic cleft. (Right) A proposed 
model whereby olfactory agonists (odorants) are modified by biotransformation enzymes 
present in intracellular compartments of cells other than the sensory neurons (see text and 
Fig. 7). All of these mechanism share the principle of diminishing free agonist concentrations 
near the receptors, so that dissociation may occur, a mechanism prevalent in receptors with 
relatively low affinity (in the micromolar range). This is in contrast to the mechanism of 
internalization and degradation of receptor-ligand complexes operative for high affinity 
receptors (in the nanomolar range), e.g., growth factor receptors. 

would not be odorous. Thus, the action of an esterase on the odorant amyl acetate 
will be ineffectual, as the products (amyl alcohol and acetic acid) are odorants too. 

Biotransformation Enzymes 

Recently sets of enzymes that may conform with such a priori requirements have been 
identified in olfactory epithelium. These enzymes belong to the general class of 
biotransformation or detoxification enzymes (reviewed in Nebert et al., 1987; Bur
chell and Coughtrie, 1989) (Fig. 4). In other tissues, members of such families are 
responsible for modifying and neutralizing hydrophobic, potentially toxic com
pounds. Phase I enzymes (mainly cytochrome P-450s) introduce chemical changes 
such as hydroxylation; phase II enzymes mainly catalyze conjugation (e.g., of 
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glucuronic acid or of glutathione) to the phase !-activated compounds. This is done, 
respectively, by the enzymes UDP glucronosyl transferase (UGT; Burchell and 
Coughtrie, 1989) and glutathione-S-transferase (GST; Mannervik and Danielson, 
1988). Cytochrome P-450 and UGT are attached to the membranes of endoplasmic 
reticulum, while GST has two classes, one in the endoplasmic reticulum and the 
other in the cytoplasm. 

Olfactory Cytochrome P-450 

Olfactory epithelium has unique types of cytochrome P-450. The tissue has long been 
known to have high amounts of cytochrome P-450 enzyme activity, with a peculiar 
substrate spectrum (Dahl et al., 1982). The first molecular clues came from protein 
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Figure 4. The action of a phase 
I biotransformation enzyme, 
cytochrome P-450, and a phase 
II biotransformation enzyme, 
UDP glucutonosyl transferase, 
exemplified by the substrate 
coumarine, an odorant. UDP is 
uridine diphosphate. 

chemistry (Ding and Coon, 1988; Lazard et al., 1990), whereby major polypeptides 
isolated from olfactory epithelial microsomal membranes were identified by amino 
acid sequencing as cytochromes P-450s. Subsequently, eDNA and genomic cloning 
led to the identification of cytochrome P-450olfl (defining a new subfamily, IIG1), 
which in several species constitutes a major olfactory-specific enzyme (Nef et al., 
1989, 1990; Ding et al., 1991). Functional activity toward nicotine, a potential 
odorant, was then demonstrated (Williams et al., 1990), and the enzymes were 
immunolocalized in olfactory epithelium (Zupko et al., 1991). 

Olfactory Glucuronosyl Transferase 

Olfactory epithelium also has a unique UDP glucuronosyl transferase (UGT01f) 
(Lazard et al., 1991; Zupko et al., 1991), which defines a new member of the UGT 
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family, in two species: rat and bovine (Fig. 5; Burchell et al., 1991). This enzyme has 
several properties that support its role in odorant signal termination (Burchell, 1991; 
Lazard et al., 1991): (1) It is found only in the sensory epithelium, and not in the 
immediately adjacent nonsensory (respiratory) epithelium or any other tissue exam
ined. (2) It is highly enriched in the olfactory tissue; the corresponding glycoprotein, 
gp56, is one of the three major electrophoretic bands in an olfactory epithelial 
membrane preparation. (3) The enzyme in olfactory epithelium, unlike that in liver, 
acts preferentially on odorants, as compared with nonodorous classical UGT sub
strates. (4) After glucuronation by UGT016 odorants can no longer activate the 
olfactory transduction enzyme cascade. (5) The olfactory enzyme has a broader 
specificity than its nonsensory counterparts. ( 6) In experiments conducted on 
olfactory epithelial explants, odorants are found to actually penetrate the tissue and 
to get modified by UGT01r in situ and be externalized as their glucuronic acid 
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Figure 5. The tree ofUDP glu
curonosyl transferases (U G Ts ), 
modified from Burchell et a!. 
(1991), where details of the 
different genes may also be ob
tained. Shaded line, the olfac
tory-specific UGT (UGTolr) in 
two mammalian species. This 
enzyme type forms a separate 
subfamily within the UGT su
perfamily. 

conjugates. (7) The kinetics of UGT01r is fast enough to account for odorant 
conjugation through most of the sensory system's dynamic range (Table I). 

Olfactory Glutathione Transferase 

Olfactory epithelium has a very high concentration of another phase II biotransfor
mation enzyme, GST, second only to liver (Ben-Arie and Lancet, 1992). However, an 
olfactory-specific GST has not been identified. Rather, it appears that liver-type 
isoenzymes Yb1 and Yb2 are prevalent in the sensory tissue. The olfactory GST enzyme 
appears to complement the role of UGT01r: it acts on odorants with different functional 
groups. While UGTolf may modify alcohols, thiols, and fatty acids, GST may conjugate 
some aldehydes and ketones (those conjugated to a c=c double bond), as well as epoxides. 

Cellular Localization of Olfactory Biotransformation Enzymes 
A crucial point related to the possible function of the olfactory biotransformation 
enzymes is their cellular localization. Before the identification of the olfactory-
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specific subtypes, antibodies against liver enzymes were used and were found to label 
in two areas in the olfactory tissue (Voigt et al., 1985; Foster et al., 1986): a 
superficial layer 20--30 IJ.m thick, and subepithelial structures. This pattern was more 
recently confirmed with antibodies against the olfactory-specific IIG 1 enzyme (Buch
heit et al., 1991; Zupko et al., 1991). The subepithelial structures are easily identified 
as the secretory cells of Bowman's glands. The superficial layer does not seem to 
correlate with olfactory cilia or dendrites, but rather with the apical regions of 
olfactory supporting (sustentacular) cells. Supporting cells have a function similar to 
that of glia in other nervous tissue. In addition, they have a secretory function in 
many species (Getchell et al., 1984). 

TABLE I 
A Quantitative Consideration of the Kinetic FeasibiUty of UGT01r Action as 
an Odorant Signal Termination Mechanism 

Can UGT01t Clear Odorants Fast Enough? 

Liver can glucuronate 7-hydroxycoumarine at the rate of 300 nmol/g tissue per min (Conway 
et al., 1988). 

For many substrates, olfactory epithelial microsomes have -50% of the activity found in 
liver microsomes (Lazard et al., 1991). 

Infer: Olfactory epithelium can glucuronate at 150 nmol/g tissue per min. 

Rats sniff with inhalation rates of- 50 mllmin (Hornung and Mozell, 1974). Rat olfactory 
epithelium weights - 0.1 g. 

Hence: Air passage is at 0.5 liter I g tissue per min. 

Assume: (conservatively) 10% of the inhaled odorant reaches the olfactory epithelium; the 
rest is absorbed in the respiratory epithelial lining or bypasses the sensory tissue (Hornung 
and Mozell, 1974). 

Therefore: Inhaled odorant can be fully glucuronated if its intake is at up to 1,500 nmoll g 
tissue per min in an air flow of 0.5 liter I g tissue per min. The odorant may thus be at con
centrations of up to 3,000 nM or 3 J.LM. 

Typical olfactory thresholds are 0.1-10 nm in the air (Devos et al., 1990; and Fig. 9), and air 
concentrations of odorants seldom exceed 10 J.LM in in vivo situations (air saturation is typ
ically 100 J.LM). 

Conclusion: Olfactory epithelium may glucuronate odorants continuously through most of 
the sensory system's dynamic range. 

Biotransformation enzymes are often present in the intracellular membranes of 
endoplasmic reticulum, consistent with the olfactory enzymes being in the microso
mal membrane fraction of olfactory epithelium (Lazard et al., 1990). The localization 
of olfactory biotransformation enzymes in intracellular membranes of two types of 
secretory cells is noteworthy, and leads us to present the model shown in Fig. 6. It is 
suggested that any excess odorant molecules not bound to a receptor at a given time 
will passively diffuse across all membrane boundaries and reach the enzymes present 
in cells other than the neurons, where they may be biotransformed. Secretion may be 
crucial for removing the biotransformation products, as detailed in Fig. 6. This 



82 

• •odorant Air 

• 
Supporting Cell • 

Sensory Transduction 

• Odorant 
• Odorant-OH 
--<;::> Odorant-0-glucuronate 

eA Odorant-glutathione 
metabolite 

Figure 6. A hypothetical model for the mode of function of olfactory biotransformation 
enzymes. Odorants are mostly lipid soluble, and as such may penetrate all fluid compartments, 
whether intra- or extracellular. They partition from the air into the mucus and interact with a 
sensory neuronal membrane receptor (R) that activates G protein (G) and adenylyl cyclase 
(C). At the same time, they may also reach the cytoplasm of supporting and/or Bowman's 
gland cells and get hydroxylated by cytochrome P-450 (P450) in the cytoplasm at the 
endoplasmic reticulum (ER) membrane. In their hydroxylated form they are still mostly 
membrane penetrable and may reach the ER lumen, where they are further modified by a 
phase II enzyme such as UDP-glucuronosyl transferase (UGT), known to reside there. At this 
point the modified odorant is no longer lipid soluble, and is therefore trapped in the lumenal 
compartment. It may then be verctorially transported to the epithelial surface by the normal 
intracellular vesicle traffic, and is then incapable of back-transport across the apical tight 
junctions or into the epithelial cells. Mucus flow or blood flow will then clear the modified 
odorants effectively. That glucuronated odorants appear to be incapable of receptor 
stimulation is important in assuring the lack of "stray signals" that could otherwise arise due to 
high concentrations of odorant glucuronates in the mucus layer, in the immediate vicinity of 
olfactory cilia. In parallel, odorant conjugation by glutathione-S-transferase (GST) may occur 
both in the cytoplasm and at the ER. The glutathione conjugates may undergo further 
metabolism, including eventual modification by UGT. The ultimate products may enter the 
vesicular secretion pathway or be externalized by transport protein(s) (TP). 

biotransformation-secretion coupling may be more general, and may be present in 
other tissues as well (Shepherd et al., 1989). 

It should be stressed that the proposed role for olfactory biotransformation 
enzymes as signal termination devices does not preclude their parallel role in 
detoxification. The olfactory neuroepithelium is a highly exposed nervous tissue. 
Airborne chemicals may penetrate through it into the brain in parallel with viruses 
and pathogens (Shipley, 1985) and exert a neurotoxic effects. An enzymatic barrier in 
the form of cytochrome P-450, UGT, and GST may help fend off such chemical 
damage. 
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Olfactory Information Processing 
Current thought has it that odor quality is coded by a combination of receptor 
activation values (Lancet, 1986; Schild, 1988; Shepherd, this volume). A given 
odorant will bind with stronger or weaker affinity to different individual receptors 
within the repertoire of N receptors. Furthermore, in order to be perceived, an 
odorant has not only to bind, but to behave as an agonist for at least one receptor 
type; i.e., induce in it the appropriate conformational transition required for G 
protein activation. More formally, the odorant will generate a "vector" of activation 
values (a" a2, a3 ... aN) in theN receptor types expressed in olfactory epithelium 
(Lancet et a!., 1984; Schild, 1988). The value of ai, the activation factor for the 
odorant toward the jth receptor (Rj), is a function of two parameters: ~. the 
association constant (or affinity) of the odorant toward the receptor Ri, and Ii, the 
"intrinsic activity" or degree of agonism of their interaction. The entire activity 
pattern generated across the array of different sensory neuronal types will define 
both the quality and intensity of the perceived odor. 

The initial stages of such information processing and extraction occur in the 
olfactory bulb (Fig. 7). This central nervous system region contains the first synaptic 
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Figure 7. Topology and diver
gence/convergence ratios (boxes 
in center) in the mammalian 
olfactory pathway (based on 
Shepherd, 1972). 

level of the olfactory pathway (see Shepherd, this volume, and references therein). 
Such synapses between the axons of the sensory cells and the dendrites of secondary 
cells (mitral and tufted cells) occur within 100-J.Lm-wide spherical structures called 
glomeruli. An olfactory glomerulus is the site of contact between - 105 primary 
neurons and 102 secondary neurons, a convergence ratio of 1,000:1 (Fig. 7). Each sensory 
cell axon synapses in only one glomerulus, and each mitral or tufted cell dendrite 
emerges out of only one (or at most two) glomeruli (Shepherd,1972). Obviously, such 
high convergence could result in noise reduction, and hence an ability of the system 
to detect extremely small deviations from spontaneous activity ( cf. Lancet, 1986). 

A Hypothesis on the Relation of Glomeruli to Olfactory Receptor Genes 

It remains to be found out, though, why the glomerular structures are necessary: the 
same connectivity could be achieved without the anatomical grouping of the primary 
axons and their target dendrites. That glomeruli exist after all may have important 
implications related to olfactory specificity. One possibility, proposed on the basis of 
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high resolution 2-deoxyglucose labeling of the glomeruli (Lancet et al., 1982), is 
expressed in the following hypothesis, originally stated in Lancet (1986): 

Axons of all sensory neurons of a given type (defined by the olfactory receptor genes they 
expresses) converge upon one glomerulus. 

If indeed each sensory neuronal cell in the olfactory epithelium expresses only one 
type of olfactory receptor gene, the number of glomeruli is expected to coincide with 
that of functional olfactory receptor genes, as proposed (Lancet, 1986), and a 
sharper statement may be made: 

Axons of all sensory neurons that express a given (single) olfactory receptor gene converge 
upon one glomerulus. 

This hypothesis, schematically represented in Fig. 8, is amenable to verification now 
that olfactory receptor genes have been cloned (cf. Lancet, 1991). 
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Figure 8. A schematic depic
tion of the one sensory cell 
type - one glomerulus hypothe
sis (see text). A given pattern 
represents sensory cells of a 
given type (in the extreme state
ment of the hypothesis, those 

that express one type of molecular receptor), as well as the corresponding glomerulus. Note 
that the spatial arrangement of sensory cells (or of glomeruli) is absolutely irrelevant in the 
framework of this hypothesis. For example, sensory cells of a given type may or may not be 
spatially organized in patches. The only relevant fact is that they send their axons to a common 
synaptic target. The irrelevance of spatial arrangement and the definition of sensory cell 
identity by way of OR gene expression rather than by odorant specificity (cf. Lancet, 1991) 
distinguishes the present scheme from seemingly similar ones previously published (Kauer, 
1991). 

Olfactory Receptor Proteins and Genes 
From Conjecture to Fact 

The nature, and even the mere existence, of olfactory receptor proteins has been in 
doubt for many decades (Fig. 1). This was mainly the result of ligand diversity and 
lack of pharmacological definitions. The progress achieved in the last decade in our 
understanding of olfactory transduction created the conditions that allowed the 
identification, by molecular cloning, of candidate olfactory receptor genes. As 
predicted (Lancet, 1986; Pace et al., 1987; Reed, 1990), the receptors form a 
multigene family of -1,000 genes, they have the seven-transmembrane domain 
structure, and they are expressed specifically in olfactory epithelium. Interestingly, 
one or more members of the broadly defined olfactory receptor multigene family are 
expressed specifically in sperm cells (Parmentier et al., 1992). Their function in those 
cells is as yet unknown, but may be related to the specific recognition of external 
chemical signals. 

At present, at least 100 different olfactory receptor (OR) coding regions of 
different species have been cloned in several laboratories (Buck and Axel, 1991; 
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Parmentier et al., 1991; Ben-Arie et al., 1992). Within one species, such receptors 
share 40-90% identity. The interspecies differences are not considerably larger. 
DNA probes related to the original rat ORs appear to readily identify OR sequences 
in eDNA and genomic libraries in other mammalian species, as well as in fish. The 
identification of invertebrate ORs has proven more difficult, and at present such 
receptors have not been identified. 

Open Questions 

The cloning of olfactory receptors opens many avenues of research not previously 
accessible. One important open question is that of the ability of the proteins coded by 
the OR clones to activate a transduction cascade. Such a question may best be 
answered by expression studies. It is, however, unknown whether OR proteins can 
interact with any G protein other than olfactory G proteins-the adenylyl cyclase
coupled G0u and the putative olfactory phospholipase C--coupled G protein. Thus, 
merely expressing OR eDNA in a eukaryotic cell does not guarantee successful 
function. Furthermore, even if coupling takes place with an endogenous G protein of 
the host cell, the problem of selecting the correct odorant ligand for the particular 
individual OR remains. 

Another open question relates to the control of OR expression. It is widely 
agreed that each olfactory sensory cell expresses a subset of all OR genes, with clonal 
exclusion being the extreme case. How is this selective expression controlled? The 
mechanism may be somewhat different from that of immunoglobulins, as OR genes 
do not seem to undergo recombination within the coding regions. The problem is 
even more intriguing if OR genes are indeed present on several different chromo
somes (Ben-Arie et al., 1992). 

Human Olfactory Receptors 
The availability of OR DNA probes makes it possible for the first time to relate the 
rich information on human olfactory psychophysics to molecular genetic data. 
Human OR genes can be easily cloned from genomic DNA libraries (Ben-Arie et al., 
1992). As the genes appear to be intronless in their coding regions, the genomic 
clones are just as useful for sequence comparisons and functional expression studies 
as eDNA clones. 

Olfactory Thresholds 

Human olfactory thresholds may be readily and accurately determined (Devos et al., 
1990). When thresholds are determined for many odorants, each averaged over a 
large group of individuals, a distribution such as is shown in Fig. 9 is seen. This is to 
be expected, as different odorous ligands may have different average affinities toward 
their respective receptors, as determined by molecular nature and size, as well as by 
evolutionary constraints. An intriguing picture emerges, however, when one mea
sures a threshold for one odorant in a group of human subjects and plots the 
resultant frequency distribution. For many odorants, a very broad, sometimes 
multimodal distribution emerges, often spanning three to four orders of magnitude 
(Amoore and Steinle, 1991). This makes us question the validity of an "average 
human threshold." Special manifestations of this large individual variation are 
specific anosmias and hyperosmias, extremes in an individual's ability to detect 
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specific odorants. They are defined as thresholds that are two standard deviations 
higher or lower, respectively, than the population mean. 

Genetic Basis of Olfactory Thresholds 

Specific anosmia has for long been known to have a genetic basis (Arnoore and 
Steinle, 1991; Wysocki and Beauchamp, 1991). An intriguing question that we raised 
recently is whether the entire olfactory threshold distribution is genetically deter
mined, even when no specific anosmia exists. The alternative is that the broad 
distribution of thresholds is wholly due to experimental error and/ or environmental 
factors (Hubert et al., 1980; Rabin et al., 1982). Our recent data, employing a twin 
study, show that individual variations in olfactory thresholds to a standard odorant, 
isoamylacetate, for which a specific anosmia has not been reported, show a strong 
genetic component (Gross-Isseroff et al., 1992). A similar genetic effect has been 
reported for androstenone, a compound that shows a prevalent anosmia and an 
unusual, trimodal threshold distribution (Wysocki and Beauchamp, 1984, 1991). 

The simplest explanation of such results is that there are several different 
(possibly allelic) isoamyl acetate receptors in the population, and that genetically 
based variations in receptor affinity among individuals contribute to the observed 
population variance. In other words, isoamylacetate receptors may have consider
able polymorphism. As a means of rationalizing future results and relating olfactory 
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Figure 10. A schematic view of a 
specific example illustrating the 
premise on the relationship between 
genotypic receptor affinities and the 
phenotypic threshold. Both individu
als have two identical olfactory recep
tors (ORs), but the individual with 
lower threshold (higher sensitivity) 

has, in addition, an OR with higher affinity. Missing the two lower affinity receptors will leave 
individual 2 with the same phenotypic threshold. For a given odorant, the receptor with the 
highest affinity that the individual has determines the threshold, and is termed ORT. 
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phenotypes to genotypes, I would like to propose the following premise: 

An individual's olfactory threshold for odorant X is determined by the receptor with the 
highest affinity toward X present in the 0 R repertoire of this individual. 

A corollary is that an individual may have several ORs that recognize X with 
different affinity, but the receptors with lower affinity have no effect on the threshold 
phenotype (Fig. 10). A deviation from this rule may occur if there are two receptors 
of high, but very similar affinity. 

Relating Threshold Phenotypes to OR Genotypes 

A long-term goal of our laboratory is to map human OR genes by relating gene 
diversity and polymorphisms to phenotypic threshold variations. This is a major 
undertaking, but has the promise of identifying human OR genes coding for 
receptors of known odorant specificity. Standard methods of gene mapping, linkage 
analysis, restriction fragment length polymorphisms, and genomic cloning may be 
applied to the known human OR genes (Ben-Arie et al., 1992). These will be used in 
conjunction with careful determination of olfactory thresholds in large groups of 
subjects, and obtaining information on specific anosmias. It is hoped that a fruitful 
correlation of information obtained by the two approaches will eventually lead to a 
much better understanding of human odorant recognition and of olfactory coding in 
general. 
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Introduction 
The sense of smell is a key element for survival and adaptation in the animal world. It 
is well known that many organisms use chemical signals to identify their territory and 
their food sources; furthermore, mates and predators are recognized and discrimi
nated via chemical signals. Chemical signals, odorants or pheromones, are perceived 
by olfactory systems (the olfactory epithelia of vertebrates and the antennae of 
insects) which are composed of highly specialized sensory cells, the olfactory 
receptor cells (Getchell, 1986). The perceptive structures of these cells are the cilia 
of the vertebrate receptors and the dendrites of the insect chemosensory cells. In 
contrast to aquatic animals that smell water-soluble odorants, such as amino acids 
and nucleotides, which have ready access to the olfactory receptor cells, terrestrial 
animals smell small, volatile lipophilic molecules; these molecules must pass through 
an aqueous medium (mucus, sensillum lymph) in order to reach the chemosensory 
membrane of the receptor neurons (Kaissling, 1986; Lancet, 1986). Major problems 
of olfactory signaling concern the following questions: How are very low concentra
tions of volatile molecules perceived by chemosensory structures? And how is a 
chemical stimulus converted into an electrical response of the receptor cells? 

Perireceptor Events 
Due to the inherent insolubility in water, the partition of lipophilic odorants into and 
their passage through the hydrophilic covering of the chemosensory cells are 
considered to be important parts in olfactory signaling, although the mechanisms for 
these "perireceptor events" (Getchell et al., 1984) are still poorly understood. The 
requirement for a phase transition of lipophilic volatiles in order to reach the sensory 
cells is unique to terrestrial olfaction, and the mechanisms for encountering this 
adaptive problem are supposed to be common to all animals. 

Odorant Binding Proteins 
The discovery of abundant small, water-soluble odorant binding proteins (OBPs) in 
the sensillum lymph of various insect species (Kaissling and Thorson, 1980; Vogt and 
Riddiford, 1981), as well as in the nasal mucus from cow (Bignetti et al., 1985), rat 
(Pevsner et al., 1985), and frog (Lee et al., 1987), has led to the concept that OBPs 
may enhance the capture rate of volatile odor molecules by aiding in the partitioning 
of hydrophobic odorants into the aqueous environment surrounding the sensory 
neurons. Furthermore, OBPs are supposed to keep the lipophilic odorants in 
solution and shuttle the molecules toward the chemosensory dendrite membranes. It 
has been suggested that the acquisition of OBPs may represent one of the molecular 
adaptations that animals evolved to deal with a terrestrial life style (Vogt et al., 
1990). 

Pheromone Binding Proteins of Insect 
In many ways, insects are ideal models for exploring aspects of odorant reception and 
olfactory signal transduction. Many insects rely on olfaction as the principle sensory 
modality and their olfactory system has evolved to a level of extreme sensitivity and 
selectivity (Schneider, 1969); their ability to detect and identify minute amounts of 
behaviorally important compounds is particularly well developed in moth sex phero
mones. The paired antennae, which are the primary olfactory organs, carry chemore
ceptors responsible for detecting pheromones and other biologically relevant odor-
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ous molecules. The chemosensory dendrites of these receptor cells, which often 
extend into cuticular protrusions, are bathed in the characteristic sensillum lymph. A 
predominant protein in the sensillum lymph of the male silkmoth Antheraea was the 
first protein demonstrated to bind pheromones (Vogt and Riddiford, 1981), and in 
recent elegant experiments, perfusing sensory hairs of the moth, it was convincingly 
demonstrated for the first time that the binding protein is in fact able to act as a 
carrier of the pheromone through the sensillum lymph toward the receptor cell 
membrane (Van den Berg and Ziegelberger, 1991). Meanwhile, pheromone-binding 
proteins (PBPs) have been identified in a number of additional species, including 
Antheraea pemyi, Lymantria dispar, Manduca sexta, Heliothis virescens (Kaissling and 
Thorson, 1980; Vogt, 1987; Gyorgyi et al., 1988; Vogt et al., 1989; Giinssle, 1991). The 
PBPs are first expressed just before adult emergence (Vogt et al., 1989) and appear 
to be synthesized by the neuronal supporting cells (Steinbrecht et al., 1991). 

Molecular Properties of PBPs 

Due to the limited amount of PBP, however, neither the structure nor the actual 
function of this specific protein has been unequivocally established (Kaissling, 1986; 
Vogt, 1987). To obtain a more detailed insight into the structural properties of the 
PBP, several attempts have recently been made to use molecular cloning approaches. 
Using recombinant DNA techniques, the complete amino acid sequences of PBPs 
from Manduca sexta (Gyorgyi et al., 1988) Antheraea polyphemus (Raming et al., 
1989), Antheraea pemyi (Raming et al., 1990; Krieger et al., 1991 ), and Heliothis 
virescens (Giinssle, 1991) have been deciphered. The primary structures of these 
proteins show a high degree of similarity and all appear to be exclusively expressed in 
male antennae. Recently, a novel class of binding proteins has been identified in 
various moth species (Breer et al., 1990b; Giinssle, 1991; Raming, 1991; Vogt et al., 
1991). This second class of binding proteins, which has been proposed to bind 
general odors (Vogt et al., 1991), is highly conserved when compared among species; 
however, it shows only a moderate sequence homology of -30% to the PBPs. In 
contrast to PBPs, these proteins are expressed only in female antennae in some 
species and in both sexes in others. Despite their low sequence similarity, the two 
groups of binding proteins share a number of structural features; besides having the 
same size, the polypeptide chains display very distinct hydrophilic and hydrophobic 
domains which enable the protein to meet its specific requirements (i.e., forming 
binding pockets for hydrophobic odorous molecules) and to be soluble in the 
aqueous sensillum lymph. Furthermore, six cysteine residues are conserved and are 
located at identical positions in all identified binding proteins from the same as well 
as from phylogenetically distant species (Fig. 1 ). The latter observation is particularly 
striking as cysteine residues usually show a higher mutation rate than the average 
residue, except when they are part of an active site or form disulfide bonds 
(Thornton, 1981). Thus, disulfide bonds may play a crucial role in forming the 
tertiary structure of the binding proteins. The strong sequence conservation around 
the cysteines may be considered as an argument in favor of a strict functional 
requirement of these regions of the polypeptide. 

Evolution of OBPs 

The phylogenetic relationship between the two families of binding proteins is 
presently unclear; however, based on the degree of sequence conservation it can be 
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assumed that all binding proteins derived from a common ancestral precursor. 
Selective pressure apparently allowed, respectively, forced PBPs to diverge, whereas 
the second class of binding proteins remain conserved during evolution. In spite of 
the low degree of sequence similarity between the two classes of insect binding 
proteins, none of the primary structures display any significant homology to the 
OBPs identified in various vertebrate species, which appear to be members of a large 
family of small ligand binding proteins, including retinol and cholesterol binding 
proteins (Schofield, 1988). This observation favors the view that insects and verte
brates evolved binding proteins for odorants independently; i.e., that OBPs in insects 
and vertebrates represent an evolutionary convergence. 

Microdiversity of Antennal Binding Proteins 

During the course of exploring the genes encoding PBPs evidence for a multigene 
family of PBPs emerged (Krieger et al., 1991). The coexpression of at least two 
homologous genes and the resulting microdiversity of binding proteins which differ 
mainly in the hydrophobic domains, supposedly forming the binding pockets for 
pheromone molecules, may indicate that each PBP plays a more specific role in the 
perireceptor events of odorant perception than was hitherto assumed. As moth 
males are usually able to detect and discriminate several components of a phero
mone plume, a specific binding protein may exist for each particular pheromone; 
alternatively, binding proteins may be tuned either to the different length of the 
carbon chain or to the functional group (e.g., aldehyde or acetate) of the pheromone 
molecule. This concept would imply that OBPs are not merely passive transporters of 
all hydrophobic molecules but rather select specific odorants which are preferentially 
recognized and transferred toward the delicate dendrite membranes; thus OBPs may 
act as a selective signal filter. 

Heterologous Expression of Binding Proteins 

The expression of defined binding proteins in appropriate quantities appears to be 
an essential prerequisite for exploring the functional implications of multiple binding 
proteins in olfaction. As a first step toward this goal, cDNAs encoding PBPs have 
been cloned into baculovirus (Maeda, 1989) and an Sf9 cell line has been transfected 
with these recombinant vectors. The cells express the binding proteins at a high rate 
and secrete the protein into the culture medium. Using a two-step purification 
protocol the heterologous expressed proteins have been isolated, purified to homoge
neity, and shown to interact with specific pheromones (Krieger et al., 1992). These 
defined binding proteins can now be subjected to physical analysis in order to unravel 
their tertiary structure in a native and pheromone-loaded status, they can be used to 
perform appropriate binding assays, and furthermore, they can be used to perfuse 
sensory hairs (Van den Berg and Ziegelberger, 1991) in order to investigate their role 
in pheromone perception. These approaches may ultimately lead to a better under
standing of the functional implications of binding proteins in the complex processes 
of odorant perception and signal transduction, which may range from a simple 
translocation of hydrophobic molecules to a more specific receptor-like role. 

Functional Roles of OBPs 

Translocation of odorants may be achieved either via facilitated diffusion or via a 
more or less specific carrier-bound delivery (Fig. 2). In addition, it is conceivable that 
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OBPs may play a dual role as binders of chemostimulants as well as initiators of 
signal transduction. Such a concept is realized in bacteria, like Escherichia coli, which 
contain a soluble maltose-binding protein (MBP) in the periplasmic space. Upon 
binding of maltose the conformation of MBP is changed so that the maltose-MPB 
complex can interact with a signal transducer protein in the plasma membrane, thus 
initiating the chemotactic response (Higgins et al., 1990). It is interesting to note that 
aphrodisin, a proteinaceous sex pheromone of hamsters, appears to act both as 
binding protein and activator of the transduction process (Singer and Macrides, 
1990). As a far-fetched possibility it has to be taken into consideration that the OBPs 
may be able to activate G proteins directly, as has recently been shown for several 
amphipathic proteins, including some neuropeptides (Mousli et al., 1990). Finally, 
there is still the alternative proposal that OBPs may act as scavengers by binding and 
thereby inactivating odorant molecules after the receptor activation process. Despite 
general agreement that OBPs are important perireceptor components in olfactory 

Figure 2. Structural model of 
the PBPs based on structural 
properties and hydropathic fea
tures of the polypeptide chain. 

processes, their exact functional role is still elusive. A thorough analysis of perirecep
tor elements in the vertebrate nasal mucus, the arthropod sensillar lymph, and even 
the periplasm of bacteria using complementary experimental approaches integrated 
with studies to unravel receptor and transduction events will ultimately lead to a 
better understanding of chemosensory processes. 

Signal Transduction 
Electrophysiological Aspects 

Olfactory reception is mediated via chemosensory neurons which encode the strength, 
duration, and quality of odorant stimuli into distinct patterns of afferent neuronal 
activity which are relayed to the central nervous system (Lancet, 1986). Several 
techniques have been used to monitor excitation of olfactory receptor cells by 
odorants. The summated potentials from the surface of the olfactory organs (electro-
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antennogram, EAG; electro-olfactogram, EOG) can easily be monitored, which 
allows an assessment of the gross overall response to odor stimulation but does not 
provide information about individual olfactory receptor neurons. Valuable informa
tion regarding the responsiveness of individual receptor cells has been obtained by 
measuring the frequency of spikes elicited by different odorants. These studies have 
shown that individual olfactory receptor cells respond to unique spectra of odorous 
molecules. Thus, a particular odorant excites a characteristic population of receptor 
neurons, generating a distinct pattern of neuronal activity (Sicard and Holley, 1984). 
Although intracellular recordings from olfactory neurons have been hampered by 
their small size, odorant responses have recently been recorded from the relatively 
large receptor cells from salamander (Firestein and Werblin, 1989). Odorants were 
applied in a solution of elevated potassium and the magnitude of odorant-induced 
current was compared with the size of the potassium-induced response that always 
preceded the odor response by a latency between 140 and 320 ms. The long latency 
observed between the arrival of the odorous stimulus at the chemosensory mem
brane and the electrical response of the cell suggests that multiple step processes 
involving second messenger systems rather than direct ligand-gated processes are 
mediating the chemo-electrical signal transduction. 

Biochemical Aspects 

Studies on the molecular mechanisms that underlie transduction events in the 
chemosensory membranes of olfactory receptor cells have been greatly facilitated by 
isolating olfactory cilia. These organelles are supposed to contain the molecular 
machinery necessary to mediate olfactory signaling and can be subjected to biochem
ical studies; thus, they appear to be analogous to isolated rod outer segment 
preparations used for studying molecular aspects of phototransduction in the retina 
(Stryer, 1986). Biochemical studies of isolated olfactory cilia demonstrated a high 
activity of adenylate cyclase and the ciliary enzyme was found to be activated by 
certain odorants in the presence of GTP (Pace et al., 1985; Sklar et al., 1986). This 
finding was soon followed by the discovery of cAMP-gated ion channels in frog 
olfactory cilia (Nakamura and Gold, 1987). These observations favored the notion 
that a cAMP-mediated pathway is operating in transducing olfactory stimuli. How
ever, there are as yet a number of problems with this concept. The generality of the 
adenylate cyclase mechanism was investigated by Sklar et al. (1986), assaying the 
ability of 65 different odorants to stimulate the enzyme. They concluded from their 
results that odorants may be categorized into two groups: those that stimulate 
adenylate cyclase and those that have no effect on the enzyme and must act via some 
other pathway. In addition, two important aspects have been largely overlooked: the 
temporal aspects of the studies and the odor concentrations used. Recognition of 
odorants occurs in the subsecond time range, whereas up to 10 min was required to 
accumulate enough cAMP to be measured. Thus the biochemical experiments could 
not resolve whether the cAMP response was due to a primary reaction or to some 
secondary processes. The importance of the concentration issue was highlighted by a 
report from Lerner et al. (1988), which demonstrated that under experimental 
conditions similar to those described by Sklar et al. (1986), several odorants 
stimulated adenylate cyclase in cultured frog melanophores. Thus, it was concluded 
from these observations that cyclase experiments with near millimolar odorant 
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concentrations may monitor nonspecific effects; micromolar or lower concentration 
should be used to detect more specific pathways (Dionne, 1988). 

Rapid Kinetics of Olfactory Second Messenger Signals 

Some of these fundamental questions concerning the concept of second messenger
mediated olfactory signal transduction have been addressed by using a novel 
experimental approach which allows one to monitor biochemical responses in the 
relevant millisecond time range. Upon application of a stopped flow technique the 
subsecond kinetics of odorant-induced formation of second messengers in prepara
tions from rat olfactory epithelia and insect antennae has been determined (Breer et 
al., 1990a ). Application of micromolar concentration of odorants, such as citralva or 
isomenthone, to rat olfactory cilia induced a rapid increase in the concentration of 

cAMP; a maximal level (about five times the basal concentration) was reached after 
50 ms, and thereafter the concentration declined, reaching the basal level after 
250-500 ms. The concentrations of cGMP and inositoll,4,5-trisphosphate (IP3) were 
not affected (Fig. 3). In antenna! preparations from cockroach, the application of 
picomolar concentrations of periplanone B, a specific sex pheromone, induced a 
second messenger response with a similar time course; however, in this case the 
formation of IP3 was induced and changes in the level of cAMP were never observed 
(Breer et al., 1990a ). These results indicate that in both preparations adequate 
chemostimuli at physiologically relevant concentrations induce changes in second 
messenger concentrations, which in fact represent rapid and transient molecular 
signals; they clearly precede the electrical response of receptor cells and thus could 
mediate the chemo-electrical transduction process. 
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Dose-Response Effects 

In both preparations the second messenger transients were dependent on stimulus 
concentration over several orders of magnitude. The resulting dose-response curves 
showed a very steep stimulus-response correlation for low concentrations of odor
ants, suggesting an activation of specific receptors at low concentrations and, in 
addition, activation of related systems at higher concentrations (Boekhoff et al., 
1990). Furthermore, the recovery to the baseline levels of cAMP and IP3 was found 
to be dose dependent; whereas the levels decayed very rapidly at low odorant 
concentrations, elevated levels of cAMP and IP3 were observed for many seconds 
after application of high concentrations of odorants. This discrepancy is probably 
due to the time required to inactivate higher odorant concentrations (Breer et al., 
1990a). 

Alternative Pathways for Olfactory Signaling 

Assaying antennal preparations from a number of insect species and applying either 
specific pheromones or general odorants always resulted in the generation of an IP3 

response not affecting the cAMP pathway; the results obtained so far appear to 
indicate that IP3 might mediate olfactory signaling in insect antennae, whereas 
cAMP is active in vertebrate olfactory cilia. However, surveying the effect of a whole 
collection of odorous compounds on rat cilia indeed demonstrated that a number of 
odorants induced a rapid rise in cAMP levels but after application of a putrid 
odorant, such as pyrazine, rapid and transient changes of the IP 3 level were observed; 
the concentrations of cAMP were not changed in this case (Boekhoff et al., 1990). 
These results raised questions of whether compounds of different odor quality may 
activate different second messenger pathways, and whether there is the possibility 
that odorants of a certain odor class may activate the same second messenger system. 
To explore these possibilities, a mixture of odorants with similar odor quality was 
applied. It was found that stimulation of rat olfactory cilia with a mixture of fruity 
odorants induced a rapid and transient concentration change for both cAMP and IP3 

(Boekhoff and Breer, 1990; Breer and Boekhoff, 1991). To determine whether 
activation of both pathways is based on the cooperative effect of the odorants in the 
mixture or due to the fact that certain odorants with the same flavor induced 
different second messengers, the applied odorants were assayed individually. The 
results of these experiments demonstrated that most of the applied fruity odorants 
induced the formation of cAMP, but only lyral activated the IP3 pathway without 
affecting cAMP.It is striking that apparently each individual odorant very selectively 
activates either cAMP or IP3• This principle was confirmed for a number of 
compounds with different odor quality, including floral, herbaceous, and putrid 
odorants (Table 1). The second messenger pathway activated by certain odorants is 
apparently not correlated with the odor class. 

Desensitization of Olfactory Signaling 

One of the characteristic features of the second messenger response to odorant 
stimulation is the transient nature of this molecular signal. Rapid and transient 
changes in second messenger levels are supposed to be essential for cells, such as 
olfactory receptor neurons, which can be repeatedly stimulated. However, it is 
presently unknown how the intracellular signaling process is terminated. As the peak 
response is always detected 50 ms after stimulus application, independent of the 
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concentration of odorant applied (Breer et al., 1990a ), termination of the second 
messenger signal cannot be attributed to odorant inactivation, e.g., via cytochrome 
P450 or glucuronosyltransferase reactions (Lazard et al., 1991). From the work on 
hormonal signal transduction it is well known that, even in the presence of continu
ous agonist exposure, intracellular levels of second messenger plateau or even return 
to basal level within a short period of time; this waning of the response has been 
termed desensitization (Hausdorff et al., 1990). Desensitization has been demon
strated in many hormone and neurotransmitter receptor systems and evidence is 
accumulating indicating that signal termination is achieved by phosphorylation of the 
receptor proteins, thus uncoupling the reaction cascade by preventing further G 

TABLE I 
Odorant-induced Increase in Second Messenger Concentration 

Odorant cAMP IP3 

Fruity 
Citralva 100 4±7 
Citraldimethylacetal 63 ± 10 3±5 
Citronella! 61 ± 7 3±5 
Citronellylacetate 62 ± 10 1 ± 1 
Lyra! 0 100 

Floral 
Hedione 108 ± 21 6±7 
Geraniol 62 ± 25 6±7 
Acetophenone 36 ± 8 4±6 
Phenylethylalcohol 16 ± 9 8±7 
Lilia! 1 ± 2 106 ± 22 

Herbaceous 
Eugenol 70 ± 18 4±4 
Isoeugenol 49 ± 13 2±3 
Ethylvanillin 0 63 ± 15 

Putrid 
Furfurylmercaptan 37 ± 9 8±7 
Triethylamine 4±2 141 ± 60 
Phenylethylamine 6±2 137 ± 78 
Pyrrolidine 0 70 ± 25 
Isovaleric acid 0 68 ± 24 

Data for cAMP are expressed as a percentage of the effect induced by citralva. 
Data for IP3 are expressed as a percentage of concentration induced by lyra!. 

protein activation (Lefkowitz et al., 1990). Upon application of inhibitors for kinase 
A the rising phase of an odorant-induced cAMP signal was prolonged, reaching a 
plateau after - 100 ms, and this elevated cAMP level persisted over a long time 
period up into the second range (Fig. 4). Apparently, the "tum off'' reaction was 
blocked in the presence of the kinase inhibitor; cAMP is further synthesized at an 
elevated rate. A similar effect was observed for the IP3 signal in the presence of 
inhibitors for kinase C (Boekhoff and Breer, 1992). Further studies have indicated 
that an odorant-induced second messenger pathway is turned off only by a kinase 
that is activated by the messenger generated in this cascade: the cAMP pathway is 
turned off by kinase A and the IP3 pathway by kinase C. This observation suggests 
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that specific protein substrates are phosphorylated; however, it is still unknown 
which elements of the reaction cascades are modified upon kinase reaction, thus 
uncoupling the process of second messenger generation. 

G Proteins in Olfactory Signaling 
The presently favored concept of olfactory signal transduction is based on the 
assumption that odor molecules interact with hitherto unknown receptor proteins· 
and activate reaction cascades via G proteins. The important role of G proteins in 
mediating odorant-induced second messenger responses was emphasized by the 
observation that this reaction is essentially GTP dependent and blocked by GDP-
13-S. Furthermore, bacterial toxins, such as cholera and pertussis toxin, which 
catalyze ADP ribosylation of specific G proteins and thus modify their function were 
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Figure 4. Effect of the specific 
inhibitor for protein kinase A, 
the Walsh inhibitor, on the ki
netics of a cAMP signal in
duced by micromolar concen
trations of citralva. The onset 
kinetics of the cAMP accumula
tion is unchanged; however, the 
cAMP level further increases 
and remains constant at an ele
vated level for > 500 ms; the 
decay of the cAMP signal is 
prevented. (Reproduced from 
PNAS, 1992, 89:471-474, by 
permission.) 

applied. Cholera toxin activating Gs protein caused a permanent accumulation of 
cAMP in olfactory cilia which was not further amplified by odorants. In contrast, 
pertussis toxin showed no significant effect. When considering the activation of the 
IP3 pathway it became evident that it was not affected by cholera toxin, but was 
completely blocked by pertussis toxin, which inactivates G0 and G1 proteins. These 
results emphasize the critical role of G proteins in transducing an odorant stimulus 
into an intracellular second messenger signal and support the notion that G 
protein-coupled receptors for odorants exist. An olfactory-specific G protein (G01r) 
has recently been identified (Jones and Reed, 1987). 

Effect of Lectins on Olfactory Signaling 

As putative odorant receptors are probably glycoproteins, attempts have been made 
to analyze whether specific probes for glycoconjugates, such as lectins, may interfere 
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with odorant-induced second messenger responses. It was found that treatment of 
olfactory cilia with certain lectins, notably concanavalin A (ConA) and wheat germ 
agglutinin (WGA), significantly reduced the cAMP and IP3 responses induced by 
certain odorants, thus confirming some recent results by Kalinoski et al. (1987). The 
effects were specific as the appropriate hapten sugars prevented the actions of 
lectins. The specificity of the lectin effects was further emphasized by their different 
action on the two isomers of carvone, which have a different odor quality. ConA was 
found to effectively reduce the stimulatory action of D-carvone, whereas WGA 
markedly interfered with L-carvone. These observations may be considered as an 
indication that glycoproteins are involved in the recognition and/ or transduction of 
olfactory stimuli and support the notion that lectins may be used as ligands for 
characterization and isolation of odorant receptors. 

Figure 5. Localization of mAb S10/8A6 immunoreactivity in the olfactory epithelium. 
Cryostat section of adult rat nasal septum in a transition region between olfactory and 
respiratory epithelium. (A) Phase contrast micrograph. (B) Indirect immunofluorescence 
staining. C and D are higher magnifications. Note that labeling is only visible on the olfactory 
epithelium and is located in the ciliary layer, as can been seen at higher magnification (D). Bar, 
50 11m inA, 20 11m in C. (Reproduced from Cell Tissue Res., 1991, 266:247-258, by copyright 
permission of Springer-Verlag.) 
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Olfactory-specific Monoclonal Antibodies 
One of the major obstacles in the effort to identify receptors for odor molecules has 
been the lack of specific and suitable ligands. The hybridoma technology allows the 
generation of monoclonal antibodies against unknown molecules expressed in one 
particular tissue following a differential screening paradigm. Using the hybridoma 
techniques in combination with immunostaining procedures, panels of monoclonal 
antibodies have been generated that selectively react with the ciliary layer of either 
the olfactory or respiratory epithelium of rats (Fig. 5); any overlapping of immunore
activity at the transition between sensory and nonsensory epithelia was never 
detected. Furthermore, the antigens show a distinct pattern of expression during 
development. The olfactory-specific antibodies identify epitopes in the uppermost 
layer of the olfactory epithelium in the nasal cavity but not with the closely related 
sensory epithelium of the vomeronasal organ (VNO), suggesting that the antigenic 
sites may be unique to the cilia of the olfactory epithelium and may not be present in 
the microvilli of the VNO (Stratmann and Breer, 1991). One of the antigens has 
been identified as an integral glycosylated membrane protein with a molecular mass 
of 53 kD; these are interesting features for putative odorant receptors. The olfactory
specific monoclonal antibodies may prove to be invaluable tools for identifying 
candidate components of the sensory molecular apparatus, for purifying the anti
genic proteins, and also for isolating specific receptor neurons from the olfactory 
epithelium, which may help to facilitate studies on odorant perception and process
ing. 

Conclusion 
Using approaches of molecular biology and fast kinetic biochemistry, new informa
tion emerges that may help to unravel the complex processes involved in perireceptor 
events and olfactory signal transduction. Disclosing the structure as well as the 
microdiversity of putative OBPs sheds some new light on the functional role of these 
elements in the perception of odorous molecules. At least two second messenger 
pathways involved in olfactory signaling have been established. The molecular 
response to appropriate stimuli was shown to be rapid and transient as expected for 
receptor neurons; initiation of the response appears to be mediated by specific G 
protein-coupled receptors. Although definitive evidence for the proposed receptor 
proteins still remains elusive, good candidates for rat odorant receptor molecules, 
which appear to be members of a large receptor family, have recently been cloned 
(Buck and Axel, 1991). Such a multiplicity of odorant receptors could allow a 
considerable portion of information processing at the periphery. Future studies may 
lead to a complete elucidation of the molecular machinery involved in olfactory 
stimulus-response coupling of primary sensory cells; this would be an important step 
in our effort to unravel the coding strategy in the olfactory receptor cells. Ultimately, 
the molecular processes for odor coding must be investigated and understood as used 
by the organisms; that is, the mechanisms used to decipher the message within a 
complex mixture of stimuli must be disclosed. 
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Photoreception 

Consider next that the tubes 2, 4 and 6 can 
be opened by the action of the objectABC to 
the same extent that the eye is disposed to 
look at that object. If, for example, the rays 
that fall on point 3 all come from point B, as 
they do when the eye looks fixedly atB, their 
actions will evidently pull filament 3-4 more 
strongly than if they came some from A, 
some fromB, and some from Cas they 
would do if the eye were slightly differently 
disposed. In the latter case, their actions, 
being neither as similar nor as united as be
fore, cannot be as strong; often they even 
impede one another. 
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Introduction 
Human vision is mediated by four visual pigments, each of which resides in a 
different type of photoreceptor cell. Rhodopsin, the rod pigment, absorbs maximally 
at 498 nm and mediates vision in dim light. The blue, green, and red cone pigments 
absorb maximally at ~ 440, 530, and 560 nm, respectively, and together mediate color 
vision. 

All visual pigments are built upon a common plan. In each, an integral 
membrane protein, opsin, binds covalently to a small chromophore, 11-cis retinal. 
Photoisomerization of retinal from 11-cis to all-trans initiates an intracellular signal
ing cascade by triggering a series of conformational changes in the attached protein. 
The active conformer catalyzes an exchange of GTP for GDP bound to a photorecep
tor-specific G protein, transducin. The absorbance differences that distinguish the 
different visual pigments imply that each opsin holds the retinal chromophore in a 
somewhat different electronic environment. 

Several years ago we isolated the genes encoding the four human visual 
pigments (Nathans and Rogness, 1984; Nathans et al., 1986b). This chapter reviews 
our recent work on sequence variation in these genes, and the effects of this variation 
on human vision. 

Isolation and Characterization of the Human Visual Pigment 
Genes 
The strategy we used to isolate the human visual pigment genes rested upon the 
assumption that the pigments form a family of evolutionarily related proteins. We 
further supposed that the degree of nucleotide sequence divergence between the 
corresponding genes was not so great as to preclude their cross-hybridizing under 
conditions of reduced stringency. Under this assumption, a eDNA clone encoding 
bovine rhodopsin was isolated for use as a low stringency hybridization probe 
(Nathans and Rogness, 1983). 

Screening of a human genomic library with the bovine rhodopsin probe revealed 
three classes of hybridizing sequences. The first class, which hybridized well at both 
high and low stringency, consisted of recombinants carrying the human rhodopsin 
gene (Nathans and Rogness, 1984). The evidence for this identification came initially 
from the high degree of homology of the encoded protein with bovine rhodopsin 
(94% amino acid identity), and the similar abundance of the corresponding mRNA 
in the human retina with that encoding bovine rhodopsin in the bovine retina 
( ~0.5%). More recently, the absorbance spectrum of recombinant human rhodop
sin has been determined after transfection of tissue culture cells with cloned eDNA 
and reconstitution in vitro with 11-cis retinal (Sung et al., 1991b). The absorbance 
spectrum of the recombinant protein matches that of human rhodopsin isolated from 
retinas (Wald and Brown, 1958). Finally, many different mutations in the human 
rhodopsin gene cause one subtype of retinitis pigmentosa in which a primary defect 
of rod photoreceptors leads to progressive visual loss (see below; Dryja et al., 1990a, 
b, 1991; Gal et al., 1991; Inglehearn et al., 1991; Sheffield et al., 1991; Sung et al., 
1991a). 

The second and third classes of hybridizing genomic sequences bound the 
rhodopsin probe only under conditions of reduced stringency. As determined from 
their DNA sequences, they encode proteins with ~ 40% amino acid identity to 
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bovine or human rhodopsins (Nathans eta!., 1986b ). We now know that one of these 
more distantly related classes encodes the blue pigment and that the other encodes a 
green pigment. The red pigment gene was subsequently isolated by hybridization 
with a green pigment probe, with which it shares a high degree of homology. The 
identification of each cone pigment gene as either blue, green, or red rests upon 
three observations. First, inherited defects in either red, green, or blue sensitivity 

D 

Figure 1. Pairwise comparisons of the amino acid sequences of the four human visual 
pigments. Each polypeptide chain is shown traversing the membrane seven times. The 
extracellular side of the molecule faces down. Filled circles indicate amino acid differences; 
open circles indicate amino acid identities. N and C denote amino and carboxy termini, 
respectively. 

result from sequence alterations in the corresponding genes (Nathans eta!., 1986a; 
Weitz et a!., 1991). Second, the absorbance spectra of the recombinant pigments, 
produced by transfection of tissue culture cells with their cloned cDNAs, closely 
match those predicted from psychophysical, electrophysiological, and microspectro
photometric studies (Oprian eta!., 1991; Merbs and Nathans, 1992). And third, the 
cone pigment gene products are localized by immunostaining to subsets of cones in 
the human retina (Lerea eta!., 1989). 
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A comparison of the amino acid sequences of the four human pigments is shown 
in Fig. 1. The red and green pigments are strikingly similar (96% amino acid 
identity), while all other pairwise comparisons show no more than 44% identity. This 
pattern is reflected in the locations of the corresponding genes: the rhodopsin and 
blue pigment genes are located on chromosomes 3 and 7, respectively, while the red 
and green pigment genes are adjacent to one another on the long arm of the X 
chromosome (Nathans et al., 1986a). As described below, the red and green pigment 
genes appear to have arisen from a recent gene duplication. 

Common Anomalies of Red-Green Color Vision 
The structure of the red and green pigment gene locus has been determined by pulse 
field gel electrophoresis and by cloning of overlapping cosmids (Vollrath et al., 1988; 
Feil et al., 1990). As shown in Fig. 2, the genes reside in a head-to-tail tandem array 
in which each 39-kb repeat unit contains one 15-kb gene. The 5' end of the red 
pigment gene is at the edge of the array and abuts unique flanking sequences. This 
tandem arrangement, together with the 98% nucleotide sequence identity between 
repeat units, predisposes the gene cluster to homologous recombination events 
between different repeat units. Unequal homologous recombination between genes 
results in the gain or loss of entire visual pigment genes, whereas recombination 
events within genes result in the production of hybrid genes. Among color normal 
trichromats, the number of pigment genes in the red/ green cluster is highly variable: 
- 20% of X chromosomes carry one red and one green pigment gene, 50% carry one 
red and two green pigment genes, 20% carry one red and three green pigment genes, 
and 10% carry one red and four or more green pigment genes (Nathans et al., 1986b; 
Drummond-Borg et al., 1989; Jorgensen et al., 1990). The red pigment gene appears 
to be located too close to the edge of the tandem array to be duplicated in its entirety 
by homologous recombination. By contrast, the green pigment gene is flanked by 25 
kb of homologous intergenic sequences which presumably account for its frequent 
duplication. 

Thus far, there is no evidence for psychophysical differences resulting from 
different numbers of green pigment genes (Piantanida, T.P., and J. Nathans, 
unpublished observations). However, color normals differ subtly in their color 
matching test results in a manner consistent with small absorbance differences in 
their red pigments (Neitz and Jacobs, 1986). Analogous experiments with dichro
mats also show individual differences in the action spectrum of the red pigment 
(Alpern and Pugh, 1977; Alpern and Wake, 1977). The original cloning experiments 
revealed two amino acid polymorphisms in red pigment amino acid sequences 
determined from one genomic clone and two eDNA clones obtained from different 
individuals. Interestingly, one of the two polymorphisms, a serine/alanine difference 
at position 180, is responsible for a 4-5-nm shift of the absorbance spectrum (blue 
shifted in the alanine version), as determined by studying the recombinant pigments 
produced in transfected tissue culture cells (Merbs and Nathans, 1992). This 
polymorphism appears to account for much of the "normal" variation in color 
matching as determined by correlating genotype and phenotype (Winderickx et al., 
1992). 

X-linked anomalies of red/ green color vision occur in -8% of Caucasian men 
and 1% of Caucasian women, and at somewhat lower frequencies in other human 
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populations. They can be divided into two main groups depending on whether the 
red or the green mechanism is affected (see Pokorny et al., 1979, for a review of 
variant color vision). Each group can be further divided according to whether the 
affected mechanism is missing (dichromacy), or is shifted in its spectral sensitivity 
(anomalous trichromacy). In an initial survey of 25 color variant males, 24 carried 
red/ green pigment gene arrays that differed from wild type as a consequence of an 
unequal homologous recombination event as determined by Southern blotting 
(Nathans et al., 1986a). (The 25th had so many visual pigment genes that his array 
structure could not be unambiguously determined.) Intragenic recombination events 
(Fig. 2A) that produce 5' green-3' red hybrid genes lead to anomalous green 
sensitivity (abbreviated R +G'), presumably because the hybrid protein, expressed 
under the transcriptional control of sequences derived from the 5' end of the green 
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Figure 2. Schematic represen
tation of unequal homologous 
recombination events in the 
tandem array of red and green 
pigment genes responsible for 
the common anomalies of red
green color vision. Each gene is 
represented by an arrow; the 5' 
end is at the base and the 3' 
end is at the tip of the arrow. 
Homologous intergenic se
quences are represented by a 
straight line and unique flank
ing DNA by a zig-zag line. Two 
wild-type gene arrays, each con
taining one red pigment gene 
and a variable number of green 

pigment genes, are shown at the top. Intragenic and intergenic recombination events are 
indicated by A and B, respectively. For each recombination event, the two reciprocal products 
are shown. R+G+ or WT, normal trichromacy, i.e., wild-type; R'G+, red anomalous 
trichromacy; R-G+, red defective dichromacy; R+G', green anomalous trichromacy; R+G-, 
green defective dichromacy. Filled arrows, red pigment gene sequences; open arrows, green 
pigment gene sequences. 

pigment gene, resides in the green cones together with the pigment produced from 
any normal green pigment gene or genes. The resulting action spectrum of the green 
cones would then be a weighted average of the absorbance spectra of the normal and 
hybrid pigments contained within them. The reciprocal product of the above 
recombination event carries a 5' red-3' green hybrid gene, and is presumed to 
produce the reciprocal hybrid pigment in the red cones. In this instance, the action 
spectrum of the red cones would be determined exclusively by the absorbance 
spectrum of the hybrid pigment, as it is the only gene that carries 5' controlling 
sequences derived from the red pigment gene. The resulting phenotype would be 
anomalous red sensitivity (R'G+) or absent red sensitivity (R-G+), depending on 
whether the hybrid pigment possessed absorbance properties that did or did not, 
respectively, differ from that of the green pigment. Intergenic recombination events 
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(Fig. 2 B) lead to the loss of green sensitivity (R +Q- dichromacy) if they eliminate all 
green pigment genes. Additional examples may be found in Nathans et al. (1986a). 

The finding that anomalous trichromats carry hybrid genes explains in a simple 
way the long-standing observation that the spectral sensitivities of the anomalous red 
and green mechanisms are invariably found within the interval defined by the 
spectral sensitivies of the normal red and green mechanisms (Piantanida and 
Sperling, 1973a, b; Rushton et al., 1973). Presumably, the hybrid pigments have 
absorbance properties that are partway between those of the red and green pigments 
from which they derive. Indeed, recent experiments with recombinant hybrid pig
ments show that this is the case (Merbs, S. L., and J. Nathans, unpublished 
observations). Had the anomalous pigments arisen by point mutations producing 
amino acid substitutions, there would be no reason to suppose that the spectra 
should be shifted preferentially in one direction. 

Natural variation in the red and green pigment genes provides a unique 
opportunity to probe protein-chromophore interactions at high resolution. The high 
degree of homology between red and green pigment genes, the existence of naturally 
occurring hybrid genes, and the ability to produce recombinant cone pigments in 
tissue culture will greatly facilitate the analysis of spectral tuning by this class of 
visual pigments. Rec'ently, inferences based on evolutionary comparisons have been 
used to great advantage. A comparison of primate long-wavelength visual pigment 
action spectra (determined by electroretinography) and the corresponding gene 
sequences has implicated three variable amino acids, at positions 180, 277, and 285, 
as important determinants of spectral tuning among long-wavelength sensitive 
pigments (Neitz et al., 1991). 

Blue Cone Monochromacy 
True colorblindness, i.e., the absence of hue discrimination, is extremely rare, 
probably affecting not more than 1 person in 105• At least two well-characterized 
inherited varieties exist, rod monochromacy and blue cone monochromacy (Alpern, 
1974). Rod monochromacy is an autosomal recessive trait in which apparently 
normal rods subserve all visual function. Blue cone monochromacy is an X-linked 
trait in which red and green cones do not function. At low light levels the vision of 
blue cone monochromats is mediated by rods, and at high light levels it is mediated 
by blue cones (Hess et al., 1989). A single class of cones can only deliver to the brain a 
one-dimensional record of photons captured per unit time, from which it is impossi
ble to extract the independent variables of wavelength and intensity. Hue discrimina
tion relies upon a comparison of the excitation levels of two or more different classes 
of photoreceptors, a comparison that is unavailable to the blue cone monochromat at 
high light levels. Interestingly, at intermediate light levels blue cone monochromats 
show a weak interaction between rod and blue cone signals, which permits crude hue 
discriminations (Reitner et al., 1991). 

In the normal retina, cones are most concentrated in the fovea, a small 
depression in the retina centered on the optical axis. The fovea subserves high acuity 
vision, with the highest acuity deriving from the central 100-J.,Lm-diam region. The 
central region contains only red and green cones, in contrast to the surrounding 
fovea which contains all three cone types, a pattern that may have evolved to 
minimize the effects of chromatic aberration in the very center (Wald, 1967). 
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Because blue cone monochromats lack functional red and green cones, they experi
ence a profound decrease in visual acuity: the average acuity in adult blue cone 
monochromats is 20/200 (i.e., letters that would be legible to the normal observer at 
a distance of 200 feet are only legible when viewed at a distance of 20 feet or less). In 
some blue cone monochromats, this deficit is made more severe by a progressive 
degeneration of the central retina (Fleischman and O'Donnell, 1981; Nathans et al., 
1989). The degeneration can be seen through the ophthalmoscope in some older 
blue cone monochromats; it is rarely seen before the third decade of life. 

A molecular genetic analysis of the red and green pigment genes in 12 blue cone 
monochromat families revealed a DNA rearrangement in each case (Fig. 3; Nathans 
et al., 1989). The rearrangements are of two general types. In the first type, the red 
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Figure 3. Schematic representation of the mutations responsible for blue cone monochro
macy. Symbols are defined in the legend of Fig. 2. A wild-type red/ green pigment gene array is 
shown at the top. The seven red/ green arrays carrying upstream deletions are shown above the 
two arrays with single genes. Different letters in the family designations (left side) denote 
different genotypes. Note: the red/ green pigment gene array of family B2 differs from those of 
families Bl and B3 only by the presence of an additional green pigment gene. Filled arrows, red 
pigment gene sequences; open arrows, green pigment gene sequences. 

and green pigment gene array is reduced by unequal homologous recombination to a 
single gene. In one family this was found to be a red pigment gene, and in three 
families a 5' red-3' green hybrid gene. Cloning and sequencing of these single genes 
revealed that the coding sequences of each red/green hybrid gene differed from 
those of the normal red and green pigment genes only by a cysteine-to-arginine 
mutation at codon 203 (Fig. 4). This genotype accounts for approximately one-third 
of blue cone monochromats (Nathans et al., 1989; Nathans, J., unpublished observa
tions). Cysteine203 is the homologue of cysteine187 in bovine rhodopsin, a residue that 
forms one-half of an essential disulfide bond (Karnik et al., 1989; Karnik and 
Khorana, 1990). When this residue is mutated in bovine rhodopsin, the resulting 
protein fails to form the correct tertiary structure. It is likely that the cysteine203-to-
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arginine pigment produced in the long-wavelength sensitive cones also fails to form a 
stable tertiary structure. The single red pigment gene found in one family carries two 
amino acid substitutions, valine171-to-isoleucine and isoleucine178-to-valine. The 
conservative nature of these two substitutions suggests the possibility that they might 
not be responsible for the mutant phenotype. 

The second general type of blue cone monochromat genotype consists of 
nonhomologous deletion of sequences upstream of and, in some instances, also 
within the gene cluster. The deletions range in size from 587 bp to 55 kb. Six different 
deletions have been analyzed by cloning of the breakpoint region, and each is missing 
the 587-bp region that is absent from the smallest deletion chromosome (Fig. 3). This 
587-bp region is located 3 kb upstream of the visual pigment gene array. Based on the 
blue cone monochromat phenotype, it is reasonable to suppose that this region acts 
as a long-range transcriptional control element that is required for the activity of all 
of the visual pigment genes in the red/green array. In support of this model, recent 
experiments indicate a requirement for these sequences in directing cone-specific 
expression of a reporter gene in transgenic mice (Wang, Y., and J. Nathans, 
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Figure 4. Location of conserved cys
teines 126 and 203 in the red and 
green pigment genes. In those blue 
cone monochromats carrying a single 
red/green hybrid gene (families Gl, 
G2, and G;3 in Fig. 3) cysteine 203 is 
mutated to arginine. The polypeptide 
chain is drawn as in Fig. 1. N and C 
denote amino and carboxy termini, 
respectively. 

unpublished observations). Interestingly, this small region contains sequences with a 
high degree of homology to the corresponding regions upstream of the mouse and 
bovine long-wavelength pigment genes (Wang, Y., and J. Nathans, unpublished 
observations). The postulated affect of this flanking sequence on transcription units 
located over 40 kb away is not unprecedented. Similar long-range transcriptional 
controlling sequences have been defined upstream of the beta-globin gene cluster, 
the deletion of which results in thalassemia. 

Defects in the Blue-sensitive Mechanism (Tritanopia) 
Congenital tritanopia is an autosomal dominant trait in which the blue cone 
mechanism is impaired (Wright, 1952; Kalmus, 1955; Pokorny et al., 1979; Went and 
Pronk, 1985). It has not been studied as intensively as the anomalies of red/green 
vision, in part because of its low frequency in the human population, variously 
estimated at 1 in 500 to 1 in 15,000 (Kalmus, 1955; van Heel et al., 1980). Unlike the 
red and green mechanisms, the blue mechanism or its output pathways appear to be 
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particularly susceptible to damage which can lead to acquired tritanopia. Tritanopia 
is typically seen as a secondary manifestation of dominant juvenile optic atrophy, an 
association that has led to confusion over the true etiology of tritanopia (Krill et al., 
1971; Miyake et al., 1985). 

To define the molecular basis of inherited (congenital) tritanopia, we examined 
the blue pigment gene in a group of nine unrelated tritan subjects, five of whom had 
family members with tritanopia (Weitz et al., 1992a, b). Genomic DNA blots showed 
no evidence of large-scale DNA alterations in any of the subjects. We therefore 
searched for single base changes by amplifying the blue pigment gene exons using the 
polymerase chain reaction (PCR) and separating the amplified products using 
denaturing gradient gel electrophoresis (DGGE; Fig. 5; Sheffield et al., 1989). In 
DGGE a double-stranded DNA fragment moves through an acrylamide gel contain
ing a concentration gradient of urea and formamide, two compounds that destabilize 
the double helix. As the fragment moves from a region of low urea and formamide 
concentration to a region of higher concentration, the two strands begin to come 
apart. The partially double-stranded-partially single-stranded fragment moves more 
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5 Figure 5. Denaturing gradient gel 
electrophoresis of PCR products de
rived from amplification of the blue 
pigment gene exon 3 and immediately 
flanking intron sequences. Lanes 1 
and 2, two subjects with tritanopia 
showing PCR products with normal 
mobility. Lane 3, tritan subject het
erozygous for serine214-to-proline, 
produced by a single G-to-A transi
tion. Lane 4, color normal subject 
heterozygous for a single nucleotide 
deletion in the third intron. Lane 5, 

wild type. In lanes 3 and 4, the lower two bands derive from mutant and wild-type 
homoduplexes; the upper two bands (not resolved in lane 4) derive from heteroduplexes. 

slowly in the acrylamide gel than did the double-stranded fragment. Nucleotide 
differences can be detected because the equilibrium between double- and single
stranded forms is remarkably sensitive to DNA sequence. In general, any two 
fragments of 300 bp in length that differ by a single base pair will show a different 
mobility in DGGE. An additional check for the presence of nucleotide sequence 
differences comes from the presence of heteroduplex molecules generated during 
amplification of autosomal genes in which the two alleles differ in sequence. Because 
the heteroduplexes contain a base mismatch rather than a base difference, they show 
a greater propensity to form single-stranded DNA, and hence migrate more slowly 
than either of the two homoduplexes. 

PCR and DGGE of genomic DNA from the nine tritan subjects revealed three 
point mutations leading to amino acid substitutions (Fig. 6). One substitution, 
glycine79-to-arginine, was found in two Japanese families with multiple affected 
members. As a result of two marriages between heterozygotes within these families, 
we were able to determine the phenotypic affect of this mutation in both the 
heterozygous and homozygous condtions. Three of three glycine 79-to-arginine homozy-
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gates were affected, whereas only two of six heterozygotes were affected. The second 
substitution, serine214-to-proline, was observed in five of five affected members and 
one of three unaffected members of one Caucasian family, and in one Caucasian 
subject with no known family history. The third mutation, proline264-to-serine, was 
found in two tritan subjects with family histories of tritanopia, and in one tritan 
subject with no known family history. In one family, two of two affected members 
were found to be heterozygous for the mutant allele, whereas zero of four color
normal family members carried the mutation. The proline264-to-serine mutation has 
also been independently identified by Applebury and co-workers in tritanopic 
members of two families of European descent (Li, T., et al., unpublished observa
tions). The three mutations were absent in control samples from subjects of matched 
ancestry ( 43 subjects of Japanese descent for glycine 79-to-arginine, 63 subjects of 
European descent for serine214_to-proline, and 64 subjects of European descent for 
proline264-to-serine). Our conclusion is that in the heterozygous condition glycine79-

to-arginine produces tritanopia with low penetrance, and serine214_to-proline and 
proline264-to-serine produce tritanopia with high penetrance. With regard to the two 
tritan subjects for whom blue pigment gene mutations were not found, it is possible 

Figure 6. Blue cone pigment 
model showing the location of 
three amino acid substitutions 
in tritanopia, glycine79-to-argi
nine, serine214-to-proline, and 
proline264-to-serine. The poly
peptide is drawn as in Fig. 1. N 
and C denote amino and car
boxy termini, respectively. 

that they carry mutations that escaped detection by our procedure. Alternatively, 
they may carry mutations in other genes expressed specifically in the blue cones, or 
they may have a nongenetic tritan defect. 

The three amino acid substitutions responsible for tritanopia are located within 
putative alpha-helical membrane-spanning segments of the blue pigment, and all 
involve a significant change in chemical properties. It seems reasonable to suppose 
that they may perturb the folding and/ or stability of the blue pigment, resembling in 
this regard many of the amino acid substitutions in rhodopsin that are responsible for 
one subtype of autosomal dominant retinitis pigmentosa (ADRP; see below). In both 
tritanopia and ADRP the dominant nature of the disorders suggests that the mutant 
protein actively interferes with photoreceptor function or viability. If this conjecture 
is correct, it leaves unexplained the differences in clinical course between tritanopia 
and retinitis pigmentosa. The nonprogressive nature of tritanopia may reflect an 
intrinsic difference in the physiology of rod and cone photoreceptors, a difference in 
the effects of the amino acid substitutions causing the two disorders, or merely the 
paucity of blue cones compared with rods in the human retina. 
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Rhodopsin Mutations in ADRP 
Several years ago we initiated a search for mutations in the gene encoding human 
rhodopsin. We reasoned that rhodopsin mutations would probably be associated 
with a defect in rod vision, experienced as night blindness. By analogy with the 
progressive macular degeneration present in some blue cone monochromats, it 
seemed reasonable to further suppose that some rhodopsin mutations might lead to 
a progressive degeneration of the rod-rich peripheral retina. With this general 
thought, we recruited participants with any of three inherited retinal disorders: 
congenital stationary night blindness, retinitis pigmentosa, and Leber's congenital 
amaurosis. 

Each of these disorders is extremely heterogeneous, both genetically and 
clinically (Heckenlively, 1988; Newsome, 1988). Stationary (i.e., nonprogressive) 
night blindness is characterized psychophysically by an increased rod threshold. As 
determined by electroretinography, the primary defect in some individuals appears 
to occur in the photoreceptor outer segment (Ripps, 1982). Retinitis pigmentosa 
affects 1 person in 4,000 in all populations studied. The hallmarks of retinitis 
pigmentosa are an early loss of rod function followed by a slow progressive degener
ation of the peripheral retina. The macula is typically spared until late in the course 
of the disease. Pedigree analysis of retinitis pigmentosa patients in the U.S. reveals 
that in 22% the disease is autosomal dominant, in 16% it is autosomal recessive, and 
in 9% it is X-linked (Boughman and Fishman, 1983). The remaining -50% of 
patients with no family history of retinitis pigmentosa are presumed to comprise 
additional instances of autosomal recessive and X-linked transmission, as well as new 
mutations of all types. Leber's congenital amaurosis is a diagnosis given to any infant 
with blinding retinal disease for which there is no infectious or metabolic cause, and 
which is unaccompanied by disorders elsewhere in the body. Some forms appear to 
be autosomal recessive based on the greater incidence of Leber's congenital amauro
sis after consanguinous mating. Overall, the incidence is - 1 per 35,000. 

To search efficiently for rhodopsin mutations in these three groups of subjects 
our strategy was to collect blood samples from unrelated participants and screen the 
DNA for rhodopsin gene mutations using PCR and DGGE. We focused initially on 
161 unrelated subjects with ADRP. This choice was prompted by the observation of 
McWilliam et al. (1989) that in one large Irish pedigree with ADRP the disease 
coinherited with that region of chromosome 3 to which we had previously mapped 
the rhodopsin gene (Nathans et al., 1986a). PCR and DGGE of each rhodopsin gene 
exon and the adjacent 25 bp of intron sequence revealed 13 point mutations at 12 
amino acid positions (Sung et al., 1991a; Fig. 7). 39 of 161 subjects carried one of the 
13 point mutations; no subject carried more than one. To determine whether these 
mutations were specifically associated with ADRP, we first examined a control 
population of 118 young adults with normal vision. None of the control samples was 
found to carry any of the 13 rhodopsin point mutations (Fig. 8). As a second test of 
this association, we examined the inheritance of each mutation in one or more 
affected families (Fig. 9). The presence or absence of retinis pigmentosa correlated 
with the presence or absence of the rhodopsin mutations in 174 of 179 individuals 
examined. Interestingly, four of the five exceptional individuals were from a single 
family and, although each carried the glycine106-to-tryptophan mutation, none re-
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Figure 7. Rhodopsin model 
showing the location of 13 mu
tations responsible for ADRP. 
The polypeptide chain is drawn 
as in Fig. 1. N and C denote 
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spectively. 

Figure 8. Frequency of rhodopsin mutation proline23-to-histidine in ADRP and control 
populations determined by allele-specific oligonucleotide hybridization. (A) PCR products 
encompassing rhodopsin exon 1 from 161 unrelated subjects with ADRP were arrayed on 
nitrocellulose filters and hybridized with a radiolabeled 13-mer probe corresponding in 
sequence to the proline23-to-histidine mutant sequence. 24 of 161 ADRP samples hybridize 
with the proline23-to-histidine probe. (B) As for A, except samples were derived from 118 
young adults with normal vision and, as a positive control, two ADRP subjects known to carry 
the proline23-to-histidine mutation (arrows). 
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Figure 9. Coinheritance of autosomal dominant retinitis pigmentosa and rhodopsin mutation 
arginine135-to-leucine. DNA samples from 33 family members were tested for the presence of 
the mutant sequence by allele-specific oligonucleotide hybridization. (A) Filled symbols, family 
members with retinitis pigmentosa; open symbols, unaffected family members; amiw, proband. 
(B) PCR products encompassing rhodopsin exon 2 from the 33 numbered family members 
were arrayed on a nitrocellulose filter and probed with a 13-mer probe corresponding in 
sequence to the arginine135-to-leucine mutant sequence. Asterisks indicate family members 
with retinitis pigmentosa. 

ported visual disturbances. They may represent examples of incomplete penetrance, 
delayed onset of disease, or very mild disease expression. 

The frequency distribution of particular rhodopsin mutations is dramatically 
skewed in this sample. One mutation, proline23-to-histidine, was observed in 24 of 
the 161 subjects. Each of the remaining 12 mutations was found in only one or two of 
the 161 subjects. These data are in agreement with those of Dryja et al. (1990b ), who 
found the proline23-to-histidine mutation in 17 of 148 unrelated ADRP subjects. A 
recent survey of 91 unrelated ADRP subjects from central Europe, Britain, and 
Ireland found no examples of the proline23-to-histidine mutation, suggesting that it 
may have originated in the United States (Farrar et al., 1990). 
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Functional Properties of Mutant Rhodopsins Responsible for 
ADRP 
As one approach to elucidating the pathogenic mechanisms operating in ADRP, 
each of the 13 mutant opsins has been produced by transfection of human embryonic 
kidney cells with a cloned human rhodopsin eDNA engineered to contain the mutant 
sequence (Sung et al., 1991b). In this tissue culture expression system, wild-type 
human opsin is targeted to the plasma membrane where it accumulates to a level of 
- 3 x 106 molecules per cell. Addition of 11-cis retinal to a crude membrane fraction 
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Figure 10. Photobleaching difference spectra of expressed mutant rhodopsins responsible for 
ADRP. Each curve represents the difference between spectra recorded before and after 
irradiation. After irradiation, all-trans retinal (the photoisomerization product) dissociates 
from opsin. The difference spectra show a positive excursion maximal near 500 nm, derived 
from rhodopsin, and a negative excursion, maximal near 380 nm, derived from released 
all-trans retinal. 

containing expressed wild-type opsin generates a photolabile rhodopsin with the 
predicted absorbance properties. 

The 13 opsin mutants fall into two distinct biochemical classes. Three mutants 
(class 1: phenylalanine45-to-leucine, glutamine344-to-termination, i.e., deletion of 
residues 344-348, and proline347-to-leucine) resemble the wild type in yield, regener
ability with ll-cis retinal, and plasma membrane localization. 10 mutants (class II: 
threonine17 -to-methionine, proline23-to-histidine, threonine58-to-arginine, valine87 -to
aspartate, glycine89-to-aspartate, glycine106-to-tryptophan, arginine135-to-leucine, argi
nine135-to-tryptophan, tyrosine178-to-cysteine, and aspartate190-to-glycine) accumu-



Visual Pigments and Inherited Variation in Human Vtsion 123 

late to significantly lower levels, regenerate variably or not at all with 11-cis retinal, 
and are transported inefficiently to the plasma membrane, remaining partially or 
predominantly in the endoplasmic reticulum (ER). Fig. 10 shows representative 
photobleaching difference spectra of wild-type and mutant opsins after reconstitu
tion with 11-cis retinal. Because class II mutant proteins accumulate to < 10% of the 
wild-type level as determined by protein blotting, the small amount of pigment 
formed by two of them (valine87 -to-aspartate and glycine89-to-aspartate) may repre
sent a normal efficiency of reconstitution of the small amount of protein present. Fig. 
11 shows a representative experiment in which transiently transfected cells were 

Figure 11. Immunolocalization of wild-type opsin (A and B), mutant proline23-to-histidine (C 
and D), and mutant tyrosine178-to-cysteine (E and F) in transiently transfected 293S cells. 
Cells were fixed 24 h after transfection and stained with MAb 104, which recognizes the 
carboxy terminus of rhodopsin (a kind gift of Dr. Robert Molday, University of British 
Columbia, Vancouver, BC), followed by fluorescent second antibody. Bar, 10 IJ.m. 
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Figure 12. Pulse-chase label
ing of mutant opsin proline23-

to-histidine (P23H) and wild
type (WT) opsin in 293S cell 
lines. Cells were incubated for 
30 min with [35S]methionine 
and then incubated in unla
beled methionine for the indi
cated chase times. (A) Opsin 
was recovered by immunopre
cipitation with MAb 1D4, re
solved on a 12.5% SDS/acryla
mide gel, and visualized by 
autoradiography. (B, C) Immu
noprecipitated opsin was di
gested as indicated by "+"with 
either endoglycosidase F (B) 
or endoglycosidase H (C). 
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fixed, permeabilized, and labeled with an anti-rhodopsin monoclonal antibody. 
Wild-type opsin (Fig. 11, A and B) accumulates in the plasma membrane, whereas 
mutants proline23-to-histidine (Fig. 11, C and D) and tyrosine178-to-cysteine (Fig. 11, 
E and F) accumulate in a fine reticular pattern with heaviest staining in the 
perinuclear region, a pattern consistent with protein accumulation in the ER. 

To biochemically assay the transit of newly synthesized opsin from ER to Golgi 
apparatus to plasma membrane, we measured the time course of acquisition and 
modification of asparagine-linked oligosaccharides. Human opsin contains two 
potential N-linked glycosylation sites in its amino-terminal extracellular domain that 
correspond to the two known sites of asparagine-linked glycosylation in bovine opsin. 
One experiment is shown in Fig. 12. Human embryonic kidney cell lines expressing 
either wild-type human opsin or mutant proline23-to-histidine were pulse labeled for 
30 min with [35S)methionine, followed by a variable chase period ranging from 15 min 
to 6 h. Radiolabeled opsin was immunoprecipitated and analyzed by SDS-PAGE. As 
shown in Fig. 12, newly synthesized wild-type opsin appears as a band with an 
apparent molecular mass of 39 kD. During the chase period, this band decreases in 
intensity and there is a concomitant increase in intensity of a family of bands between 
43 and 68 kD that corresponds to highly glycosylated monomeric opsin. No signifi
cant degradation is seen over the 6-h chase period. By contrast, newly synthesized 
proline23-to-histidine appears initially as a triplet of bands migrating at apparent 
molecular masses of 31, 35, and 39 kD. Over the 6-h chase period the bands appear to 
be degraded; no higher molecular mass species are observed. Digestion of each opsin 
sample with either endoglycosidase F (Fig. 12 B) or endoglycosidase H (Fig. 12 C) 
identifies the type of oligosaccharide chain present. Endoglycosidase F cleaves from 
the protein all asparagine-linked oligosaccharides; endoglycosidase H cleaves the 
high mannose form found in the ER but not the complex forms generated during 
transit through the Golgi apparatus. As expected, all of the higher molecular mass 
forms of opsin, both wild type and mutant, were cleaved by endoglycosidase F to 
yield a species with a mobility corresponding to that of the core polypeptide. In the 
wild-type sample, multimers were also present, presumably formed by aggregation of 
denatured opsin. The core polypeptide comigrated with the 31-kD band, a mobility 
closely matching that for opsin synthesized in vitro (Goldman and Blobel, 1981). By 
contrast, endoglycosidase H cleaves only the 35- and 39-kD species, producing the 
expected 31-kD core polypeptide. These data demonstrate that the 35- and 39-kD 
species carry high mannose core oligosaccharides, whereas the oligosaccharides 
carried by the heterogeneous family of bands between 43 and 68 kD have been 
modified by passage through the Golgi apparatus. The 31-, 35-, and 39-kD species 
appear to represent polypeptides carrying zero, one, and two high mannose oligo
saccharides, respectively. This biosynthetic analysis demonstrates that wild-type 
opsin proceeds from ER to Golgi to plasma membrane with little turnover, whereas 
proline23-to-histidine does not proceed to the Golgi apparatus and is rapidly de
graded. 

Rhodopsin Mutations and the Pathogenesis of ADRP 
The finding of a biochemical defect in 10 of 13 mutant rhodopsins (class II mutants) 
associated with ADRP strongly supports the genetic inference that they are respon
sible for the disease. The simplest interpretation of the class II biochemical pheno-
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type is that these mutants fail to fold correctly, or, once folded, are unstable. The 
behavior of class II mutants closely resembles that of a large number of bovine 
rhodopsin mutants in which alterations were constructed in the extracellular do
mains (Doi et al., 1990), suggesting that many additional sites in rhodopsin may, if 
mutated, lead to ADRP. Several class II mutations (glycine106-to-tryptophan, ty
rosine178-to-cysteine, and aspartate190-to-glycine) reside near cys110 or cys187, two 
conserved residues that form an essential disulfide bond in bovine rhodopsin (Karnik 
et al., 1988; Karnik and Khorana, 1990). These mutations may destabilize the protein 
by interfering with disulfide bond formation. 

Class II rhodopsin mutants join a growing list of plasma membrane protein 
mutants that share the property of retention in the ER, including class 2 LDL 
receptor mutants (Hobbs et al., 1990) and the most common allele of the cystic 
fibrosis transmembrane conductance regulator (Cheng et al., 1990). Among multisub
unit integral and transmembrane proteins, including the T cell receptor and the 
nicotinic acetylcholine receptor, monomeric or incorrectly assembled subunits are 
retained and degraded in the ER (Lippincott-Schwartz et al., 1988; Blount et al., 
1990). These data point to the existence of a mechanism in the ER that retains and 
degrades proteins that are incorrectly or incompletely folded or assembled (Klausner 
and Sitia, 1990). 

It would be of interest to determine the subcellular localization of the mutant 
rhodopsins in the photoreceptor. One type of cellular pathology might arise if, in the 
photoreceptor, the class II mutant opsins accumulate in the ER as they do in tissue 
culture. A slow death of rod photoreceptors might occur secondary to the metabolic 
costs associated with inefficiencies in ER function or degradation of the mutant 
protein. (In the normal case, the photoreceptors are spared the costs of degrading 
visual pigment because outer segment degradation is carried out exclusively by the 
retinal pigment epithelium.) A second type of pathology might arise if some fraction 
of the mutant opsin is transported to the outer segment, where it could interfere with 
phototransduction. This last conjecture may relate to the observation of a marked 
decrease in the rate of dark adaptation as well as an elevation in the dark-adapted 
threshold in many patients with ADRP (Newsome, 1988). In recent measurements of 
dark adaptation in patients with rhodopsin gene mutations threonine17-to-methi
onine, threonine58-to-arginine, arginine135-to-leucine, arginine135-to-tryptophan, and 
glutamine344-to-termination, greater consistency in the time course of adaptation is 
seen between patients carrying the same mutation, as compared with those carrying 
different mutations (Jacobson et al., 1991). 

The pathogenic mechanisms associated with class I mutants are not evident 
from the present set of experiments. It is possible that one of the class I mutants, 
phenylalanine45-to-leucine, represents a very mild class II phenotype, as it is the most 
conservative of the amino acid substitutions studied. The other two class I amino acid 
changes reside very close to opsin's carboxy terminus and together with valine345-to
methionine, proline347-to-serine, and proline347-to-arginine mutations reported in 
other ADRP families (Dryja et al., 1990a, 1991; Gal et al., 1991) imply an important 
functional role for this region. In this regard it is interesting that all mammalian 
visual pigments sequenced to date end with the sequence Val-X-Pro-X. 

At present, a total of 30 different rhodopsin mutations have been identified in 
ADRP patients (Dryja et al., 1990a, b, 1991; Gal et al., 1991; Inglehearn et al., 1991; 
Sheffield et al., 1991; Sung et al., 1991a ). Studies aimed at correlating clinical findings 
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with the type of mutation are underway in several laboratories. As described above 
for one analysis of dark adaptation, the first results of these studies suggest some 
degree of allele specificity to the pattern and severity of retinal dysfunction (Berson 
et al., 1991a, b; Fishman et al., 1991, 1992; Heckenlively et al., 1991; Jacobson et al., 
1991). 

Summary and Perspective 
Inherited variation in human vision has long been a source of fascination for those 
interested in the mechanism of vision. Anomalies of color vision were accurately 
described two centuries ago (Dalton, 1798), and those of rod vision, including 
retinitis pigmentosa, over one century ago (Danders, 1857). The present wealth of 
knowledge about these variations has been made possible by several experimentally 
favorable attributes of the human visual system. First, humans recognize and can 
accurately report abnormalities in their vision. As a result, many people with 
heritable visual impairments come to the attention of an ophthalmologist. Second, 
human visual psychophysics is a highly developed science which offers accurate, 
sensitive, and noninvasive tests for defining phenotypes. Third, the retina is the only 
part of the central nervous system that can be viewed directly. Monitoring its 
appearance through the ophthalmoscope makes it possible to follow at a tissue level 
the natural history of retinal disease. And fourth, inherited variations in the visual 
system rarely affect longevity or fecundity. The responsible alleles are, therefore, 
destined to increase in the human gene pool, as can be seen from the 8% incidence of 
red/green color anomaly among Caucasian males. 

The visual pigment mutations described here account for only a small part of the 
spectrum of inherited variation in human vision. It seems reasonable to suppose that 
for each gene expressed specifically in the visual system there will be some frequency 
of mutant alleles in the gene pool, and that mutations in many of these genes will 
produce a variant phenotype. 
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Introduction 
The light-regulated channels of rod and cone photoreceptors belong to a family of 
cyclic nucleotide-gated channels that are directly gated by the binding of cGMP or 
cAMP (for review see Yau and Baylor, 1989; Kaupp, 1991; Molday et al., 1992). 
Cyclic nucleotide-gated channels have been conclusively identified in rod (Fesenko 
et al., 1985) and cone (Haynes and Yau, 1985) photoreceptors and in sensory 

TABLE I 
Cyclic Nucleotide-Sensitive Channels 

Cyclic Nucleotide-Sensitive Channels 

Source Function Specificty Effect 
Ion Voltage 

Ref. 
selectivity dependent 

Drosophila ? cAMP Activation K+ channel No Delgado et 
muscle al. (1991) 

Bipolar reti- Glutamate- cGMP Activation1 Cation2? ND Nawyand 
nal cells induced Jahr(1990) 

hyperpo-
larization 

Collecting Electrogenic cGMP Inhibition3 Cation No Light et al. 
duct cells Na+ ab- (1990) 

sorption 
Sino-atrial Cardiac pace- cAMP Activation4 Cation Strong DiFrancesco 

node myo- maker and Tor-
cytes tora (1991) 

Limulus ven- Light-regu- cGMP Activation Cation Strong Bacigalupo et 
tral photo- lated chan- al. (1991) 
receptors nel 

Insect anten- Pheromone- cGMP5 Activation6 Cation Weak7 Zufall and 
nae dependent Hatt 

channel (1991) 
Cochlear hair ? cAMP Activation Cation Weak8 Kolesnikov et 

cells al. (1991) 
Pineal gland Phototrans- cGMP Activation Cation ND Dryer and 

duction Henderson 
(1991) 

1direct gating by cGMP is uncertain; :!reversal potential of suppressed current near 0 mV; 
3inhibition is not complete; phosphorylation by cGMP-dependent protein kinase also inhibits 
channels; 4cAMP shifts the voltage dependence of channel; direct opening as in the rod 
photoreceptor channel is not observed; 5channel is also activated by 2' ,3' cGMP; 6activation by 
cGMP is only observed after stimulation by pheromones; 7Zufall, F., personal communication; 
8between ± 30m V. 

neurons of the olfactory epithelium (Nakamura and Gold, 1987). Circumstantial 
evidence for cGMP-specific channels in other tissues exists for retinal bipolar cells 
(Nawy and Jahr, 1990; Shiells and Falk, 1990), renal inner medullary collecting duct 
(Light et al., 1990), ventral photoreceptors of Limulus (Bacigalupo et al., 1991), and 
insect antennae (Zufall and Hatt, 1991). cAMP-specific channels are electrophysio
logically observed in larval muscle of Drosophila (Delgado et al., 1991), sino-atrial 
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node myocytes (DiFrancesco and Tortora, 1991), and inner and outer hair cells of 
the mammalian cochlea (Kolesnikov et al., 1991). This class of cyclic nucleotide
sensitive channels is heterogenous, because cAMP and cGMP work by a variety of 
mechanisms (Table I). For example, cAMP shifts the voltage dependence of the it 
channel of sino-atrial node myocytes without changing the maximal current that is 
activated by strong hyperpolarization. The amiloride-sensitive channel of the collect-

TABLE II 
Properties of Cyclic Nucleotide-Gated Channels in Vertebrate 
Photoreceptors and Olfactory Sensory Neurons 

Molecular mass 
(kD) 

Subunit stoichiome
try 

Ligand specificity 

Ko(f.LM) 
Hill coefficient 
Ion selectivity: 

Px/PN, 

Pxl PNa ( expres
sion) 

Gx/GNa 

Divalent cation 
block 

Single-channel 
conductance 

Photoreceptors • 

Rod 

63 (80)1 

cGMP »cAMP 

cGMP -10--50 
1.5-3.1 

Cone 

ND 

ND 

cGMP »cAMP 

-35-70 
1.6-3.0 

Olfactory 
epithelium* 

-761 

ND 

cGMP ;;,: cAMPII 
cGMP »cAMP 

-0.7-2.1 
1.1-1.9 

NHt > Li+ > Na+ > K + > Rb+ > Cs+ = K+ > Rb+ > Li+ > Li+ > Na+ - K+ > 
1.96:1.25:1:0.89:0.73:0.67 Na+ - Cs+ = Rb+ > Cs+ = 

1.31:1.24:1.11:1:0.99 1.25:1:0.98:0.84:0.80 
NHt > K+ - Na+ > Li + > Rb+ > Cs+ = 

2.93:1.07:1:0.63:0.56:0.37 
NHt > Na+ - K+ > Rb+ > Li + L ~ Cs+ = Na+ > K+ > Li+ 

1.46:1:1.0:0.65:0.34:0.25 - Rb+ > cs+ = 

Na+ » Sr2+ > Ca2+ > Ba2 + > Mg2+ > Mn2+ = 

83.3:1.4:1:0.58:0.3 3:0.25 
+ 

20--25 pS 

1:0.83:0.77:0.77:0.48 

+ 

45-50 pS 

+ 

45pS 

1-cis-diltiazem + + 
Channel density - 300 - 20 ND 

(I-'m-') 

*Data from Cook eta!., 1987; Kaupp eta!., 1989; Yau and Baylor, 1989; Furman and Tanaka, 
1990; Haynes and Yau, 1990; Altenhofen eta!., 1991; Kaupp, 1991; and references therein. 
*Data from Nakamura and Gold, 1987; Kurahashi, 1989; Dhallan et a!., 1990; Ludwig et a!., 
1990; Zufall eta!., 1991; and Frings eta!., 1992. §Relative molecular mass calculated from the 
deduced amino acid sequence. IIRecordings in situ from amphibian (Nakamura and Gold, 
1987) and mammalian (rat) channel (Frings eta!., 1992) yield similar affinity for cAMP and 
cGMP. The expressed rat and bovine channels, however, exhibit a much higher affinity for 
cGMP than for cAMP. ND, not determined. 

ing duct is partially inhibited by cGMP directly, but also via phosphorylation by a 
cGMP-dependent protein kinase. Perhaps these channels do not belong to the same 
genetic family of cGMP-gated channels found in vertebrate photoreceptor cells and 
olfactory neurons. 

In contrast, the properties and amino acid sequences of cyclic nucleotide-gated 
channels from rod and cone photoreceptors and olfactory cilia are fairly similar (Yau 
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and Baylor, 1989; Kaupp, 1991). In the following section, some ofthe characteristic 
features of this family of ion channels will be discussed (Table II). 

Ion Permeability 
The rod cGMP-gated channel is a cation-selective channel that does not discriminate 
very well between monovalent alkali cations (Fesenko et al., 1985; Hodgkin et al., 
1985; Nunn, 1987; Kaupp et al., 1989; Furman and Tanaka, 1990; Luhring et al., 
1990; Menini, 1990). Relative ion permeabilities determined by measuring reversal 
potentials Vrev under symmetrical biionic conditions decrease in the following order: 
NHt > Li+ ;e:: Na+ ;e:: K+ > Rb+ > Cs+. In some reports Li+ is slightly less 
permeable than N a+, and K + is slightly more permeable than N a+. Given the small 
differences in Vrev' this variability probably reflects subtle differences in the experi
mental conditions. The cGMP-gated channel from cone photoreceptors exhibits 
slightly different but qualitatively similar relative ion permeabilities (McNaughton 
and Perry, 1990; Picones and Korenbrot, 1991). The selectivity series based on 
relative ion conductances (Gx+/GNa+) differs from the permeability series most 
noticeable in the position of Li+ (see Table II). The two selectivity series can be 
interpreted in terms of the Eyring rate theory of ion permeation (Hille, 1984). This 
theory depicts the ionic pathway through the aqueous pore as a series of energy 
barriers and energy wells. The difference in the height of the energy barriers at the 
entrance of the pore determines relative ion permeabilities, whereas the largest 
energy difference between a well and a barrier determines the rate at which ions pass 
through the channel. According to this theory, Li+ and Na+ can equally well enter 
cGMP-gated channels, but Li+ binds with higher affinity than Na+ to a site within the 
channel pore. 

The rod cGMP-gated channel is also permeable for divalent cations and allows 
Ca2+ and Mg2+ to enter the cell in the dark (Hodgkin et al., 1987; Nakatani and Yau, 
1988). Under physiological conditions (Na+ = 110 mM, Ca2+ = 1 mM, and Mg2+ = 1.6 
mM) -70% of the inward dark current is carried by Na+, 15% by Ca2+, 5% by Mg2+ 
via the cGMP-gated channel, and 8% by the Na+ flux through the Na/Ca, K 
exchanger (Nakatani and Yau, 1988). The Ca2+ flux has also been directly followed 
in vesicles with a Ca2+ indicator dye (Caretta and Cavaggioni, 1983; Koch and 
Kaupp, 1985; Cook et al., 1987). The massive Ca2+ influx is compensated by Ca2+ 
extrusion via a Na/Ca, K exchange mechanism (for reviews see Schnetkamp, 1989; 
McNaughton, 1990). The permeability for divalent cations is important for the 
normal physiology of the cell, because Ca2+ is part of a feedback loop that regulates 
the synthesis of cGMP by a guanylyl cyclase (Koch and Stryer, 1988; Dizhoor et al., 
1991; Lambrecht and Koch, 1991), Ca2+ thereby provides a route for recovery from 
the light response and adjusts the cell's light sensitivity (for review see Fain and 
Matthews, 1990; Pugh and Lamb, 1990; Kaupp and Koch, 1992). The Ca2+ permeabil
ity is closely related to its ability to block the channel (see below). The major 
single-channel conductance in rod cells in the absence of Ca2+ or Mg2+ is 20-25 pS 
(Haynes et al., 1986; Zimmerman and Baylor, 1986; Matthews and Watanabe, 1987; 
Hanke et al., 1988) and decreases to -0.1 pS in the presence of 1 mM Ca2+ or Mg2+ 
(Bodoia and Detwiler, 1985; Matthews, 1986). A single-channel conductance of 
::;; 0.1 pS reduces current noise generated by the open-closed fluctuations of the 
channel itself and thus improves the reliability of single-photon detection (Yau and 
Baylor, 1989). 



Cyclic Nucleotide-gated Channels 137 

The rod cGMP-gated channel is much more permeable for Ca2+ than for any 
tested monovalent ion. Relative permeabilities P cal PNa for Ca2+ and N a+ ions range 
between 4.1 and 31 (Menini et al., 1988; Suet al., 1991; Rispoli, G., W. A. Sather and 
P. B. Detwiler, manuscript submitted for publication). They are subject to some 
uncertainty, however, because Vrev is techniCally difficult to determine under symmet
rical biionic conditions. In contrast, the outward currents (at +60 mV) carried by 
divalent cations alone in excised membrane patches of amphibian rods were - 100-
fold smaller than the current carried by Na+ at equivalent ion activities (Colamartino 
et al., 1991). Within the framework of Eyring's rate theory, Ca2+ ions enter the 
aqueous pore more easily than Na+ ions but then are trapped with much higher 
affinity by a binding site within the channel. Consistent with this hypothesis, Ca2+ 
currents saturate at 100-1,000-fold lower Ca2+ concentrations than N a+ currents 
(see below). 

Ca2+ ions also permeate and block the olfactory channel. The most extensive 
study was performed by Frings and co-workers (Frings and Lindemann, 1991; Frings 
et al., 1992). Their results are largely similar to those obtained by Menini (1990) and 
Colamartino et al. (1991) for the rod cGMP-gated channel. The block by Ca2+ is 
more efficient from the outside (Ki = 0.25 mM, Vm = -80 mV) than from the inside 
(Ki = 10 mM, Vm = -80 mV; Frings and Lindemann, 1991; Frings et al., 1992). 
Interestingly, the frog but not the rat olfactory channel is highly conductive for earth 
alkali ions. For instance, in frog the current carried by Ca2+ alone can be as large as 
-10% of the Na+ current, whereas in rat the Ca2+ current is barely measurable. In 
amphibian rod photoreceptor channels, IcaiiNa ratios are at least 10-fold smaller 
( < 0.01) and more like those in the rat olfactory channel. Whether this difference 
reflects distinct roles for Ca2+ in amphibian and mammalian olfactory receptor cells 
remains to be established. 

Block by Divalent Cations 
When the extracellular side of a membrane patch is exposed to physiologic levels of 
Ca2+ and Mg2+ ( - 1 mM) and the intracellular side is bathed in a solution containing 
no Ca2+ or Mg2+, a strong outward rectification of the cGMP-activated current is 
observed (Matthews, 1986; Yau et al., 1986). When the gradient is reversed, the 
rectification becomes inwardly directed. Mter removal of divalent cations from both 
sides of the membrane, the current-voltage relation becomes almost linear and the 
current increases several-fold (Stern et al., 1986). These experiments suggest that the 
pronounced outward rectification (Bader et al., 1979) of the light-sensitive conduc
tance in intact rods is caused by a voltage-dependent blockage by Ca2+. One 
interpretation of this block assumes that in order to permeate the membrane, Ca2+ 
competes with other cations for binding site(s) in the channel pore. This hypothesis 
implies that divalent ions bind more strongly and hence occupy the channel for a 
longer time, thereby impeding the flux of more permeant monovalent ions. In fact, 
K112 constants for the interaction between Ca2+, Mg2+, Ba2+, Sr2+, and the channel 
pore are ::;; 100-300-fold smaller (0.05-3 mM; Menini et al., 1988; Colamartino et al., 
1991) than for alkali cations (160-250 mM; Menini, 1990). The blocking efficacy of 
divalent cations is inversely related to their ability to carry current through the 
channel (Colamartino et al., 1991). The least conducting Mg2+ ion is also the most 
potent channel-blocking ion species. 



138 Sensory Transduction 

The block by divalent cations depends in a complicated way on the membrane 
voltage and the cGMP concentration (Colamartino et al., 1991). For instance, Ca2+ 

ions block the channel more efficiently at lower than at higher cGMP concentrations. 
The inward current carried by Ca2+ at low cGMP levels is half maximal at a free 
external Ca concentration of -50-100 11M, and at higher cGMP concentrations it is 
half maximal between 1 and 10 mM Ca2+ (Menini et al., 1988). Thus, the open states 
of the channel at various cGMP concentrations should be different because they bind 
Ca2+ with different affinity. The block is still noticeable at -100 m V, and therefore 
divalent cations also block the channel in a voltage-independent fashion, perhaps by 
decreasing the open probability. 

Partially Liganded Channels? 
The channel might exist in two or more open states of different ionic selectivity 
(Cervetto et al., 1988; Menini et al., 1988), single-channel conductance (Haynes et 
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Figure l. Normalized I-V 
curves of the expressed rod 
cGMP-gated channel at dif
ferent cGMP concentrations. 
Experimental conditions as de
scribed in Altenhofen et a!. 
(1991). Currents have been nor
malized to the current acti
vated by 2 mM cGMP at +80 
mV. 

al., 1986; Zimmerman and Baylor, 1986; Hanke et al., 1988; Matthews and Watan
abe, 1987; Ildefonse and Bennett, 1991), and voltage dependence (Fig. 1). Condi
tions that elevate the concentration of cGMP in the rod cell also increase the 
permeability for divalent cations (Menini et al., 1988). Intracellular perfusion of rod 
outer segments with ATP /GTP-containing solutions also facilitates permeation of 
Ca2+ (Rispoli and Detwiler, 1990). The mechanisms that switch the relative Ca2+ 

permeability seem to be different for cGMP and noncyclic nucleotides (Rispoli and 
Detwiler, 1990). The amino acid sequence does not contain consensus motifs for 
phosphorylation by cGMP- or cAMP-dependent protein kinases and the protein is 
not phosphorylated in vitro (Kaupp, U. B., unpublished observations). Therefore, it 
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is unlikely that ion permeation is modulated by cGMP- or cAMP-dependent 
phosphorylation. 

A hypothesis compatible with these observations assumes that the channel exists 
in several open states with different numbers of cGMP molecules bound. At low 
cGMP concentrations the channel is only partially liganded and does not permit the 
passage of cations as easily as the fully liganded open state. Consistent with this 
interpretation, smaller single-channel conductances are observed in addition to a 
major conductance level of 20-25 pS (Haynes et al., 1986; Zimmerman and Baylor, 
1986; Matthews and Watanabe, 1987; Hanke et al., 1988; Ildefonse and Bennett, 
1991). 

The existence of several channel conformations of distinct voltage dependence 
is also suggested by Fig. 1. The macroscopic current I is a function of the single
channel current i, the open probability Pm and the number of ion channels N in the 
patch: 

I= i ·Po ·N 

If the channel exists in a single, fully liganded open state, normalized macroscopic 
I-V curves must scale because cGMP should affect only P0 and not i. Unexpectedly, 
I-V relations at different cGMP concentrations do not scale (Fig. 1 ). At low cGMP 
concentrations the I-V relation is strongly outwardly rectifying, but becomes more 
linear at higher cGMP concentrations. This behavior can be understood if the 
fractions of fully and partially liganded channel species change with the agonist 
concentration and if the electric properties change with the number of bound 
ligands. It has been proposed that the outward rectification of the light-sensitive 
current in an intact rod cell is due largely to a voltage-dependent block by external 
Ca2+ and Mg2+ (Matthews, 1986). Because the cGMP concentration of a rod 
photoreceptor in the dark is only a few micromolar (Yau et al., 1986), a significant 
portion of the outward rectification could also result from a strong voltage depen
dence of partially liganded channels that prevail at low cGMP concentrations. 

Channel conformations of different Ca2+ permeability might serve an important 
physiologic role. In the dark, partially liganded channels that are less CaZ+ perme
able might be predominant, because the resting concentration of cGMP is low. At 
higher cGMP concentrations, the fraction of channel species that are more perme
able for Ca2+ ions increases, allowing a larger portion of the inward current to be 
carried by Ca2+ ions. Thereby the tight control of cGMP concentrations by the Ca2+ 

feedback loop is reinforced. 

Is the cGMP-gated Channel a Ca2+ Channel? 
The permeability properties of the rod cGMP-gated channel are superficially remi
niscent of voltage-gated Ca2+ channels. Quantitatively, however, Ca2+ channels 
behave quite differently in several important aspects (for review, see Tsien et al., 
1987). The Ca2+ channels discriminate much better between Ca2+ and monovalent 
cations (Pca/PNa = 1167; Tsien et al., 1987) than the rod cGMP-gated channel 
(PeaiPNa "" 4.1-31; Menini et al., 1988; Suet al., 1991). Ca2+ channels only allow the 
permeation of monovalent cations in the complete absence of Ca2+ ions, and a few 
micromolar of Ca2+ are sufficient to inhibit the flux of monovalent cations entirely. 
At millimolar concentrations of Ca2+, the majority of the current through the rod 
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cGMP-gated channel is still carried by Na+. Ca2+ channels are virtually impermeable 
to Mg2+, whereas Mg2+ ions can pass through the rod cGMP-gated channel (Naka
tani and Yau, 1988; Colamartino et al., 1991). 

Molecular Composition and Cellular Distribution 
The rod channel polypeptide isolated from bovine retinas has a molecular mass of 
-63 kD as determined by SDS-PAGE (Cook et al., 1987), whereas the amino acid 
sequence deduced from cloned eDNA predicts a molecular mass of - 80 kD (Kaupp 
et al., 1989). The purified polypeptide begins with Ser 93 at the NH2 terminus. 
Expression of cloned eDNA in Xenopus oocytes or COS cells results in a protein of 
-78 kD, as predicted from the deduced amino acid sequence (Molday et al., 1991). 

The size of the protein has been also determined in photoreceptors from five 
different species by Western blotting, and in whole ROS in the presence of high 
concentrations of protease inhibitors. In all these studies molecular species of - 63 
kD were detected. An antibody against the NH2 terminus of the 63-kD polypeptide 
which does not recognize the 78-kD channel protein expressed in COS cells or 
Xenopus oocytes intensely labels the photoreceptor outer segment layer as visualized 
by immunofluorescence microscopy (Molday et al., 1991). These results suggest that 
the 63-kD polypeptide is the mature form of the channel in outer segments and that 
the channel is processed during or after translation in the inner segment. Cleavage 
might serve as a specific signal for targeting the channel protein to the plasma but not 
the disk membrane. 

The channel protein resides almost entirely in the plasma membrane and not in 
the disk membrane (Bauer, 1988; Caretta and Saibil, 1989; Cook et al., 1989). A 
mean channel density of -300 J..Lm- 2 in the plasma membrane has been estimated 
from electrophysiological (Bodoia and Detwiler, 1985; Haynes et al., 1986; Zimmer
man and Baylor, 1986) and biochemical measurements (Bauer, 1988; Cook et al., 
1989). The molar ratio between the Na/Ca, K exchange molecule and the rod 
cGMP-gated channel is about unity (Cook et al., 1987, 1989; Cook and Kaupp, 1988; 
Reid et al., 1990; Bauer and Drechsler, 1992) and both transport proteins seem to be 
specifically associated and interact with each other (Bauer and Drechsler, 1992). 

By comparing the primary structure of the rod cGMP-gated channel with the 
amino acid sequence of other cyclic nucleotide-binding proteins, in particular 
cGMP-dependent protein kinases ( cGK), a putative cGMP-binding site is identified 
near the carboxy terminus of the polypeptide (Kaupp et al., 1989). In cGK, there are 
two cGMP-binding domains in a tandem-like arrangement that are homologous to 
each other (Takio et al., 1984), whereas the amino acid sequence of the cGMP-gated 
channel contains only one cGMP-binding site (Kaupp et al., 1989). 

A single cGMP-binding site per monomer has important ramifications for 
predicting the number of monomers that form the functional channel. Analysis of the 
cGMP concentration dependence of channel activation gives a Hill coefficient (n) of 
1.7-3.1 (for summary, see Yau and Baylor, 1989; Kaupp, 1991). A value of n ~ 3 
suggests that complete channel activation requires the cooperative binding of at least 
four molecules of cGMP. The Hill coefficient only estimates the minimum number of 
ligands, while the actual number could be larger. Because only one cGMP molecule 
can be bound per polypeptide monomer, the channel must be composed of four or 
more monomers. It will be interesting to learn whether cGMP-gated channels are 
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composed of four subunits, like K+ channels (MacKinnon, 1991) (or the pseudo
symmetric arrangement of four homologous repeats of Na+ or Ca2+ channels), or 
whether they form pentameric structures similar to other ligand-gated channels 
(Langosch et al., 1990). The knowledge of the subunit composition of the cGMP
gated channel may help to classify cyclic nucleotide-gated channels among other 
genetic families of ionic channels. For example, cyclic nucleotide-gated channels fall 
into the class of ligand-gated channels because they are opened by the binding of a 
small molecule to a receptor site on the channel polypeptide. However, we did not 
detect a significant similarity between the amino acid sequences of cyclic nucleotide
gated and other ligand-gated channels. Instead, cyclic nucleotide-gated channels 
from rod photoreceptors and olfactory epithelium contain a putative transmembrane 
topography and a voltage-sensor sequence motif (Kaupp et al., 1989; Dhallan et al., 
1990; Jan and Jan, 1990; Ludwig et al., 1990) that are reminiscent of voltage-gated 
channels. The most striking amino acid similarity exists between cyclic nucleotide
gated channels and the eag gene product of Drosophila which is a K +-selective 
channel (Guy et al., 1991). 

Ligand Selectivity 
The cyclic nucleotide-gated channels from rod photoreceptors and olfactory sensory 
neurons contain a single region near the COOH terminus of the polypeptides, 
comprising - 80-100 amino acid residues, that exhibits significant sequence similar
ity to both cGMP-binding domains of cGMP-dependent kinases (Kaupp et al., 1989; 
Ludwig et al., 1990). The sequence similarity is less pronounced between the 
corresponding regions of the channels and of cAMP-dependent kinases ( cAK), or 
the catabolite gene activator protein of Escherichia coli (CAP). The comparison 
suggests that the channel polypeptides carry a ligand-binding site that is structurally 
more similar to cGMP than to cAMP-binding proteins. In fact, cyclic nucleotide
gated channels from rod and cone photoreceptors and mammalian olfactory sensory 
neurons are more sensitive to cGMP than to cAMP (Table II). Although the 
olfactory channel has a cGMP-specific binding site, cAMP probably represents the 
physiologic ligand of this channel (Lancet and Pace, 1987; Breer et al., 1990). At 
present, the available evidence does not support a similar role for cGMP in olfactory 
transduction (Shirley et al., 1986). 

A threonine residue is invariant in the two cGMP-binding domains of all cGKs 
but is exchanged for an alanine residue in 23 of 24 cAMP-binding sites in cAK 
(Weber et al., 1989). The mammalian rod and olfactory cyclic nucleotide-gated 
channels contain a threonine residue at this particular position (Kaupp et al., 1989; 
Dhallan et al., 1990; Ludwig et al., 1990; Fig. 2). It has been proposed that this 
alanine/threonine difference might have been important in the evolutionary diver
gence of cyclic nucleotide-binding sites and that it provides the structural basis for 
discriminating between cAMP and cGMP (Weber et al., 1989). 

The hypothesis by Weber et al. (1989) predicts that a threonine residue 
enhances cGMP binding by forming a hydrogen bond with the guanine 2-amino 
group of cGMP, whereas no such interaction can occur with cAMP. Specifically, the 
K112 constants for cGMP and cAMP should become similar in threonine/alanine 
mutant channels if the difference in binding affinity is caused by the threonine-ligand 
interaction alone. We tested the validity of this hypothesis for cyclic nucleotide-
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Figure 2. (Top) Comparison of the aligned amino acid sequences of parts of the cyclic 
nucleotide-binding site of several cyclic nucleotide-binding proteins (for details, see Kaupp et 
a!., 1991). The position of the predicted structure of (3-strands of the binding site model in 
Weber eta!. (1987) is indicated by bars and numbers. Arrowhead indicates position of the 
exchanged threonine residue, and asterisks indicate identical residues. Numbers in parenthe
ses refer to binding domain 1 or 2. Sequences are from Kaupp et a!. (1989), Ludwig et a!. 
(1990), and Weber et a!. (1987, 1989). (Bottom) Predicted sites of contact between cGMP and 
the binding site in cGK and cyclic nucleotide-gated channels. Hypothetical hydrogen bonds 
are indicated by interrupted lines (adapted from Shabb eta!., 1990); numbers refer to position 
of amino acid residues in the sequence of the photoreceptor (olfactory) channel polypeptide. 
The hydrogen bond marked by a question mark is probably not involved in cAMP or cGMP 
binding. (Reproduced from Proceedings of the National Academy of Sciences, USA, 1991, 
88:9868-9872, by permission.) 
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gated channels by mutagenesis and expression of wild-type and mutant channels 
from rod photoreceptors and olfactory epithelium (Altenhofen et al., 1991). 

Replacement of the respective threonine residues T560 (rod) and T537 (olfac
tory) by alanine decreases the cGMP-sensitivity - 30-fold but affects cAMP sensitiv
ity only slightly (Fig. 3, A and B). K 112 values for activation by cAMP and cGMP 
become largely similar in the threonine/alanine mutant channels. Replacement of 
threonine by serine, an amino acid residue that also can form a hydrogen bond, even 
improves cGMP sensitivity two- to threefold (Fig. 4). The threonine/alanine differ-

A 

X 1.0 
0 Figure 3. Ligand sensitivity of 
E normalized currents I I I max of s 0.8 

mutant channels. The smooth ..... 
lines without symbols repre-c 

OJ 0.6 .._ 
sent the fitted dose-response .._ 

::1 
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curves of wild-type channels for 
"0 

0.4 
OJ cGMP (thick lines) and cAMP 
~ 
0 0.2 (thin lines). (A) T560A rod mu-
§ tant: •. cGMP; 6, cAMP. K 112 0 
z 0.0 (cGMP) = 1,038 ± 30 1-1M, n = 

1.8 ± 0.1; K 112 (cAMP) = 
10 100 1000 10000 2,250 ± 150 1-1M, n = 1.9 ± 0.2. 

Ligand [,u.M] (B) T537A olfactory mutant: 
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Ligand [,u.M] 

ence is only one among several factors that determine the absolute binding affinity. 
Apparently there are at least two different levels of structural organization of cyclic 
nucleotide-binding sites. The first level involves an invariant sequence pattern of 
amino acids shared by the kinase and channel family of cyclic nucleotide-binding 
sites (Kaupp et al., 1992): [NDEQRK)G[DEA)X[AG)XXX[FY)XXXXG(15-
35)GE(5-20)R[ATSQ)A. X can be any amino acid, letters in brackets denote 
alternative amino acid residues at the relevant position, and numbers indicate the 
variable number of intervening residues. We define this sequence motif as the "core" 
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Figure 4. cGMP and cAMP activation constants K112 of wild-type and mutant rod photorecep
tor and olfactory channels. Single letter code of amino acid residues. K112 was determined at 
+80mV. 

of the binding site. The highly conserved arginine and glutamate residues (see Fig. 2) 
have been shown to interact with the cyclic phosphodiester and the ribose moiety in 
the CAP protein. At this level, a threonine residue increases cGMP affinity by 
formation of an additional hydrogen bond. In contrast, binding of cAMP to cAK 
does not involve hydrogen bonds with the adenine ring but different mechanisms 
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such as stacking interactions or van der Waals forces (for review, see Taylor et al., 
1990). Depending on the relative contribution of each interaction mechanism, it is 
conceivable that cyclic nucleotide-binding sites might exist that contain a threonine 
residue but which are more sensitive to cAMP than to cGMP. In this respect it will be 
interesting to determine the amino acid sequence of cAMP-specific channels (Del
gado et al., 1991; DiFrancesco and Tortora, 1991). For the rod photoreceptor and 
olfactory channel, however, we were able to show that the threonine/alanine 
exchange is sufficient to establish the physiologic range of nucleotide selectivity. At a 
second level, interaction between the core of the ligand-binding site and other parts 
of the same or a neighboring subunit mediates activation of the channel. It affects the 
activation constant independently of the ligand species and might account for the 
absolute difference in sensitivity between the rod photoreceptor and the olfactory 
channel. In fact, the K 112 constant of a chimeric rod channel that contains the binding 
region of the olfactory channel is similar to that of the wild-type rod channel. An 
analogous result was obtained with the respective olfactory channel chimera (Lud
wig, J., W. Altenhofen, and U. B. Kaupp, unpublished observations). The impor
tance of interactions between the binding site and other parts of the polypeptide for 
binding and activation has been also demonstrated in cAK, cGK, and catabolite gene 
activator protein (Chau et al., 1980; McKay et al., 1982; Garges and Adhya, 1985; 
Weber et al., 1987; Landgraf and Hofmann, 1989). 
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Introduction 
Vision begins in the retinal rods and cones, where light from the outside world is 
converted into electrical signals that can be transmitted to other neurons in the eye 
and brain. This initial step in vision has crucial importance for two reasons. First, it is 
obligatory. When it fails, as in diseases such as retinitis pigmentosa, a willing brain is 
left unable to see. Second, transduction sets fundamental limits on the performance 
of the visual system as a whole. For example, the laws that govern transduction fix the 
absolute sensitivity of vision, its sensitivity to lights of different wavelength, and its 
temporal resolution. 

In recent years, visual transduction has attracted intense interest from workers 
in a host of fields outside vision. The molecular mechanism is rapidly being 
unraveled, revealing strategies for signal transduction that are utilized by many types 
of cells. Among cells performing signal transductions, photoreceptors offer special 
experimental advantages that have greatly facilitated progress. Thus, visual transduc
tion occurs in the outer segment, an organelle that is specifically devoted to the task. 
Isolated outer segments can be studied by physiologists, while large numbers, at high 
purity, can easily be obtained by biochemists. Furthermore, transduction in photore
ceptors is triggered by a stimulus that can be precisely controlled. 

This paper reviews physiological studies from my laboratory on visual transduc
tion. An attempt is made to put the work in context, but citations of the relevant 
literature are not comprehensive. 

Role of Electrical Signals in Transduction 
A distance-spanning signal is required to couple light absorption in the outer 
segment to transmission at the synaptic terminal. Diffusion of a chemical messenger 
substance would be prohibitively slow over the tens of micrometers that separate the 
two sites, and instead a change in membrane potential serves to carry information 
between them. The nature of the voltage change was clarified when Tomita (1965) 
reported that light evokes a slow hyperpolarization of the membrane. Fig. 1 shows a 
family of hyperpolarizing responses recorded from a turtle cone in an eyecup 
preparation. The stimuli were brief flashes whose strength varied over a wide range. 
As the flash strength was raised, the size of the response grew. Responses less than 
- 5 m V varied linearly with flash strength, but larger responses grew less than 
linearly. Eventually the responses saturated at an amplitude of 25 mV. 

Some physiologists questioned whether a negative-going voltage change could 
control the flow of visual messages to central neurons, but Baylor and Fettiplace 
(1977) removed any final doubts by demonstrating that the hyperpolarization is 
indeed necessary and sufficient. We recorded intracellularly from a single turtle cone 
while observing impulses in a retinal ganglion cell that received input from the cone. 
When the cone was hyperpolarized by injecting current into it the ganglion cell gave a 
response identical to that elicited by stimulating the cone with a small spot of light. 
Depolarizing current, which blocked the cone's response to a small spot of light, 
blocked the ganglion cell's response to the spot of light. As might be expected from 
work on presynaptic terminals at other chemically transmitting junctions, the hyper
polarization lowers the rate of secretion of transmitter at the photoreceptor terminal 
(Dowling and Ripps, 1973). Remarkably, the secretion seems to occur by a nonvesic-
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ular, carrier-mediated mechanism as well as by vesicular release (Miller and Schwartz, 
1983; Schwartz, 1986; Szatkowski et al., 1990). 

In the dark-adapted state, the hyperpolarization evoked by a weak flash varies 
linearly with flash strength, and the cell's sensitivity is constant over time. Thus the 
response to a dim step of light can be predicted from the time integral of the 
response to a dim flash (Baylor and Hodgkin, 1973). This behavior is expected if 
absorbed photons generate elementary hyperpolarizations that are additive and 
independent. The time course of the response to a brief dim flash then represents the 
average shape of the single photon effect. This impulse response, which resembles 
the output of a multistage low-pass filter (Baylor et al., 1974), has a mean duration of 
tens to hundreds of milliseconds. Rods, which are more sensitive than cones, also 
have slower impulse responses, as if larger gain is obtained by allowing amplification 
to proceed for a longer period of time. 

Linearity continues to apply to small incremental responses in steady back
ground light, but backgrounds change the state of the transduction mechanism as 
indicated by a reduction in the amplitude and duration of the incremental response 

200 400 

ms 

600 

Figure 1. Light-evoked hyper
polarizations in a red-sensitive 
turtle cone recorded by an in
tracellular electrode in an eye
cup preparation. Superimposed 
recordings of membrane poten
tial as a function of time; the 
upper trace is a stimulus moni
tor. Brief flashes of increasing 
strength were delivered at time 

zero over a spot 75 1-Lm in diameter centered on the cell. Stimulus strengths were raised by 
factors of two. The flashes were white; their equivalent strengths at 644 nm (the wavelength of 
maximal sensitivity) ranged between 41 and 6.7 x lOS photons 1-Lm-2• The cell's linear flash 
sensitivity was 24 1-L V photon-1 j.Lm2• (Reproduced from]. Physiol. [Lond.], 1974,242:685-727, 
by copyright permission of Cambridge University Press.) 

(Baylor and Hodgkin, 1974). This effect, background adaptation, prevents the 
response from reaching the saturating amplitude, at which modulations in the light 
level are no longer encoded. 

Light Lowers the Conductance of the Outer Segment 
20 years ago three lines of evidence converged to indicate that the light-evoked 
hyperpolarization is generated by the reduction of a cationic conductance in the 
surface membrane of the outer segment: (a) the membrane resistance of photorecep
tors rises during the response to light (Toyoda et al., 1969), and the response reverses 
sign when a cell is polarized to potentials around 0 m V by current injection (Baylor 
and Fuortes, 1970); (b) illun;tination reduces an inward current present at the outer 
segment in darkness (Hagins et al., 1970); (c) light reduces the rate at which an 
isolated outer segment recovers from the shrinkage induced by sudden exposure to a 
hypertonic solution (Korenbrot and Cone, 1972). 

A modern experiment demonstrating the conductance decrease is shown in Fig. 
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2. A suction electrode collected the membrane current from the outer segment of an 
isolated salamander rod whose membrane potential was clamped with a pair of 
intracellular electrodes in the inner segment. The outer segment current is plotted as 
a function of voltage with the cell in darkness (relation 1), steady half-saturating light 
(2), or bright light (3). In darkness there was an inward current in the physiological 
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Figure 2. Light-evoked conductance decrease in surface membrane ofthe outer segment of an 
isolated salamander rod. The outer segment's membrane current (ordinate) was recorded 
with a suction electrode while the membrane potential (abscissa) was clamped by a pair of 
intracellular electrodes placed in the inner segment. Current-voltage relations in darkness 
(1 ), half-saturating light (2 ), and saturating light (3) were determined in interleaved trials. 
The slope of the line fitted to the points in saturating light corresponds to a conductance of 0.8 
pS. (Reproduced from 1 Physiol. [Lond.], 1986, 371:115-145, by copyright permission of 
Cambridge University Press.) 

voltage range ( -35 to -70 mV). The current reversed sign near +8 mV, consistent 
with a relatively nonspecific cationic conductance. At more positive potentials the 
current became large and outward. In steady light of half-saturating intensity, the 
current at each voltage was smaller, indicating a reduction in membrane conduc
tance. In bright light, the currents were negligible at all voltages, and the residual 



Transduction in Photoreceptors 155 

conductance was estimated as < 1 pS. This is smaller than the conductance of a 
single potassium or chloride channel, indicating that leakage channels are efficiently 
excluded from the outer segment. This feature, together with the very small slope 
conductance at physiological voltages in darkness, minimizes attenuation of light
evoked voltage changes during their spread over the outer segment (see Yau and 
Baylor, 1989). 

The strong outward-going rectification in the current-voltage relation appears 
to arise from voltage-dependent block of the channel by divalent cations from the 
external solution (see Yau and Baylor, 1989) and voltage dependence in the 
activation of the channel by cyclic GMP (Karpen et al., 1988a, and see below). 

Electrical Microanalysis: Single Photon Effect and Dark Noise 
Celebrated psychophysical experiments of Hecht et al. (1942) revealed that a human 
rod generates a detectable output signal when it absorbs only a single photon. 
Indeed, the sensitivity of rod vision is so great that the energy needed to lift a sugar 
cube one centimeter, if converted to blue-green light, would suffice to give an intense 
sensation of a flash to every human who ever existed. What signal encodes the 
absorption of a photon? Attempts to measure the quantal response by intracellular 
recording failed because the electrical junctions between rods (reviewed in Gold, 
1981, and McNaughton, 1990) severely reduce the amplitude of the elementary 
voltage change while distributing it over a number of cells (Fain, 1976). 

The single photon effect was resolved by recording membrane current from the 
outer segment of a single toad rod with a suction electrode, as illustrated in Fig. 3. 
The cell was stimulated with steady lights of decreasing intensity. In very dim light 
(lowest trace), the photocurrent broke up into a series of discrete responses - 1 pA 
in size. These responses are attributed to single photons because their probability of 
occurrence in dim light is well predicted by the probability that the light will 
photoisomerize single rhodopsin molecules in the cell. 

The single photon effect has three striking properties: (a) It is highly amplified. 
During the response the entry of over a million sodium ions is blocked, and at the 
peak of the response -3% of the cell's entire dark current is shut off. The smoothly 
rounded shape of the waveform suggests that many single channel currents are 
suppressed. (b) The size and shape of the response are highly reproducible. For 
example, the amplitude distribution of the single photon response resembles a 
Gaussian with a standard deviation about one-fifth of the mean. Reproducibility is a 
desirable feature of an important signal, but the molecular mechanism that produces 
it is still not clear (see below). (c) The response occurs on a quiet baseline, as 
required for reliable detection. 

The current in darkness is relatively quiet but not perfectly so. In the band of 
frequencies that comprise the single photon effect there are two dominant compo
nents of noise (Baylor et al., 1980, 1984). One component consists of spontaneous 
events resembling responses to single photons. On average these occur about once 
per minute in a toad rod at room temperature. The rate of occurrence is strongly 
dependent on temperature, the apparent activation energy being - 22 kcal moi- 1 

(Baylor et al., 1980). This is similar to the activation energy for thermal isomerization 
of 11-cis retinal in solution (Hubbard, 1966), suggesting that the spontaneous events 
are triggered by thermal isomerization of rhodopsin's retinal chromophore. From 
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the 3 x 109 rhodopsin molecules in a toad rod outer segment and the frequency of 
occurrence of noise events one calculates that the thermal half-life of the chro
mophore is 2,200 yr. Now recent spectroscopic studies show that light photoisomer
izes the chromophore in less than 1 ps (Schoenlein et al., 1991). Light therefore has 
the remarkable effect of increasing the rate constant for isomerization by over 23 
orders of magnitude. 
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Figure 3. Isolation of the single photon effect in a toad rod. Membrane currents recorded 
from the outer segment of a toad rod in a small piece of chopped retina are plotted as a 
function of time. The cell was stimulated with steady light for the periods indicated by the lines 
under the traces. Applied light intensities (photons J..Lm-2 s-1 at 500 nm) are indicated above 
the lines. Ordinate scale is membrane current relative to the level in darkness. Outward 
current transients in the lowest trace are responses to single photons. (Reproduced from 
J. Physiol. [Lond.], 1979, 288:613-634, by copyright permission of Cambridge University 
Press.) 

A second component of the dark noise consists of a maintained low-frequency 
rumble with an rms amplitude about one-fifth that of the single photon effect. 
Spectral analysis indicates that the underlying shot effect has a rounded rise followed 
by an exponential decay (Baylor et al., 1980). Rispoli et al. (1991) have recently 
proposed that this component of the noise arises from pulsatile activity of the 
guanylate cyclase in the outer segment (see below). A third, high-frequency compo
nent of rod noise, attributable to gating of the light-regulated channels themselves, 
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has been observed in whole cell patch-clamp recordings by Gray and Attwell (1985) 
and Bodoia and Detwiler (1985). 

The photon-like dark noise sets an absolute limit on the ability to detect dim 
light and provides a physiological basis for the "dark light" inferred by psychophysi
cists (see Barlow, 1972; Baylor et al., 1980, 1984). The mechanism by which very small 
photon-induced voltage signals, submerged in a sizeable continuous noise back
ground, are successfully transmitted to second-order cells and separated from noise 
is not yet clear. 

The single photon response of cones is too small to be resolved by present 
methods, but analysis of responses to dim flashes suggests that the amplitude of the 
elementary effect is -1150 that in a dark-adapted rod. Cones are also somewhat 
noisier than rods (Lamb and Simon, 1976; Schnapf et al., 1990), perhaps in part 
because the cone pigments are less stable than rhodopsin. 

Transduction in Primate Photoreceptors 
We have used suction electrodes to observe transduction in primate rods and cones 
(Baylor et al., 1984, 1987; Schnapf et al., 1987, 1990), which were previously 
inaccessible to single cell recording. Yau's group has also used this method to record 
from a variety of mammalian photoreceptors (Tamura et al., 1989, 1991; Nakatani et 
al., 1991). Fig. 4 shows families of flash responses from a monkey rod and cone. The 
rod responses are slower than those of the cone and are monophasic, while the cone 
responses show a prominent undershoot. Both sets of responses in Fig. 4 are faster 
than those recorded from cells of cold-blooded animals because they were recorded 
at 37°C. The undershoot in the cone responses is generated by increased activation of 
the light-regulated conductance; modeling suggests that it may result from negative 
feedback between internal Ca2+ and cyclic GMP (Schnapf et al., 1990, and see 
below). 

The kinetics and intensity dependence of transduction in the primate photore
ceptors provide a physiological basis for several psychophysical observations on 
human vision, including the long temporal integration in rod and cone vision, the 
saturation of vision by bright light (transient in cone vision), the resonant peak in the 
flicker sensitivity of cone vision, and, as mentioned above, the scotopic dark light (see 
Baylor et al., 1984; Baylor, 1987; Schnapf et al., 1990). 

Control of Channels by Cyclic GMP Cascade 
Over the past decade biochemical and physiological evidence from laboratories 
around the world has converged to indicate that light closes the outer segment 
channels by the mechanism diagrammed in Fig. 5. Guides to the literature may be 
found in recent reviews (Yau and Baylor, 1989; Lamb and Pugh, 1990; McNaughton, 
1990; Pugh and Lamb, 1990; Stryer, 1991). In darkness the channel is held open by 
cyclic GMP, which is present at relatively high concentration. Cations, principally Na 
and Ca, enter the cell through open channels, carrying an inward current which 
partially depolarizes the membrane. Absorption of a photon photoisomerizes the 
11-cis retinal chromophore of rhodopsin, causing the protein to become an active 
enzyme. In the active state, rhodopsin catalyzes the exchange of GTP for GDP on 
transducin. This process rapidly amplifies the number of active particles, as one 
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Figure 4. Photocurrents of a rod and red cone from the retina of the monkey Macaca 
fascicularis. Flash monitor trace below. Flash strengths were raised by factors of two. The 
expected numbers of photoisomerizations per flash varied between 2.9 and 860 for the rod and 
between 190 and 36,000 for the cone. Some responses were averaged from multiple trials to 
reduce noise. (Reproduced from Invest. Ophthalmol. & Vzsual Sci., 1987, 28:3~9, by 
copyright permission of J.B. Lippincott Company.) 

active rhodopsin generates hundreds of active transducins within a fraction of a 
second. Transducin-GTP then activates cyclic GMP phosphodiesterase. This enzyme 
rapidly hydrolyzes the cyclic GMP in the region near the disc in which the photo
isomerization occurred. Cyclic GMP is no longer available to hold the channels open 
and they close, abolishing the inward current, hyperpolarizing the cell, and lowering 
the rate of secretion of transmitter at the synaptic terminal. Fesenko et al.'s (1985) 
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pivotal discovery of a cyclic GMP-activated conductance in the surface membrane 
unified biochemical and physiological results by providing a mechanism by which 
cyclic GMP could modulate current through the surface membrane. They also 
discovered that the activation was direct and did not require other nucleotides such 
asATP. 

A light-induced fall in the internal concentration of calcium ions regulates the 
kinetics and gain of transduction. Ca2+ enters the outer segment through open cyclic 
GMP-activated channels and is extruded by a Na/Ca-K exchanger, which uses 
energy from four Na+ ions entering the outer. segment and one K+ ion leaving to 
move one Ca2+ out against its electrochemical gradient (Cervetto et al., 1989). When 
light closes the cyclic GMP-activated channels the Ca2+ influx is halted but Na/Ca-K 
exchange continues and the internal Ca2+ concentration falls. The drop in Ca2+ 
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Figure 5. Signal flow from photoex
cited rhodopsin to the cyclic GMP
activated channel. The channel and 
the Na/Ca-K exchanger in the sur
face membrane are shown at the 
right. Rhodopsin (R ), transducin (T), 
and cyclic GMP phosphodiesterase 
(PDE), associated with the intracellu
lar discs, are shown near the top of 
the diagram. Guanylate cyclase ( GC) 
synthesizes cyclic GMP (cGMP) from 
the precursor guanosine triphosphate 
(GTP). Cyclic GMP holds the chan
nel open in darkness, allowing cations 
to enter the cell. Light-activated hy
drolysis of cyclic GMP, which is medi
ated by activation of phosphodiester-
ase by transducin, triggers closure of 
the channel and hyperpolarization of 

the cell. Internal Ca2+ inhibits the guanylate cyclase (- ). The light-induced drop in internal 
Ca2+ resulting from channel closure and continued operation of the exchanger disinhibits 
guanylate cyclase, leading to accelerated synthesis of cyclic GMP. This assists recovery of the 
flash response and reduces the sensitivity of the cell in background light, preventing saturation 
of the response and allowing transduction to continue to operate. 

disinhibits the guanylate cyclase that synthesizes cyclic GMP. Accelerated synthesis, 
mediated by the recently characterized protein recoverin (Dizhoor et al., 1991 ), 
raises the cyclic GMP concentration. This Ca-dependent feedback control of the 
cyclic GMP concentration assists the recovery of the response to a brief flash. It also 
allows some channels to reopen in bright steady light, thus extending the range of 
light intensities that can be encoded. 

Several problems remain to be worked out: (a) The steps that terminate 
excitation are not completely understood. Rhodopsin's enzymatic activity seems to 
be shut off by multiple phosphorylations catalyzed by an A TP-dependent kinase, 
followed by the binding of a 48-kD protein, arrestin. The quantitative dependence of 
activity on phosphorylation and on arrestin binding, however, has not been deter
mined. A single photoexcited rhodopsin reportedly can trigger the phosphorylation 
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of hundreds of others (Binder et al., 1990). What is the functional role of this effect? 
Arrestin reportedly binds Ca2+ with micromolar affinity (Huppertz et al., 1990) and is 
a major Ca2+ buffer in the outer segment. Does Ca2+ binding influence arrestin's 
interaction with rhodopsin? (b) What other loops and branches exist in the cascade? 
Until recently, for example, Ca was thought to act only on the guanylate cyclase, but 
new evidence suggests that submicromolar Ca levels also increase the light-triggered 
activation of phosphodiesterase (Kawamura and Murakami, 1991 ). At what point in 
the chain, rhodopsin-transducin-phosphodiesterase, is this effect exerted? There is 
also growing interest in the possibility that the channel's responsiveness to cyclic 
GMP may be enzymatically regulated (Rispoli and Detwiler, 1990; Kantrowitz
Gordan and Zimmerman, 1991). (c) Given that the concentration of internal Ca2+ 

provides a measure ofphotoexcitation for the negative feedback loop(s) that control 
light adaptation, is it the only variable that functions in this way? (d) How does the 
excitation of a single rhodopsin molecule trigger highly reproducible single photon 
responses? A calcium feedback effect on the shutoff of rhodopsin might play a role, 
as the fall in internal calcium, which provides a macroscopic measure of the progress 
of the photon response, could trigger the shut-off of rhodopsin after sufficient 
response had built up. 

Molecular Function of Cyclic GMP-activated Channel: Kinetics 
We have studied the function of the cyclic GMP-activated channel in excised 
inside-out patches from amphibian rod outer segments, the approach pioneered by 
Fesenko et al. (1985). The channels are opened by applying a cyclic GMP-containing 
solution to the cytoplasmic side of the patch and the degree of activation is measured 
from the increase in patch current. 

The channel behaves as a sensitive molecular switch that registers changes in the 
cyclic GMP concentration without desensitization. Fesenko et al. (1985) observed no 
desensitization when the cyclic GMP concentration was changed in a time of - 30 s, 
and more recently we were able to rule out a fast desensitization, as illustrated in Fig. 
6. By rapidly applying cyclic GMP to a patch with theta tube perfusion (Karpen et al., 
1988b) the channels could be opened in milliseconds. After the current rose it was 
well maintained and showed no sign of a sag. 

The channel gives amplified responses to small changes in cyclic GMP concen
tration. A plot of the steady-state current versus the cyclic GMP concentration had 
an initial slope of 3 on double-log coordinates (Zimmerman and Baylor, 1986), 
indicating a cubic dependence and suggesting that three or more molecules of cyclic 
GMP must bind to produce activation. The current was half-maximal at -10 f.LM. At 
the free concentration of perhaps 2 f.LM thought to be present inside a rod in 
darkness, the channels will operate on the steep portion of the dose-response 
relation. The channel's switch-like behavior and its lack of desensitization seem well 
suited for the channel's role in responding to the light-induced fall in cyclic GMP. 

What kinetic mechanism underlies the channel's steady-state dose-response 
relation? We approached this question with two methods (Karpen et al., 1988a). In 
the first, we observed the dynamics of channel opening after a fast concentration step 
generated by flash photolysis of caged cyclic GMP (Nerbonne et al., 1984). After 
such a step the cyclic GMP-activated current rose within milliseconds. The rate
limiting process in the onset of the response was apparently the time required for 
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Figure 6. Lack of desensitization in the cyclic GMP-activated current of a membrane patch 
excised from a salamander rod outer segment. Pulses of cyclic GMP (500 J.LM above, 10 J.LM 
below) lasting 5 s were applied to the patch with a theta tube, which was moved pneumatically 
under electrical control. The rising phases of the responses are shown at the right on expanded 
time scales. The responses exhibit no sag which would indicate desensitization. (Reproduced 
from Cold Spring Harbor Symp. Quant. Bioi., 1988, 53:325-332, by copyright permission of Cold 
Spring Harbor Laboratory Press.) 
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Figure 7. Kinetics of channel opening after a fast jump in cyclic GMP concentration generated 
by flash photolysis of caged cyclic GMP (Nerbonne et a!., 1984). Membrane current of an 
excised inside-out patch from a salamander rod outer segment. At time zero a bright flash 
from a laser caused the cyclic GMP concentration on the cytoplasmic side of the patch to rise 
from 12 to 15 J.LM in less than 100 J.LS. The lower trace is a semi-log plot of the response; the 
slope of the straight line fitted to the rising phase gives the time constant as 1.1 ms. 
Macroscopic current, recorded at a potential of +50 mV in symmetrical Na+ solutions lacking 
divalent cations. (Reproduced from Proceedings of the Retina Research Foundation, 1988, 
1:31-40, by copyright permission of MIT Press.) 
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cyclic GMP to encounter the channels by diffusion. In the experiment of Fig. 7, for 
example, a jump to a final concentration of 15 J.LM cyclic GMP gave a response that 
rose with a 1-ms time constant; the apparent bimolecular rate constant underlying 
the response is 1/[(1.5 x w-s M) (10-3 s)] = 6.6 x 107 M-1 s-1 , which approaches 
the diffusion-controlled limit for a molecule the size of cyclic GMP. As expected, 
jumps to higher final concentrations gave responses that rose more rapidly. 

In the second method, we observed the relaxation in the current after perturb
ing the activation with a fast step in the patch voltage. This method takes advantage 
ofthe mild voltage dependence of activation: at a given concentration of cyclic GMP, 
depolarization increases channel opening and hyperpolarization decreases it. The 
relaxation kinetics, as well as the dose-response relations at different voltages, were 
fitted fairly well by a simple scheme in which it is assumed that cyclic GMP binds to 
the channel in a series of three steps with microscopic on rate constants of 108 M- 1 

s-1 and that the triply-liganded channel enters into a fast, mildly voltage-sensitive, 
open-closed equilibrium (Karpen et al., 1988a). Haynes and Yau (1990) have found 
that a similar but slightly more elaborate model gives a satisfactory description of the 
kinetics of single channel currents recorded from catfish cones. 

Two model-independent conclusions may be drawn from the kinetic studies on 
the rod channel: (a) Channel gating will not be a significant source of delay in the 
response to a dim flash; activation is so fast that the channels will effectively be in 
equilibrium with the cyclic GMP concentration throughout the response. (b) The 
speed of activation points to a simple mechanism in which cyclic GMP binds to a 
preformed unit that rapidly opens after binding occurs. Hypothetical activation 
mechanisms that involve the aggregation of channel subunits in the membrane after 
cyclic GMP binding would be too slow. 

Molecular Function of Cyclic GMP-activated Channel: 
Permeation 
Analysis of fluctuations in the dark current of intact rods and the cyclic GMP
activated current of excised patches gave estimates for the single channel current of 
- 3 fA (Bodoia and Detwiler, 1985; Fesenko et al., 1985; Gray and Attwell, 1985). In 
principle, either a carrier or a pore could produce these tiny currents (Hille, 1992). 
Evidence that the conductance is an aqueous pore was provided by the finding that 
cyclic GMP elicits single channel currents of -1 pA in sodium solutions lacking 
divalent cations (Haynes et al., 1986; Zimmerman and Baylor, 1986). This current 
greatly exceeds the capability of a carrier mechanism, indicating that the conduc
tance consists of aqueous pores (Hille, 1992). Single channel currents from an 
excised patch exposed to low concentrations of cyclic GMP are shown in Fig. 8. Two 
conductances, whose mean values were 24 and 8 pS, were observed in the single 
channel currents. 

The dependence of macroscopic currents on ion concentrations and membrane 
voltage can be fitted fairly satisfactorily by a model for the permeation path that has 
one potential energy well and two barriers (Zimmerman and Baylor, 1992). The 
voltage-dependent block of Na + currents by Ca2+ and Mg2+, which also permeate the 
channel, is explained by assuming that only a single cation can occupy the well at a 
time, and that divalents occupy the site much longer than monovalents. 

Under physiological conditions the channel appears to be blocked > 95% of the 
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time by Ca2+ or Mg2+. How does block affect the channel's gating by cyclic GMP? If a 
blocked channel were unable to close when the cyclic GMP concentration fell, block 
would greatly slow closure. Two lines of evidence suggest instead that a channel can 
close with a Ca2+ or Mg2+ in the binding site. First, we have examined the efficiency 
of channel block at low and high concentrations of cyclic GMP, when channels will be 
mostly closed or mostly open, respectively (Karpen et al., 1988b). If a divalent could 
only be bound to the open channel, the efficiency of block would be higher at high 
cyclic GMP, when all the channels are open. If divalents bound to open and closed 
channels with equal affinity, the efficiency of block would be independent of cyclic 

20 ms J 2 pA 

Figure 8. Cyclic GMP-activated sin
gle channel currents in a membrane 
patch excised from a salamander rod 
outer segment. Cyclic GMP, at a 
concentration of 0.5 !J.M, was present 
on the cytoplasmic side of the patch. 
In the symmetrical bathing solutions 
sodium was the dominant cation; di
valent cations were buffered to submi
cromolar concentrations with EDT A. 
The membrane potential was + 75 
m V and the bandwidth was 0-2 kHz. 
Channel openings produced outward 
currents (upward deflections) marked 
by pronounced fast fluctuations. Two 
mean conductances, of - 25 and 9 pS, 
were observed during the bursts of 
openings. (Reprinted by permission 
from Nature, 321:70-72. Copyright © 

1986 Macmillan Magazines Ltd.) 

GMP concentration. Experimentally, the potency of block was slightly higher at low 
cyclic GMP concentration, suggesting that a divalent can be bound in a closed 
channel. Second, in response to a very intense flash, the dark current of a rod under 
voltage clamp shuts off with a 2-3-ms time constant (Cobbs and Pugh, 1987). This is 
comparable to the behavior predicted by our model, which was developed to describe 
experiments on excised patches without divalent cations. 

The recent cloning and expression of the cyclic GMP-activated channel by 
Kaupp et al. (1989) opens the door for studying its physiology by modern molecular 
methods. 
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Spatial Distribution of Cyclic GMP-activated Channels in Rod 
Outer Segment 
How many channels are present per unit area in the outer segment's surface 
membrane? Are channels distributed randomly or in an ordered spatial arrange
ment? We approached these questions using patch-clamp techniques (Karpen et al., 
1992). The areal density of channels in excised patches was estimated by dividing the 
size of the saturating cyclic GMP-induced current by the single channel current, 
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Figure 9. Areal densities of cyclic GMP-activated channels in 77 excised patches from 
salamander rod outer segments. Densities were calculated from the number of channels and 
membrane area of each patch. Channel number was obtained by dividing the macroscopic 
current at saturating cyclic GMP by the single channel current, which was taken as 1.2 pA at 50 
mV. Membrane area was obtained from the electrical capacitance of the patch, assuming a 
specific capacitance of 1 ILF cm-2• Mean channel density was 126 ILm-2 and the range was 
0.34-641 ILm-2• Patches were excised from dark- and light-adapted whole cells and 
light-adapted isolated outer segments. Density distributions were similar in the three 
conditions. (Reproduced fromJ. Physiol. [Lond.], 1992, 448:257-274, by copyright permission 
of Cambridge University Press.) 

which was taken as 1.2 pA at +50 mV. The membrane area of each patch was 
calculated from its measured capacitance, assuming a specific capacitance of 1 ~F 
cm-2• The membrane capacitance was obtained from the reduction in capacitive 
current that resulted from pushing the tip of the pipette against a Sylgard bead 
(Sakmann and Neher, 1983). Fig. 9 illustrates the distribution of channel densities in 
77 patches, each from a different cell. The mean density was 126 ~m-2, but the 
densities varied over a large range: 0.34-641 ~m-2• The spread in the distribution 
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Figure 10. Loose patch recording to determine the distribution of cyclic GMP-activated 
channels around the circumference of the salamander rod outer segment. Loose patch pipette, 
filled with low divalent solution to scale up the local dark current, was pressed against the 
outer segment and the size of the local saturating light response was taken as a measure of the 
local density of cyclic GMP-activated channels. Measurements were made at various 
circumferential positions by raising the loose patch pipette and turning the cell on its long axis 
with the suction electrode, which held the inner segment. Plot shows normalized currents 
recorded by the loose patch pipette as a function of the radial position of the outer segment. 
Results from three different cells. (Reproduced from J. Physiol. [Lond.], 1992, 448:257-274, 
by copyright permission of Cambridge University Press.) 
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greatly exceeded that expected for unbiased samples from a spatially random 
distribution of channels, if different cells had about the same mean channel density. 

Loose patch recording from the outer segment of transducing rods revealed that 
the variable densities of the excised patches did not result from sampling local 
regions of low or high density. Earlier experiments had indicated a relatively constant 
number of channels per unit length of the outer segment (Baylor et al., 1979a ), but 
this finding does not rule out a circumferential pattern of channels, such as a "stripe" 
along the axoneme. The inner segment of an isolated rod was held with a suction 
electrode and the cell's outer segment laid in a shallow groove in the floor of the 
chamber (see Fig. 10). The inward current in darkness recorded when the loose 
patch pipette was pressed against the miter segment was used as an index of the 
number of open channels at the recording site. Recordings were made at various 
positions around the circumference of the outer segment by turning the cell on its 
long axis with the suction electrode, which was held in a specially constructed mount. 
When the loose patch currents were finely mapped around the circumference the 
currents varied by only about ±50% with pipette orifices 2.5 or 0.65 f..Lm in diameter. 
Recordings at various longitudinal positions confirmed earlier findings (Baylor et al., 
1979a ), indicating constant current densities along this dimension. These results 
imply that the variable densities in excised patches cannot result from "stripes" or 
other nonrandom spatial patterns of channels. Indeed it seems unlikely that any such 
pattern exists at a scale of 1 f..Lm or larger. 

Channels are present at all positions on the outer segment, yet some patches 
excised from intact transducing rods with normal dark currents had very low 
densities ( < 1 f..Lm- 2) which cannot be physiological (Karpen et al., 1992). We 
interpret this to indicate that sealing the electrode on the outer segment and/or 
excising the patch often lowers the number of channels that can respond to cyclic 
GMP. On this idea, the higher channel densities ( > 600 f..Lm- 2) are probably closer to 
the true density than the mean of 126 f..Lm- 2 in the experiments of Fig. 9. Densities of 
-600 f..Lm- 2 seem reasonable in view of other results suggesting that in the intact rod 
- 10 channels are open in darkness per square micrometer of surface area (Bodoia 
and Detwiler, 1985; Gray and Attwell, 1985), and that only 1-2% ofthe channels are 
open in darkness at any instant (see Yau and Baylor, 1989). The mechanism by which 
excising a patch lowers the channel density remains to be determined. 

Cones and Color Vision 
The trichromacy of human color vision, revealed by psychophysical experiments in 
the last century, was confirmed and extended to the molecular level when Nathans et 
al. (1986) cloned the genes for the three cone pigments of humans. Fundamental 
questions about the first stage of color vision remained unanswered, however, and we 
used electrophysiology to approach them: (a) What is the wavelength dependence of 
transduction in each type of cone? (b) Does one cone contain one or more than one 
pigment? (c) What molecular mechanism produces the different spectral absorptions 
of the red and green cone pigments? 

Determining the spectral sensitivity of the three types of cone has been a classic 
objective in studies on color vision. Microspectrophotometry (reviewed in Bow
maker, 1984) provides information about the spectral absorption of single cones but 
only at wavelengths where the absorption is strong. Expression systems for producing 
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cone pigments in the macroscopic quantities required for conventional spectroscopy 
are not yet available. We have taken the alternative approach of measuring the 
spectral sensitivity of transduction in single cones. The sensitivity at a given wave
length is found from the reciprocal of the light intensity required to evoke a 
photocurrent of criterion amplitude. In the experiments the light was applied 
transversely to the outer segment's long axis, bypassing screening pigments and 
giving a short optical path length, which prevented self-screening. Under these 
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Figure 11. Raw spectral sensitivities of 41 cones from the eyes of 9 macaques. Relative 
sensitivity to an incident quantum plotted on a log scale as a function of the wavelength. 5 cells 
were blue cones (peak sensitivity near 430 nm), 20 were green (peak sensitivity near 530 nm), 
and 16 were red (peak sensitivity near 560 nm). Quantum sensitivity was determined from the 
reciprocal of the photon density required to evoke a flash response of criterion amplitude. 
(Reprinted by permission from Nature, 325:439-441. Copyright © 1987 Macmillan Magazines 
Ltd.) 

conditions, and given a wavelength-independent quantum efficiency of photoisomer
ization (Dartnall, 1968; Cornwall et al., 1984), the spectral sensitivity will be 
proportional to the wavelength-dependent probability that a pigment molecule in 
the cone will absorb a photon. 

Fig. 11 shows collected raw spectral sensitivities of 41 cones from the eyes of 9 
macaques. Straight line segments connecting the points from each cell are superim
posed. Five cells were blue cones, with maximum sensitivity near 430 nm. 20 cones 
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were maximally sensitive near 530 run (green), and 16 cones were maximally sensitive 
near 560 nm (red). Within each of the three groups the spectra were highly 
reproducible. Linear regression lines fitted to the long-wavelength descents of 
individual spectra in each population had a dispersion on the abscissa of < 1.5 nm 
(standard deviation). Since at least part of the dispersion must represent experimen
tal error, it appears that these spectra were strongly conserved, perhaps identical, 
from cell to cell and animal to animal in our sample. 

A cone appears to express only a single pigment. At 600 run, the blue cone curve 
in Fig. 11lies - 5 log units below the red and green curves. This indicates that < 1 in 
105 pigment molecules in a blue cone can be of red or green type. Expression of the 
genes for the pigments must be very stringently controlled, and the curves in Fig. 11 
are characteristic of the pure pigments themselves. 

Ring-locked 6-s-cls 9-cis retinal 

~0 

0 • 0 o8eeei 8 io 
• • • • 0 

0 

-1 

LogS 

-2 

-3 

-4 ~~----~------L-----~----~ 
400 500 600 700 800 

Waveleng1h (nm) 

Figure 12. Spectral sensitivity 
of macaque red and green 
cones whose pigments con
tained a locked, planar 6-s-cis, 
9-cis retinal analogue. Points 
are average log sensitivities 
from two red and three green 
cones. Long wavelength limbs 
of the two curves show a separa
tion of 30 nm, the same that is 
observed for native pigments. 
(Reproduced from Cold Spring 
Harbor Symp. Quant. Bioi., 
1990, 55:635-641, by copyright 
permission of Cold Spring Har
bor Laboratory Press.) 

The spectral sensitivities of the macaque cones successfully predicted several 
properties of human color vision revealed by psychophysical experiments, including 
color matching, the form of the Stiles pi mechanisms, the form of the photopic 
luminosity function, and the paradoxical hue shift at long wavelength (Baylor et al., 
1987; Kraft et al., 1990). Color matching experiments on macaques had previously 
suggested that their cone sensitivities were similar or identical to those of humans 
(De Valois et al., 1974); this notion was supported by the finding that red and green 
cones in a surgical specimen of human retina had spectral sensitivities virtually 
identical to those of the respective macaque cones (Schnapf et al., 1987). 

In all three of the cone pigments, light is absorbed in the same 11-cis retinal 
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chromophore. Specific opsin proteins shift retinal's absorption to the appropriate 
region of the spectrum by mechanisms that are still poorly understood. The hypothe
sis (Honig et al., 1979; Chen et al., 1989) that negative charges in the protein, 
positioned near the chromophore, produce specific redshifts in each pigment was not 
confirmed by site-directed mutagenesis in rhodopsin (Nathans, 1990). Furthermore, 
in the red and green cone opsins the charged amino acids near the chromophore are 
identical (Nathans et al., 1986). Another hypothesis came from work on bacteri
orhodopsin, in which a protein-induced rotation at retinal's 6-7 carbon bond forces 
the chromophore to adopt a planar 6-s-trans configuration (Harbison et al., 1985; van 
der Steen et al., 1986). The planarity at this bond accounts for - 30 nm of the 
chromophore's redshift in bacteriorhodopsin. If the red opsin twisted the chro
mophore into a similar planar configuration, but the green did not, the 30-nm 
separation in the spectra might be explained. To test this hypothesis, we replaced the 
chromophore in cones with a retinal analogue, planar-locked 6-s-cis, 9-cis retinal, in 
which rotation at the 6-7 bond cannot occur (Makino et al., 1990; see Fig. 12). A 
suction electrode recorded light responses from the inner segment of an isolated 
cone whose outer segment protruded into the bathing solution. Mter determining 
the cone's spectral type, the cell's pigment was bleached with bright white light. The 
chromophore photoisomerized and separated from the pigment, leaving the cell 
unresponsive. The retinal analogue, in lipid vesicles, was then applied to the 
bleached outer segment. This caused the cell to regain responsiveness, and the 
formation of the analogue pigment was indicated by a new spectral sensitivity. Fig. 12 
shows the spectral sensitivity of red and green macaque cones containing the locked 
analogue. Both spectra are redshifted compared with those of normal cells, but the 
30-nm separation is still present. This indicates that different protein-induced twists 
at the 6-7 bond cannot explain the different absorptions of red and green cones. 

Why then does the red pigment absorb at longer wavelengths than the green? 
Recently Neitz et al. (1991) have noted that the red pigment contains three 
hydroxyl-containing amino acids missing in the green and have suggested that each 
hydroxyl group contributes an additive component of redshift. It will be interesting to 
see whether this mechanism is confirmed by site-directed mutagenesis. 

Conclusion 
The electrical and ionic aspects of transduction in retinal photoreceptors are now 
relatively well understood. The measured properties of the electrical signals give a 
physiological basis for a number of psychophysical observations on human vision and 
at the same time pose interesting questions about the molecular mechanisms of 
transduction. How, for example, are highly stereotyped single photon responses 
generated? How are single photon responses transmitted across chemical synapses 
and separated from noise? 

Much interest now focuses on the enzymatic mechanisms that drive the light
induced closure of cationic channels in the outer segment. It is clear that the 
channels are directly opened by the binding of cyclic GMP and that light closes 
channels by lowering the concentration of cyclic GMP. A light-induced drop in 
internal calcium acts to restore the cyclic GMP concentration to its original level, 
assisting the recovery phase of the flash response and lowering the gain of transduc
tion in background light. The mechanisms that terminate excitation are still not well 
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understood, however, and new loops and branches in the scheme undoubtedly 
remain to be discovered. Calcium, for example, may prove to act at multiple points in 
the cascade. At a finer scale, questions remain about the workings of each of the 
already-characterized molecules in transduction. What, for example, is the molecu
lar mechanism of cooperativity in the cyclic GMP-activated channel? How exactly do 
the opsin proteins of the visual pigments regulate the chromophore's spectral 
absorption? Why are cones faster, noisier, and less sensitive than rods? 

Contrary to sometimes-expressed opinion, studies on visual transduction have 
not reached a point of diminishing returns. The best is yet to come! 
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Introduction 
Phototransduction in invertebrate photoreceptors appears to be more complex than 
in vertebrate rods. Recent experiments (Bacigalupo et al., 1991) indicate that the 
invertebrate light-dependent channel is controlled by cGMP, just as in vertebrate 
rods (Fesenko et al., 1985). However, invertebrate transduction also involves a 
light-activated phospholipase C pathway (Brown et al., 1984; Fein et al., 1984; 
Vandenberg and Montal, 1984) that is not thought to be involved in vertebrate 
phototransduction. 

The added biochemical complexity of invertebrate photoreceptors is perhaps 
not surprising given some of the superior performance specifications of invertebrate 
photoreceptors. In Limulus photoreceptors, for example, the single photon response 
(quantum bump) has a peak amplitude of -1 nA (Goldring and Lisman, 1983), 
while in vertebrate rods the single photon response is - 1 pA (Baylor et al., 1979). 
Not only do invertebrates generate a larger single photon response, but they produce 
the amplification that underlies this response much more rapidly; in invertebrates 
the time-to-peak occurs in - 100 ms as compared with 1 sin amphibian rods. Finally, 
invertebrate photoreceptors are able to operate over a 7 log unit range of light 
intensities (Lisman, 1971), whereas vertebrate rods operate only over a 4 log unit 
range (Fain, 1976). 

Not enough is known yet about the mechanism of invertebrate transduction to 
explain how this remarkable performance is achieved. Nevertheless, much useful 
information has been learned about invertebrate phototransduction. In the following 
sections we review recent work from our laboratories. Much of this work deals with 
initial steps in transduction involving rhodopsin, G protein, and the enzyme activated 
by G protein. One important theme concerns the reactions that deactivate rhodop
sin, G protein, and the enzyme that is controlled by G protein. Another theme is the 
mechanism for reducing transduction noise. In highly sensitive photodetectors, it is 
not only important to produce sufficient amplification for the detection of single 
photons, but it is also important to prevent the generation of spontaneous signals 
(noise) that might be confused with photon-generated events. It will be argued that 
special mechanisms must be present to minimize spontaneous signals generated by G 
protein and other transduction enzymes, and several specific mechanisms are 

Figure 1. The lifetime of M* in UV receptors of Limulus median eye. (A) The response to an 
ultraviolet flash can be reduced by a subsequent photoregenerating flash. Depolarizing 
receptor potential evoked by brief UV flash without (UV only) or with a photoregenerating 
flash given with the delay indicated below each trace (see text). The traces were corrected for 
the small response produced by the photoregenerating flash alone (long only). The experiment 
was done in the presence of a dim background light (4.3 x 103 effective photons per second). 
(B) The lifetime of M* is reversibly lengthened by decreasing the intensity of an adapting 
background light. Responses were integrated to measure area and normalized to the response 
to the UV flash alone. The early region of the curve reflects the fact that M* is created with a 
time constant of a few milliseconds. Since only the photoproduct that has made the transition 
toM* efficiently absorbs the photoregenerating flashes, the flashes at t = 0 have relatively little 
effect on the photoresponse. Data from t > 0 were fit with a single exponential to give the time 
constant for deactivation at both low and high intensity backgrounds. The low intensity 
adapting light was as inA; the high was 100 times brighter. 
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discussed. In the final part of this paper, we review our recent work on the last step in 
transduction, the activation of the light-dependent channel by cGMP. 

The Lifetime of the Active State of Metarhodopsin (M*) Is Brief 
The absorption of light by rhodopsin changes the pigment into an active conforma
tion that catalytically activates G protein molecules. This active state (M*) is then 
terminated by a biochemical deactivation process. There has been substantial in vitro 
work on the biochemistry of the process by which vertebrate metarhodopsin is 
deactivated (Liebman and Pugh, 1980; Sitaramayya and Liebman, 1983; Wilden et 
al., 1986; Palczewski et al., 1988), but investigation of the process in living photore-
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ceptors has not been possible because of the lack of an appropriate assay. This leaves 
an important gap in our knowledge because in vitro experiments are done under 
dilute conditions and thus cannot give information about the speed of a biochemical 
process in an intact cell. 

We have developed a method that allows the timing of M* deactivation to be 
measured in vivo and have applied this method to the UV-sensitive photoreceptors 
of Limulus median photoreceptors (Nolte and Brown, 1972). The UV-sensitive 
rhodopsin of these cells, like other rhodopsins, has an 11-cis chromophore. Absorp
tion of a photon converts the chromophore to the all-trans configuration and leads to 
conformational transitions in the protein. Within a few milliseconds the photoprod
uct, metarhodopsin, is produced, which catalytically activates G protein until meta
rhodopsin is biochemically deactivated. If metarhodopsin absorbs a photon, the 
all-trans chromophore is converted back to 11-cis, thereby photoregenerating rhodop
sin. The ability to remove metarhodopsin using light allows us to prematurely 
terminate M* (Hamdorf and Kirschfeld, 1980), and forms the basis of our approach 
to measuring M* lifetime. 

The experiment begins by generating metarhodopsin with an initial UV flash. 
Then, with a brief delay, metarhodopsin is photoregenerated to rhodopsin using a 
bright, long wavelength flash (the 'A max of metarhodopsin is at 470 nm [Lisman, 
1985]). If the second flash is given before the natural process of deactivation, the 
lifetime of the active state will be cut short and this will reduce the size of the 
receptor potential evoked by the initial UV flash. However, if the regenerating flash 
is given after metarhodopsin has already been deactivated, the receptor potential 
will be unaffected. Thus, by varying the delay of the photoregenerating flash, the 
lifetime of M* can be mapped. 

Fig. 1 A shows the results of an experiment in which the timing of deactivation 
was determined. The left-most trace shows the response to the UV flash alone. The 
right-most trace shows the response when the photoregenerating flash was given 150 
ms after the UV flash. In this case, the photoregenerating flash had no effect on the 
receptor potential, indicating that by this time M* had already been biochemically 
deactivated. On the other hand, if the photoregenerating light was given at 20 ms, the 
receptor potential was reduced by > 75%, indicating that the M* lifetime was cut 
short by the photoregenerating flash. These results indicate that M* is deactivated 
within - 100 ms under the conditions of this experiment (a quantitative treatment of 
the deactivation process is discussed below and shown in Fig. 1 B). 

Two conclusions can be drawn from results of this kind. First, the onset of the 
active state occurs within a few milliseconds after the UV flash. Given that M* 
activates many G proteins and thereby produces gain (Kirkwood et al., 1989), the 
early onset of the active state implies that gain begins early during the latent period. 
This is contrary to some kinetic models of invertebrate transduction (Goldring and 
Lisman, 1983; Schnakenberg, 1989). Second, comparison of the timing of deactiva
tion to the latency of the receptor potential itself (80 ms) indicates that most of the 
activity of the pigment occurs during the latent period of the receptor potential. 

Modulation of M* Deactivation during Light Adaptation 
We next addressed the question of whether light adaptation modulates the deactiva
tion process. Given that the lifetime of M* affects the number of G proteins 
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activated, shortening the lifetime should reduce the gain of the first stage of 
transduction. Since photoreceptors must reduce their gain as they light adapt, a 
mechanism for controlling the gain of the first stage of amplification would seem 
sensible. Fig. 1 B demonstrates that changing the level of the background light does 
indeed produce changes in the lifetime of M*. Reducing the intensity of the 
background light caused a twofold increase in the time constant forM* deactivation. 
When the cell was returned to the brighter background, the lifetime of M* returned 
to its initial level. These results provide the first evidence that the lifetime of the 
active state of any receptor can be modulated. 

Over a broad range of light adaptation, M* lifetime could be modulated 
-10-fold (Richard and Lisman, 1992). Given that only -10 G proteins are activated 
by metarhodopsin under dark-adapted conditions (Kirkwood et al., 1989), light 
adaptation could shorten the lifetime of the active state to the point where the 
average gain is close to one and where there is a significant probability that rhodopsin 
will fail to activate even a single G protein. This could explain the observation 
derived from noise analysis that the quantum efficiency of excitation is reduced 
under highly light-adapted conditions (Dodge et al., 1968). 

It would clearly be of interest to determine the mechanism by which M* lifetime 
is modulated. To understand this, it will first be necessary to understand the 
mechanism of rhodopsin deactivation in invertebrates. There has been relatively 
little work on this problem. Invertebrate rhodopsin appears to be phosphorylated in 
a light-dependent manner (Vandenberg and Montal, 1984) and there are inverte
brate homologues of arrestin (Yamada et al., 1990; Matsumoto and Yamada, 1991). 
This suggests that deactivation of invertebrate rhodopsin may be similar to that of 
vertebrates, in which deactivation is caused by rhodopsin phosphorylation followed 
by arrestin binding (Wilden et al., 1986). However, there also appear to be differ
ences in these processes: in contrast to vertebrate arrestin, invertebrate arrestin 
undergoes light-induced phosphorylation (Yamada et al., 1990; Matsumoto and 
Yamada, 1991), the function of which is not known. Furthermore, it appears that 
deactivation of squid rhodopsin can occur in the absence of ATP, indicating that 
rhodopsin phosphorylation may not be an absolute requirement for deactivation 
(Kahana et al., 1990). Further work will be required to understand the mechanism of 
deactivation in invertebrates and the way this process is modulated during light 
adaptation. 

The Gain of the First Stage of Transduction inLimulus Is -10 
An important parameter for describing the first stage of transduction is its gain: the 
number of G proteins activated by a single M*. We have devised a strategy for 
measuring this number in living cells by taking the ratio of the average size of the 
single photon response to the average size of the events produced by a single G 
protein. A variety of G protein activators appear to stimulate the transduction 
cascade in Limulus (Fein and Corson, 1979; Bolsover and Brown, 1982; Corson and 
Fein, 1983), but we have used primarily the slowly hydrolyzable GTP analogue, 
GTP')'S. After injection of this analogue, exposure to light, and a subsequent period 
of dark adaptation, the rate of spontaneous discrete waves was much higher than 
normal (Fig. 2 A). The reader is referred to Kirkwood et al. (1989) for control 
experiments showing that putative G protein activators do indeed activate the 
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Figure 2. Events evoked by GTP'YS injection into Limulus ventral photoreceptors. (A) 
Previous work demonstrates an increase in frequency of spontaneous events after injection of 
GTP-yS. High resolution data are shown here to emphasize that the kinetics of individual 
events induced by the analogue are similar to the kinetics of events seen before injection. 
Binding of GTP-yS to G protein was initiated by using a brief flash of light. The cell was then 
allowed to dark-adapt before data were taken. Current was measured using a two-electrode 
voltage clamp. (B) Histogram of size of GTP-yS-induced bumps shows that their average size is 
much smaller than that of light-induced bumps. For further details of histogram construction 
see Kirkwood eta!. (1989). 

cascade by acting on the G protein. The spontaneous waves produced by GTP-yS 
appear to involve the same conductance as that activated by light and the kinetics of 
these waves closely resemble those produced by single photons. However, the waves 
produced by GTP-yS are -10 times smaller than those induced by light (Fig. 2 B). 
These experiments therefore indicate that a single rhodopsin excites -10 G proteins 
in dark-adapted Limulus ventral photoreceptors. This is considerably smaller than is 
estimated for vertebrate rods (103-104) (Yee and Liebman, 1978; Fung and Stryer, 
1980; Gray-Keller et al., 1990). However, much ofthis difference can be explained by 
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the fact that the active state of the visual pigment has a much shorter duration in 
invertebrates (15-100 ms) than in vertebrate rods (1.7 s) (Pepperberg et al., 1991). 

The G Protein Noise Paradox 
M* acts as an enzyme to promote the energetically favored reaction in which GDP is 
replaced by GTP on the G protein. Since enzymes only speed reactions that occur 
spontaneously, it follows that guanine nucleotide exchange must also occur in the 
absence of M*, only at a much lower rate. Whenever such spontaneous nucleotide 
exchange occurs, it would be expected to activate the downstream transduction 
cascade and produce an electrical response. Given that the electrical events pro
duced by single G proteins can be easily detected in Limulus (see above), the rate of 
spontaneous discrete events gives us information about the rate of spontaneous 
nucleotide exchange on G protein. 

In Limulus photoreceptors the rate of normal spontaneous waves is -11s at 
room temperature (Fig. 2A ). Such events are likely to come from a variety of sources 
including spontaneous rhodopsin isomerization, reversion of deactivated meta
rhodopsin back into the active state (Lisman, 1985), spontaneous activation of G 
protein, and spontaneous activation of subsequent steps in the cascade (see below). 
The fraction of spontaneous events that are generated by spontaneous activation of 
the G protein is not clear, but for our purposes we can make the worst case 
assumption that all spontaneous events are due to G protein. This gives an upper 
limit on the rate constant for apparent spontaneous nucleotide exchange on G 
protein as follows: if there is one spontaneous event per second in a cell with 108 G 
proteins-there are 109 rhodopsin molecules per cell (Lisman and Herring, 1977) 
and -0.1 G proteiniRh (Robinson et al., 1990)-the apparent rate constant for 
spontaneous activation of G protein is 10-8 Is. Remarkably, this number is more than 
three orders of magnitude lower than the rate of spontaneous nucleotide exchange 
measured biochemically for the vertebrate photoreceptor G protein (2 x 10-s Is) 
(Fawzi and Northup, 1990). Similar measurements on G proteins from other tissues 
show an even faster rate of exchange. This large discrepancy raises the question, Why 
do most spontaneously activated G proteins fail to produce an electrical response? 
Stated differently, the biochemical evidence would predict that -1,000 G proteins 
would undergo nucleotide exchange per second and that this would generate 
enormous electrical noise. We do not observe noise of this magnitude, suggesting 
that special mechanisms must exist for reducing G protein noise. Two possible 
mechanisms are discussed in the next section. 

Coincidence Detection Models for Noise Rejection 
The noise generated by spontaneous nucleotide exchange could be rejected by a 
coincidence detection mechanism. To illustrate how this might work, we consider 
two specific models, one in which the G protein itself acts as a coincidence detector 
and one in which the enzyme activated by G protein acts as a coincidence detector. 

The idea that G protein might act as a coincidence detector is based on the 
observation that transducin is an oligomer in which many G protein molecules 
(themselves composed of alpha, beta, and gamma subunits) associate into much 
larger structures (Hingorani et al., 1988; Ho et al., 1991). As suggested by Ho et al. 
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(1991), one might suppose that alpha subunits that undergo nucleotide exchange 
cannot activate downstream transduction processes unless all other alpha subunits in 
the oligomer have also undergone nucleotide exchange. This condition would be very 
unlikely to occur by spontaneous nucleotide exchange, but would be likely to occur 
when the oligomer interacts with M*. Thus, in this model the G protein oligomer acts 
functionally as a coincidence detector. 

An alternative model, which we favor, is that the enzyme activated by G protein 
acts as a coincidence detector. According to this model, a single G protein fails to 
activate the enzyme efficiently (see below), whereas two or more G proteins can fully 
activate the enzyme. Thus, the high local concentration of G protein that occurs 
during a photon-stimulated event would activate the enzyme, whereas a single 
spontaneously activated G protein would not. An advantage of using the enzyme to 
reject G protein noise is that this mechanism also serves to reject noise generated by 
the enzyme itself, as discussed below. If two G proteins are required for enzyme 
activation, the waves induced by GTP-yS in Limulus actually represent the action of 
two activated G proteins. This implies that the rate of these waves should vary with 
the square of the number of activated G proteins, a prediction that should be easily 
testable. A further implication of this theory would be that our estimate of the 
number of G proteins activated per photon in Limulus (Kirkwood et al., 1989) would 
be off by a factor of two, the true value being closer to 20. 

The G protein-dependent enzyme that mediates excitation of Limulus photore
ceptors is not known, but it is interesting in this context to consider whether 
phosphodiesterase (POE), the enzyme activated by vertebrate rod G protein, acts as 
a coincidence detector. This enzyme contains two catalytic sites which are under the 
control of two inhibitory subunits (Oeterre et al., 1988). If each site were controlled 
separately and independently by its own inhibitory subunit, then removing one 
subunit would give 50% activation. In this case the enzyme would not act as a 
coincidence detector. Alternatively, the two inhibitory subunits might interact allo
sterically such that removal of only one subunit would give little activation, whereas 
removal of both subunits would give full activation. In this case, the enzyme acts as a 
coincidence detector. 

Bennett and Clerc (1989) have provided evidence for allosteric interaction of 
the inhibitory subunits of POE. In their experiment they added excess POE to 
Ga-GTP. The surprising result was that the POE activity was lower than expected if 
each G protein present activated one catalytic site on POE. Under these conditions 
of excess POE, most POE molecules interact with at most one G protein and have 
only one inhibitory subunit removed. Therefore, Bennett and Clerc (1989) argued 
that removal of one inhibitory subunit from POE must promote <50% of the activity 
that is stimulated by removal of both subunits. These authors were the first to suggest 
that allosteric interaction of the inhibitory subunits might provide a mechanism for 
noise reduction. Further evidence in support of allosteric interaction comes from 
experiments in which molecules of Ga-GTP are crosslinked by an antibody (Cerione 
et al., 1988). Surprisingly, the crosslinked G proteins activated POE much more 
efficiently than normal G protein. This observation can be easily explained if the 
removal of two inhibitory subunits from the same POE produces more enzyme 
activity than removal of two subunits which are on different POEs. Thus, there is 
substantial support for the idea that vertebrate rod PDE acts as a coincidence 
detector capable of rejecting G protein noise. A similar mechanism may also be 
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relevant to the target enzymes of Limulus G protein and serve to reduce the noise 
generated by spontaneous nucleotide exchange on G protein. 

Noise Generated by the Enzyme Subsequent to G Protein 
It is also relevant to consider transduction noise generated by cascade enzymes. As a 
G protein molecule probably only activates one enzyme molecule, spontaneous 
activation of this enzyme should produce an electrical event about the same size as 
that produced by activation of a G protein. We have observed electrical events in 
Limulus photoreceptors which may be generated at the enzyme level. Our evidence 
was obtained in experiments where GDPI3S, an inhibitor of G protein, was injected. 

Control 

s.o 

After GDP-8-S 

2r 

Figure 3. Evidence for enzyme noise. 
Responses measured under voltage 
clamp. Control (left) light evoked a 
response that varied with intensity 
(log attenuation of light is shown by 
each trace; duration of light stimulus 
designated by bar). Mter injection of 
GDP~S (right), the responses to light 
were greatly reduced (Corson and 
Fein, 1983), but the rate of spontane
ous waves was not reduced and may 
have increased. The relatively small 
effect on spontaneous waves can be 
explained if the spontaneous waves 
were initiated downstream from G 
protein in the cascade. The recording 
electrode was filled with 3 M KCl 
(10-20 Mil), while the current elec
trode was filled with 20 mM GDP~S, 
300 mM KAsp, and 10 mM HEPES at 
pH 7.0 (8-15 Mil). GDP~S was in
jected into the cells by applying brief 
(30-80 ms) pressure pulses (20-50 
psi) to the back of the microelec

trode. Pressure injection of drugs was monitored optically with an infrared video system. 
GDP~S was purchased from Boehringer Mannheim Corp., Indianapolis, IN. 

Such injections reduced the sensitivity to light by several orders of magnitude (Fein, 
1986). In most cases there was also a reduction in the rate of spontaneous discrete 
events, indicating that most spontaneous events are generated at the G protein or 
rhodopsin level of the cascade. However, in some cells ( 4 of 27) GDPI3S injection 
barely affected the rate of spontaneous events, despite large decreases in the 
sensitivity to light (Fig. 3). From this we conclude that the residual spontaneous 
events were generated at a step downstream from G protein in the transduction 
cascade. Since their size was roughly the same as those generated by G proteins, it 
seems likely that they arose from the enzyme that is directly controlled by G protein 
rather than from a step further downstream. Why enzyme noise should only be 
observed in only a small fraction of cells is unclear. 
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The following argument shows why enzyme noise is likely to be a serious 
problem in transduction cascades and why special mechanisms are probably neces
sary to suppress this noise. Whatever the enzyme involved in transduction, there 
must be mechanisms that keep the enzyme off under appropriate conditions. If this 
off switch fails, the enzyme will become spontaneously active, the downstream 
transduction cascade will be stimulated, and a pulse of noise will be created. In the 
case of vertebrate rod PDE, the enzyme is kept off in the dark by its inhibitory 
subunits. PDE binds its inhibitory subunits extremely tightly, with an affinity of -10 
pM (Wensel and Stryer, 1986). The off rate constant for inhibitory subunit is -10-3 

s-1 (Wensel and Stryer, 1989). PDE is present at a concentration of -1% of 
rhodopsin (Baehr et al., 1979). Assuming that the enzyme regulated by G protein in 
Limulus has a similar stoichiometry, there would be - 107 enzyme molecules. If we 
further assume that the Limulus enzyme binds its inhibitory subunit as tightly as rod 
PDE, the rate of spontaneous dissociations of the inhibitory subunit is 10-3 x 107 = 
104/s. This value is four orders of magnitude higher than the observed rate of 
spontaneous events in these cells ( -1/s), suggesting that even enzymes with very 
tightly bound inhibitory subunits would generate substantial noise if each dissocia
tion generated an electrical event. 

This argument suggests that some mechanism is needed for rejecting enzyme 
noise. One simple mechanism would be for the enzyme to be regulated by two 
inhibitory subunits, and to require the loss of both of its inhibitory subunits in order 
to become strongly activated, as discussed above; i.e., that the enzyme acts as a 
coincidence detector for loss of its own inhibitory subunits. Thus, the same mecha
nism could serve to reject both the G protein noise generated by spontaneous 
nucleotide exchange and the enzyme noise generated by spontaneous dissociation of 
inhibitory subunit. 

GTP Hydrolysis on G Protein Is Not Required for Deactivation 
of Transduction 
It has been generally assumed that GTP hydrolysis on the G protein is an obligatory 
step required for deactivation of transduction in cascades that involve G protein 
(Wheeler and Bitensky, 1977; Yee and Liebman, 1978; Fung et al., 1981). The main 
support for this idea has come from the use of slowly hydrolyzable GTP analogues 
such as GTP-yS. The key observation is that in the presence of such analogues the 
response to agonist never returns to baseline after the agonist is removed. The 
obligatory requirement for GTP hydrolysis is formalized in the scheme of Fig. 4 A, 
which is based on the standard current formulation for how G protein and PDE 
interact in vertebrate rod photoreceptors (Hurley, 1987). According to this model 
(model A), Ga-GTP removes inhibitory subunit from the effector enzyme (the 
discussion here does not require consideration of multiple inhibitory subunits). The 
effector enzyme stays active until GTP hydrolysis occurs, at which point the inhibi
tory subunit is released from the G protein, binds to the enzyme, and turns off 
enzyme activity. In this model (model A), enzyme deactivation is directly linked to 
GTP hydrolysis. The predictions of this model are as follows: (1) If no hydrolysis 
occurs, there can be no enzyme deactivation; i.e., the activity of the target enzyme 
should not change at the end of the light stimulus. (2) The after-effect that remains 
when the stimulus is removed should be steady, reflecting the overall continuous 



Phototransduction in Invertebrate Photoreceptors 

A I-E 

R 
light! 

* >>-"'o;:::,-------•• E* 

* R 

(GTP [ I -GGTP 

1 G~._ 
rhodopsin deactivation 

8 I-E 

.> R ---........._ 

Ught l 
(TP 

I-GGTP 

* R 

1 GGDP 

rhodopsin deactivation 

enzyme 
deactivation 

I-E 

* .. E 
enzyme 

deactivation 

I 

I-E 

185 

pool 
of 
inhibitor 

Figure 4. Models for role of GTP hydrolysis in the deactivation of effector enzyme (E). 
Enzyme is normally kept off by inhibitory subunit(/). The major difference between models A 
and B is the presence of a pool of inhibitor in model B that can turn off light-activated E in the 
absence of GTP hydrolysis. In both models, there is a low but finite probability that the G 
protein-inhibitor complex will dissociate. The free G protein can then activate an enzyme 
molecule. In model B this way of activating enzyme is the sole reason for the after-potential 
observed in the presence of poorly hydrolyzable GTP analogues. 

activity of the enzyme molecules. Model B is distinguished by the assumption that 
there is a pool of inhibitory subunit that can deactivate the enzyme even if the 
original inhibitory subunit is still bound to the G protein. In this model, enzyme 
deactivation is not directly linked to GTP hydrolysis. The predictions of this model 
are as follows: (1) Deactivation occurs at stimulus offset, even in the absence of 
hydrolysis. This is because the enzymes just activated by light rapidly bind inhibitory 
subunit from the pool. (2) There will not, however, be a complete return to baseline 
because model B does predict a small after-effect. This after-effect occurs because 
the G protein-inhibitor complex (Deterre et al., 1988) exists in an equilibrium with 
free G protein and inhibitor. This implies a low probability of dissociation of the 
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Go:-inhibitor complex, liberating free Go: which can then activate an enzyme. The 
enzyme molecule activated in this way will trigger the downstream cascade, but will 
be rapidly deactivated by the binding of inhibitor from the pool. Thus, a transient 
event will be produced with the kinetics of shut-off closely resembling the shut-off of 
the normal single photon response. Model B thus makes the prediction that the 
after-effect will be pulsatile and that each pulse will have kinetics similar to those of 
single photon events. 

These predictions provide clear grounds for distinguishing models A and B. 
Bolsover and Brown (1982) have presented evidence that the after-effect of light is 
indeed pulsatile in Limulus photoreceptors injected with GTP')'S and that the pulses 
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resemble single photon responses in their kinetics. We have repeated these measure
ments (Fig. 2) to determine if these pulsatile events are the only form of the 
after-effect or if the pulses might be superposed on a steady after-potential. Our 
measurements show that for small after-effects there is no such steady after-potential 
and that the pulses are the only after-effect. This supports the predictions of model 
B. 

The pulsatile nature of the after-effect could easily go undetected in other 
systems. Even in the Limulus system the pulses are only seen if the after-effect is 
small. If bright lights or higher concentrations of GTP-yS are used, the frequency of 
the pulses increases so much that the pulses fuse to form a maintained after
potential. Furthermore, in other systems with less transduction gain, discrete events 
evoked at the G protein level could not be directly detected. For instance, single 
photon events in vertebrate rods, mediated by - 1,000 G proteins, are themselves 
just above the detection limit. Thus, discrete events created by a single G protein are 
clearly far below the detection limit in this system. 

The second way to distinguish between models A and B is to examine the 
response at stimulus offset under conditions where GTP hydrolysis is blocked with a 
slowly hydrolyzable analogue (slowly hydrolyzable analogues are hydrolyzed so 
slowly that for the present purposes they can be considered nonhydrolyzable ). Model 
A predicts that in the absence of hydrolysis the enzyme pool that has been activated 
by the stimulus should be stable and there should be no change at stimulus offset. 
Model B predicts a rapid return toward the prestimulus baseline at stimulus offset. 

Interpretation of previous experiments addressing this issue is difficult, as 
illustrated by recent experiments on vertebrate rods by Lamb and Matthews (1988). 
They introduced GTP-yS into rods through a patch pipette and found that the 
response to dim or moderate lights showed normal return to baseline ("shut-off") at 
the end ofthe light stimulus. However, no firm conclusions could be drawn about this 
shut-off because there was no measure of how much GTP-yS had entered the cell. It 
was therefore possible that the endogenous GTP was higher in concentration than 
the exogenous GTP-yS and that the normal shut-off occurred because most light
activated G proteins had bound GTP. From this it is clear that for unambiguous 
interpretation it is necessary to establish conditions in which the binding of nonhydro
lyzable GTP analogue is considerably higher than that of GTP. We have used two 

Figure 5. Evidence for deactivation of transduction in the absence of GTP hydrolysis. (A) 
Receptor potential of Limulus ventral photoreceptor in response to long duration lights 
(square pulses) after injection of guanine nucleotide or slowly hydrolyzable analogue. Upper 
trace, response to long duration light (1 s; 1 x 104 R * /s) after injection of GTP to 2.2 mM. The 
concentration injected was quantified by spectroscopic measurement of absorption before and 
after the intracellular injections which included a dye. Lower trace, receptor potential in a 
photoreceptor which was injected to 2.3 mM with the slowly hydrolyzable analogue GTP'YS. 
Note that at the termination of the light flash (1 s; 5 x 105 R * /s) the voltage rapidly returned 
almost to baseline, the after-potential being only 20% of the plateau response after the first 
flash and 7% after the second. (B) Vertebrate rod PDE activity as measured with pH assay 
method and enzyme activity computed by taking the derivative of the pH with respect to time. 
Brief flash (0.0001% R *) evoked transient enzyme activity in the presence of GTP'YS. The 
preparation of crude ROS from toad included 0.1 mM ATP, 0.1 mM GDP, 1.25 mM GTP'YS, 
and 10 mM cGMP. The concentration of rhodopsin was 23 J.LM. 
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approaches to ensure that this condition is met. One is to measure the amount of 
analogue introduced into a cell. The other is to use an in vitro system where 
nucleotide concentrations can be rigorously controlled. 

In the first approach, Limulus photoreceptors were coinjected with GTP-yS and 
a dye. By measuring the increase in absorbance due to the injected dye in the cell, it 
was possible to quantify the GTP-yS concentration in the cell. Fig. SA shows a cell in 
which the GTP-yS concentration was 2.3 mM, a concentration likely to be higher than 
the endogenous GTP levels. Since GTP-yS binds to G proteins -10 times more 
tightly than GTP (Kelleher et al., 1986; Yamanaka et al., 1986), we estimate that the 
fraction of G proteins that bind the analogue rather than GTP during a stimulus is 
likely to be > 75%. Nevertheless, the response to light turns off rapidly at stimulus 
offset, the after-effect being no more than 20% of the response before offset of the 
stimulus. 

In the second approach, we measured in vitro the activation and deactivation of 
vertebrate rod PDE in response to light, using the pH assay method (Liebman and 
Evanczuk, 1982). As shown in Fig. 5 B, the light-activated PDE showed a clear 
component of deactivation, despite the great excess of the nonhydrolyzable GTP-yS 
over GTP. This was confirmed in other experiments by HPLC analysis of the 
nucleotide content of experimental photoreceptor cell extracts. 

Thus both the in vitro work on rods and the in vivo work on Limulus indicate that 
deactivation of a transduction cascade can occur in the absence of GTP hydrolysis 
and argue against models in which enzyme deactivation depends strictly upon GTP 
hydrolysis, such as model A A critical question that remains is the identity of the 
pool of inhibitor postulated in model B. Among the possibilities for the inhibitor pool 
in the context of vertebrate rods is the gamma subunit of PDE itself. Alternatively, 
the pool may contain a related but different inhibitory protein. The putative inhibitor 
could exist free in solution, or bound either to membranes or to specialized binding 
proteins. One interesting possibility, especially given PDE's regulation by multiple 
inhibitory subunits, is that the pool of inhibitor is unactivated PDE. If a PDE with 
one gamma subunit removed is significantly less active than fully activated PDE, then 
deactivation could occur when a light-activated PDE with no gamma receives a 
gamma subunit from an unactivated PDE that has two (see Deterre et al., 1988). 

cGMP Opens Light-activated Channels in Excised Patches of 
Limulus Ventral Photoreceptors 
We now turn to the question of which second messenger mediates excitation in 
invertebrates. This has been a difficult question to answer (Bacigalupo et al., 1990). 
Over the last 10 years evidence has accumulated for both Ca2+ and cGMP. The 
evidence for Ca2+ is as follows: Light produces a rapid increase in the concentration 
of InsP3 (Brown et al., 1984; Szuts et al., 1986), and this increase occurs via a G 
protein-mediated process (Baer and Saibil, 1988; Wood et al., 1989), presumably 
through activation of phospholipase C. InsP3 releases Ca2+ into the cytoplasm, 
probably from an elaborate intracellular store termed the subrhabdomeric reticulum 
(Brown and Rubin, 1984; Payne et al., 1986b; Baumann and Walz, 1989). Intracellu
lar injection of either Ca2+ itself or InsP3 activates a membrane conductance with the 
same reversal potential as the light-activated conductance, consistent with the idea 
that InsPTmediated Ca2+ release mediates excitation (Brown and Rubin, 1984; Fein 
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et al., 1984; Payne et al., 1986a ). lnsP3 is unlikely to activate ion channels directly 
since the depolarization produced by InsP3 is blocked by intracellular injection of 
Ca2+ buffer (Brown and Rubin, 1984; Payne et al., 1986b). Thus, if this pathway 
mediates the photoresponse, it does so by virtue of Ca2+ release. A major problem 
with the lnsP3/Ca2+ hypothesis is that lnsP3 injection always produces pulsatile 
events and thus cannot mimic the maintained response to steady light. Furthermore, 
the response to InsP3 is blocked by Ca2+ buffer, whereas the response to light is 
enhanced by Ca2+ buffer. 

The second candidate for the excitatory second messenger has been cGMP. As 
shown in Fig. 6A, cGMP injection excites the cell and this excitation is not blocked by 
Ca2+ buffer. Furthermore, cGMP can lead to a sustained response just as light can 
produce a sustained response (Johnson et al., 1986). Additionally, subsaturating 
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Figure 6. Excitation of Limulus ven
tral photoreceptors by cGMP injec
tion. (A) Intracellular cGMP injec
tion evoked inward current before 
and after injection of enough calcium 
chelator (EGTA) to alter the re
sponse to light. (B) Injection of slowly 
hydrolyzable analogue evoked a re
sponse that lasted longer than the 
response to cGMP itself. Responses 
have been normalized but differed by 
< 20%. For experimental details see 
Johnson eta!. (1986). 

injections of slowly hydrolyzable cGMP analogue from one barrel of a double
barreled pipette lead to a much longer-lasting response than an injection of cGMP 
from the other barrel (Fig. 6 B) (see also Feng et al., 1991). These results are 
consistent with what would be expected if cGMP is the second messenger for 
excitation. 

To clarify which second messenger acts directly on the light-activated channels, 
Ca2+ and cGMP were applied to inside-out excised patches. As shown in Fig. 7 A, 
application of cGMP activated channels but Ca2+ did not (Bacigalupo et al., 1991). 
Patches responded to cGMP in a rapid and reversible fashion. Because the patches 
used in these experiments did not respond to light (see below), but remained 
responsive to cGMP for long periods of time (up to 30 min) even in the absence of 
any added nucleotides, it seems unlikely that these excised patches were metaboli-
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cally active. The results therefore suggest that the channels are directly activated by 
cGMP, in direct analogy with the cGMP-gated ion channels in vertebrate photorecep
tors. In our initial experiments, many excised patches were completely unresponsive 
to any second messenger (Bacigalupo et al., 1990), probably because of the formation 
of vesicles (Hamill et al., 1981). In more recent experiments using improved 
procedures, -40% of excised patches responded to cGMP. 

The properties of the channels activated by cGMP closely resemble the chan
nels activated by light in cell-attached patches. Both have two or more conductance 
states, the major ones being - 40 and 18 pS, both have open times in the millisecond 
range, and both have reversal potentials just slightly positive of zero (Johnson et al., 
1991). Most significant is the fact that both show an unusual voltage dependence of 
the probability of being open (Fig. 7 B) in which the open time is nearly invariant 
with voltage at negative values, but increases dramatically at voltages more positive 
than zero (Johnson et al., 1991). We thus conclude that the light-dependent channel 
can be activated by cGMP. 

Biochemistry of cGMP 
These results strongly suggest that the second messenger that opens the light
dependent channel in Limulus is cGMP or a related cyclic nucleotide. To further 
understand the cyclic nucleotide involvement in phototransduction, the biochemical 
pathways controlling cyclic nucleotide must be understood. To date, there has been 
comparatively little progress in this area. Because squid retinas are large and 
composed primarily of photoreceptors, squid has been the preparation of choice for 
studying the biochemistry of invertebrate phototransduction. Saibil (1984) reported 
a light-dependent rise in cGMP in vitro. The detection of light-induced changes in 
cGMP in living cells has been more problematic. It was originally reported that there 
are twofold changes in cGMP concentration in illuminated whole squid retina 
(Johnson et al., 1986). However, Brown et al. (1992) were unable to detect such 
changes. We have repeated these measurements and have also failed to detect 
significant light-induced change in the cGMP concentration of rapidly frozen ( < 100 
ms) or acid-quenched squid retina (Table I). Thus, if there is a change in total retinal 
cGMP, it is probably < 10%. 

These negative results do not, however, exclude the possibility of a large local 
light-activated change in cGMP since the cGMP in the signal-transducing region of 
the photoreceptor cell may represent only a small fraction of the total cGMP content 
of the whole squid retina. Vertebrate phototransduction is known to be mediated by 
cGMP, yet light-induced changes in total extractable cGMP concentration do not 

Figure 7. Channel activity evoked by light in a cell-attached patch and evoked by application 
of cGMP to the same patch after excision. (A) Upper trace shows channel activity evoked by 
light in a cell-attached patch. The lower four traces show that channels in an excised patch 
responded to cGMP, but not to Ca2+. (B) Open times are dramatically longer at positive 
voltages in both a cell-attached patch activated by light (upper traces) and an excised patch 
activated by cGMP (lower traces). The arrows at the left of each trace mark the closed state of 
the channel. An estimate of membrane potential during illumination of -40 m V was used in 
computing the membrane potential of the patch in upper traces. Composition of solutions was 
as in Bacigalupo eta!. (1991). 



192 Sensory Transduction 

correlate well with the activity of the channel when both are measured under the 
same experimental conditions (Woodruff and Fain, 1982; Ames et al., 1986; Blazyn
ski and Cohen, 1986; Cote et al., 1986, 1989; Meyertholen et al., 1986). The fact that 
most of the cGMP in vertebrate rod outer segments is sequestered to specific cGMP 
binding sites suggests that cGMP compartmentation may represent an important 
feature of the regulation of cGMP during visual excitation in vertebrate and perhaps 
invertebrate photoreceptors. Finally, as summarized in the last section of this review, 
physiological experiments provide strong support for the idea that the light-induced 
changes in the concentration of second messenger only occur in localized subregions 
of the photoreceptor. 

TABLE I 

Quench 
Dark Light 

Experiment* 
method* 

(pmol cGMP/ (pmolcGMP/ Light/ darkll N 
mg protein)§ mg protein)§ 

1 Acid 2.0 ± 0.2 1.8 ± 0.1 0.92 ± 0.11 5 
2 Acid 1.7 ± 1.0 1.8 ± 1.0 1.18 ± 0.57 10 
3 Freezing 3.0 ± 0.8 2.8 ± 0.8 0.97 ± 0.26 18 
4 Freezing 1.9 ± 0.9 1.8 ± 0.9 1.00 ± 0.36 26 

*Squid (Loligo pealei) retinas were isolated under infrared illumination in low Ca2+ artificial 
sea water containing 10 mM HEPES, pH 7.2 at 10°C. 0.6-cm-diam samples were punched from 
the center of each retina. Comparisons of the cGMP content in dark-adapted and illuminated 
retina were determined on pairs of retinal punches from an individual animal. Retinas to be 
acid quenched were exposed to 3-5 s of continuous bright light, then dipped in acid while 
illuminated; retinas to be rapidly frozen were illuminated with a brief flash - 10 ms before 
freezing. 
*To quench retinal tissue with acid, the retinal punch was dipped in 1 ml of 50% HCI kept in 
dry ice. Rapidly frozen samples were quenched with a liquid nitrogen-cooled hammer; the 
frozen retinas were immersed in acid to extract cGMP, as described by Johnson et al. (1986). 
§The supernatant of the acid-quenched samples was neutralized and the cGMP content 
determined as described by Cote et al. (1989). The protein content was determined by the 
method of Smith et al. (1985). Values represent the mean ±SD for the indicated number (N) 
of retinas assayed. 
liThe light/ dark ratio was calculated individually for pairs of retinas from the same animal, and 
the average ratio value given as the mean ± SD. In none of the experiments reported here was 
there a statistically significant decrease in cGMP content of dark-adapted or illuminated 
retina. 

Attempts have also been made to study the light regulation in vitro of the 
enzymes that control cGMP metabolism. Robinson and Cote (1989) characterized a 
guanylate cyclase activity in squid retina, but no effects of light were observed under 
a variety of conditions. We recently investigated the possibility that guanylate cyclase 
might be regulated indirectly via product inhibition by pyrophosphate. Thus, putative 
light-dependent activation of a pyrophosphatase could decrease the concentration of 
the inhibitory pyrophosphate, leading to activation of the cyclase. Pyrophosphatase 
activity exists in squid retina (52 ± 14 nM Pi/min per mg protein, n = 5), but we did 
not detect any effect of light. PDE is the only enzyme in the cGMP pathway that has 
been reported to be light dependent. Inoue et al. (1991), working on extracts of 
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Limulus membranes, found a PDE activity that is decreased by light. This modula
tion was altered by guanine nucleotide analogues, suggesting the involvement of a G 
protein. Thus, a light-induced decrease in PDE activity is currently the best possibil
ity for how the cGMP level is increased by light. Given the recent evidence for 
modulation of vertebrate rod PDE and guanylate cyclase by Ca2+ (Dizhoor et al., 
1991; Kawamura and Murakami, 1991), the possibility that these enzymes are 
modulated by the light-induced changes in Ca2+ in invertebrates needs to be 
explored. 

Evidence for Localization of the Transduction Processes 
As discussed above, one difficulty with measuring light-dependent biochemical 
changes is that the transduction processes may be restricted to small regions of the 

entire cell 

photo ball 

50 ms 

Figure 8. Normalized light response of the entire Limulus ventral photoreceptor compared 
with the light response of a tiny "photoball" that had been pulled away from the 
photoreceptor. Both responses are to the same intensity, 50 ms light stimulus. 

photoreceptor. Several lines of evidence now support this idea. In the experiments 
involving cGMP injection into Limulus photoreceptors, hot spots of sensitivity to 
cGMP were found (Johnson et al., 1986). These hot spots appeared to be close to the 
outer surface of the cell, suggesting that they may occur between the rhabdomeric 
plasma membrane and the underlying subrhabdomeric reticulum. 

More recently, Bacigalupo and Johnson (1992) obtained direct evidence that 
transduction occurs in very localized spaces near the cell surface. In the course of 
microelectrode or patch clamp experiments, it sometimes occurred that excised cell 
fragments of no more that a few microns in diameter were sensitive to light. This is 
presumably because the membrane had formed a vesicle upon excision, capturing 
the biochemical machinery of transduction. These "patches" were not appropriate 
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for experiments involving the effect of second messenger candidates on the light
activated channel, but did generate useful information about the size of the space 
involved in phototransduction. Remarkably, the response kinetics of these 
"photoballs" closely resembled the kinetics of the whole cell's response, as measured 
with a microelectrode before excision of the photoball (Fig. 8). This strongly implies 
that the kinetics of phototransduction are controlled by processes spatially restricted 
to within a few microns of the plasma membrane. Furthermore, this extreme 
localization implies that biochemical measurements of changes in cGMP concentra
tion may be confounded by cGMP contained in the large regions of the photorecep
tor that do not participate in transduction. 

Summary 
In this review we have discussed the problem of deactivation at both the rhodopsin 
and G protein levels. Of particular interest is the novel observation that rhodopsin 
deactivation can be modulated by light. This modulation is likely to play an important 
role in light adaptation by reducing the gain of transduction. One interesting 
possibility is that this modulation involves the phosphorylation of an arrestin-like 
molecule, but this remains to be tested. 

One of the experimental advantages of Limulus photoreceptors is the large size 
of the single photon responses and the fact that even single G proteins produce a 
detectable response. This made possible the observation that nonhydrolyzable GTP 
analogues produce discrete transient events rather than the step-like events that 
would be predicted by previous models. This observation led us to a new view of how 
enzyme deactivation is coupled to GTP hydrolysis on G protein. According to this 
view, enzymes are activated by G protein, but can be deactivated by processes that 
are not dependent on G protein or the hydrolysis of GTP. We have conducted 
several types of experiments, including some on the vertebrate rod system, that 
strongly support this hypothesis. 

A second major theme of this review is transduction noise. The available 
biochemical evidence suggests that both G protein and G protein-activated enzymes 
are likely to become spontaneously active and generate undesirable noise. Our 
measurements indicate, however, that this noise is orders of magnitude smaller than 
would be predicted by simple models, suggesting that special mechanisms must exist 
for suppressing this noise. We have proposed a specific mechanism by which enzymes 
regulated allosterically by multiple subunits could act as coincidence detectors to 
reduce transduction noise. 

Finally, there is the fundamental question of which second messengers have a 
direct role in invertebrate phototransduction. After Fesenko et al. (1985) showed 
that the light-dependent conductance in vertebrate rods was modulated by cGMP 
and not by Ca2+, there was rapid progress in understanding the vertebrate photore
ceptor transduction mechanism. Now that it has been established that invertebrate 
light-dependent channels are regulated by cGMP and not by Ca2+, we can expect 
rapid progress in understanding invertebrate phototransduction. A key question that 
needs to be answered is whether the InsPrCa2+ pathway somehow triggers changes 
in cGMP or whether there is an altogether different pathway by which cGMP 
metabolizing enzymes are affected by light. 
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Introduction 
The detailed mechanism of phototransduction in invertebrate photoreceptors re
mains unresolved in spite of existing detailed knowledge about several components 
of the photo transduction cascade. 

Absorption of a photon by a rhodopsin (R) molecule located in a microvillus 
initiates a cascade of events that lead to the opening of cation channels in the plasma 
membrane. It is widely accepted that the first stage in the cascade of the various 
invertebrate species is activation of a guanine nucleotide regulatory binding protein 
(G protein) by metarhodopsin (M), the active state of the photopigment (Limulus: 
Fein and Corson, 1981; Bolsover and Brown, 1982; Corson and Fein, 1983; Kirkwood 
et al., 1989; fly: Blumenfeld et al., 1985; Minke and Stephenson, 1985; Bentrop and 
Paulsen, 1986; Devary et al., 1987; squid: Saibil and Michel-Villaz, 1984; Vandenberg 
and Montal, 1984; Baer and Saibil, 1988; Wood et al., 1989). 

The identity of the protein that is activated by the G protein and thereby leads to 
excitation is controversial. Various studies indicate that phospholipase C (PLC) is 
the prime target of the G protein in several invertebrate species (Limulus: Fein, 
1986; squid: Baer and Saibil, 1988; Wood et al., 1989; fly: Devary et al., 1987). 
Investigators using the Limulus ventral photoreceptor suggest that inositol trisphos
phate (InsP3), the water-soluble product of phosphatidylinositol 4,5 bisphosphate 
hydrolysis by PLC, is not a second messenger of excitation but is mainly or solely a 
messenger of light adaptation (reviewed in Bacigalupo et al., 1990). Other investiga
tors, using the Limulus as a preparation, suggest that InsP3 mediates both adaptation 
and excitation (Brown et al., 1984, Brown and Rubin, 1984; Fein et al., 1984; Payne et 
al., 1986a, b). The extent to which InsP3 mediates excitation by light remains 
controversial mainly due to the fact that Ca2+ buffers injected into the cell eliminate 
exogenous InsPrinduced excitation but only slow down light-induced excitation 
(Rubin and Brown, 1985; Payne et al., 1986a). Also, large prolonged intracellular 
injection of either InsP3 (Payne et al., 1988) or a hydrolysis-resistant analogue of 
InsP3 (Payne et al., 1990) produce a series of transient depolarizations, while a step 
of bright light produces a single transient peak followed by a steady-state plateau. In 
addition, agents that inhibit production or physiological activity of InsP3 block the 
transient phase of the light response but fail to block the plateau phase to a step of 
light (Frank and Fein, 1991). It was therefore suggested that the inositol phosphate 
cascade and a second parallel process which is not dependent on InsP3 are involved 
in the production of the light response (Frank and Fein, 1991). A possible candidate 
for mediating the parallel process is light-induced production of cyclic GMP ( cGMP). 
Exogenous cGMP has been shown to mimic light by opening cation channels when 
injected into Limulus ventral photoreceptors (Johnson et al., 1986; Bacigalupo et al., 
1990). The drawback in this hypothesis is that no suitable light-dependent biochemi
cal pathway that controls cGMP level has been identified in invertebrate photorecep
tors. 

In this review we summarize recent evidence obtained from photoreceptor 
potential mutants of the fly that the inositol lipid pathway is necessary for light 
excitation and that no excitation takes place in either the absence of functional PLC 
or during a large reduction in intracellular Ca2+ due to mutations. 
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In the fly, photoexcited rhodopsin activates a G protein which in turn activates PLC. 
We have found that InsP3 is the major inositol phosphate formed by light-activated 
PLC and that InsP3 is rapidly hydrolyzed by a specific phosphomonoesterase. 
Furthermore, exogenous 1,4,5 InsP3 excites the photoreceptor cell. Application of 
2,3 bisphosphoglycerate, which inhibits InsP3 hydrolysis, greatly potentiates the 
excitation induced by InsP3 and by dim light (Devary et al., 1987). 

One of the key indications that light-activated PLC is an obligatory step in visual 
excitation in the fly was provided by the isolation of a putative PLC gene of 
Drosophila, the no receptor potential A (norpA ). 

The X-linked norpA mutant (Pak et al., 1969; Hotta and Benzer, 1970) has long 
been a strong candidate for a transduction-defective mutation because of the 
drastically reduced receptor potential. The reduction in the electroretinogram 
(ERG) amplitude in the norpA mutant is variable in different alleles; in the strongest 
alleles the ERG is totally abolished while the photopigment is normal (Pak et al., 
1976). The G protein (Heichal, 1989) and the ionic channel activity as reflected in the 
shape and size of the quantum bumps (Pak et al., 1976) seem also to be normal. A 
correlation between the norpA mutant and PLC was first suggested by Inoue et al. 
(1985) who reported that PLC activity, which is abundant in normal Drosophila eyes, 
is drastically reduced in norpA mutants. Moreover, in several norpA alleles tested, the 
degree of reduction in PLC activity correlated with behavioral defects as well as with 
reduced ERG amplitude (Inoue et al., 1985). The correlation between light
activated PLC and the norpA mutation was provided by electrophysiological (Deland 
and Pak, 1973) and biochemical studies of the norpA allele norpAH52 (Selinger and 
Minke, 1988). The norpAH52 was found to be a reversibly temperature-sensitive 
mutant. At a permissive temperature (19°C) the ERG of this allele is normal. 
However, raising the temperature above 35oC abolishes the ERG instantaneously. If 
the eye is not exposed to the elevated temperature too long ( < 3 min) the ERG 
shape and amplitude recovers by lowering the temperature once again (Deland and 
Pak, 1973). Light-dependent phosphoinositide hydrolysis was measured by monitor
ing the accumulation of InsP2 in reaction mixtures containing either norpAH52 or 
wild-type derived head membranes that were prelabeled with [3H]inositol at the 
permissive temperature of 21 oc. In the systems containing wild-type membranes, 
there was practically no difference in phosphoinositide hydrolysis at 21 or 37°C. On 
the other hand, incubation of norpAH52 membranes at the restrictive temperature of 
37°C considerably reduced the rate and extent of lnsP2 accumulation, as compared 
with the system that was incubated at 21 oc. This effect was greatly enhanced in 
norpAH52 membranes that had been preincubated for 4 min at the restrictive 
temperature of 37°C but not in preincubated wild-type membranes nor in mutant 
membranes that had been pre incubated at 21 oc (Selinger and Minke, 1988). Since 
the light-dependent PLC activity is coupled to photoexcited rhodopsin by a G 
protein, and diglyceride kinase activity was reported to be greatly reduced in norpA 
mutants (Yoshioka et al., 1984), G protein activity was separately assayed by 
measuring its light-dependent GTPase activity and the diglyceride kinase by measur
ing incorporation of labeled phosphate from [ -y-32P]ATP to exogenously added 
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diglyceride. None of these activities were diminished by a temperature shift from 21 
to 37°C (Heichal, 1989). 

The most conclusive evidence that the nmpA gene encodes light-activated PLC 
came from the cloning and sequencing of the norpA locus of Drosophila (Bloomquist 
et al., 1988). The putative norpA protein is composed by 1,095 amino acid residues 
and has extensive sequence similarity to a PLC amino acid sequence from bovine 
brain (Stahl et al., 1988). The norpA mutant thus provides essential evidence in favor 
of the inositol-lipid signaling system in the controversy concerning the pathway of 
excitation in invertebrates. 

A question has been raised concerning the degree of response elimination by 
the norpA mutation. It has been suggested that partial excitation still remains even in 
the strongest alleles of the norpA mutant and this residual light-dependent activity is 
mediated by the hypothetical parallel pathway. We carefully examined this question 

4mvL 
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Figure 1. The norpA H44 mutation to
tally eliminates the receptor potential 
of Drosophila photoreceptors. Intra
cellular recordings from single photo
receptors of white-eyed normal Dros
ophila (upper trace WT) and from 
white-eyed norpA H44 mutant (lower 
trace). The arrows indicate the time 
when maximal intensity white flash 
light was given (60 J photographic 
strob lamp, Honeywell Strobonar; 
Honeywell Inc., Denver, CO). One 
flash was sufficient to activate all the 
photopigment molecules. The small 
and fast depolarization induced by 
the flash light without latency is the 
M1 potential. This M1 potential is 
observed in both WT and the mutant. 
The large depolarizing receptor po
tential observed in WT is completely 
missing in the mutant. 

by measuring the receptor potential of the norpA H44 and norpA P24 alleles which have 
been reported to eliminate the ERG with little effect on the photopigment content at 
young age (Ostroy, 1978). To make sure that no photoreceptor degeneration took 
place in these mutants, we raised the flies at 19°C in the dark, a condition that 
ensured normal morphology of the photoreceptors. We found a normal content of 
the photopigment in the mutants by measuring the early receptor potential (M1 

potential; Minke and Kirschfeld, 1980; Stephenson and Pak, 1980) and normal G 
protein activity by measuring GTPase (Heichal, 1989). Fig. 1 shows a comparison 
between the intracellularly recorded receptor potential of normal (white-eyed) 
Drosophila and the white-eyed norpA H44 allele in response to maximal intensity white 
flash light. An initial fast M 1 potential followed by a receptor potential is observed in 
the wild-type fly, while only the M1 potential without a receptor potential is observed 
in the mutant. Fig. 1 thus shows that the norpA H44 mutant has a normal content ofthe 



The Inositol-Lipid Pathway in Fly Photoreceptors 205 

photopigment but no receptor potential, indicating that a mutation in PLC com
pletely blocks light excitation. 

Blocking Phototransduction by the trp or nss Mutations and by 
Lanthanum (La3+) Is Accompanied by Abnormally Low 
Intracellular Ca2+ 
Quantum Bump Production Is Inhibited by the trp or nss Mutations 

Dim illumination elicits discrete voltage fluctuations of transmembrane potential 
called quantum bumps (Yeandle, 1958). The rate of the bumps increases linearly 
with light intensity, and shot noise analysis suggests that these bumps sum to produce 
the receptor potential (Dodge eta!., 1968; Wong, 1978). One of the main manifesta
tions of light adaptation, via an increase in [Ca2+]i, is a drastic reduction in bump 
amplitude and a shortening of bump duration (reviewed in Stieve, 1986). 

Illumination is not the only way to induce bump production; activators and 
inhibitors of the G protein induce and suppress bump production, respectively. InsP3 

is also a very potent agent of bump production (Devary et a!., 1987) or production of 
larger discrete voltage fluctuations similar to bumps (Brown eta!., 1984; Fein eta!., 
1984). 

The trp and nss mutations that inhibit bump production can be very useful in 
analyzing the mechanism of bump generation. 

The transient receptor potential (trp) mutant of Drosophila (Cosens and Man
ning, 1969; Minke et a!., 1975; Lo and Pak, 1981; Minke, 1982; Mantell et a!., 1985; 
Montell and Rubin, 1989; Wong eta!., 1989) and the no steady state (nss) mutant of 
the sheep blowly Lucilia (Howard, 1984; Barash et a!., 1988) have a very similar 
electrophysiological (Barash et a!., 1988) and biochemical phenotype (Heichal, 
1989). 

In the trp mutant of Drosophila and in the nss mutant of Lucilia the receptor 
potential response to a dim light or a flash appears almost normal but quickly decays 
to baseline during prolonged intense illumination (Fig. 2). The response recovers 
within ~50 s in the dark. Photometric and M potential measurements of the 
photopigment suggest that the pigment is normal and that the decay of the response 
during illumination does not arise from a reduction in the available photopigment 
molecules. Excessive light adaptation cannot account for the decay of the light 
response during illumination. On the contrary, there is a strong evidence that light 
adaptation is nearly absent in the mutant (Minke eta!., 1975; Minke, 1982; Barash et 
al., 1988; Minke and Payne, 1991 ). Noise analysis and voltage measurements indicate 
that the decay of the receptor potential in the mutant is due to a severe reduction in 
the rate of occurrence of the quantum bumps. The bumps are not significantly 
modified in shape and amplitude during the decline of the response to light of 
medium intensity (Barash et al., 1988; and Fig. 3). There is also a large increase in 
response latency during background illumination. These results are consistent with 
the hypothesis that separate, independent mechanisms determine bump triggering 
and bump shape and amplitude. The nss or trp mutations affect the triggering 
mechanism of the bump but not the bump shape and amplitude (see Stieve, 1986). 

The nss mutant was the main mutant used in pharmacological studies (Suss et 
al., 1989). Experiments on the nss and trp mutants using various combinations of dim 
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background light and prolonged, more intense test light revealed that the rate at 
which the receptor potential decays, in response to continuous illumination with test 
light, is very sensitive to the presence of dim background light. In both mutants, 
background light considerably accelerates the decay of the receptor potential 
(Minke, 1982; Barash et al., 1988). It was therefore possible to use chemical 
excitation equivalent to a dim background light to localize the phototransduction 
step that is modified by the nss mutation. Presumably, agents that mimic the effect of 
dim background light on the nss mutant act on the transduction pathway at a site 
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Figure 2. The dependence of the de
cay time of the trp response on the 
intensity of the light stimulus. At very 
dim light the response does not decay 
to the baseline (bottom trace). All 
responses were recorded intracellu
larly from the same cell, which was 
stimulated by 524-nm monochro
matic green light (Schott-Depal filter) 
arising from a xenon 150-W light 
source. (Reproduced from J. Gen. 
Physiol., 1982, 79:361-385, by copy
right permission of the Rockefeller 
University Press.) 

prior to that which is modified by the mutation. The experiments depicted in Fig. 4 
shows that the introduction of lnsP3 together with diphosphogyceric acid (DPG, an 
InsP3 phosphatase inhibitor) into the nss Lucilia photoreceptor cells accelerates the 
rate of decline of the receptor potential in response to subsequent continuous 
illumination in a manner similar to that of background light. It therefore appears that 
the nss gene product operates at a late stage of the phototransduction pathway, 
subsequent to production of InsP3. 
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The trp and nss mutants do not show the normal increase in [Ca2+]i during 
illumination, as is evident by the transiep.t (trp; Lo and Pak, 1981) or lack of screening 
pigment migration (nss; Howard, 1984). Pigment migration is indicative of [Ca2+]i 
(Kirschfeld and Vogt, 1980). The trp (Minke, 1982) and nss (Barash et al., 1988) 
mutants show an unusual small effect of light adaptation. In fact, inactivation of the 
light response during light in nss photoreceptors replaces light adaptation rather 
than sums with it (Minke and Payne, 1991). High Ca2+ levels shorten the response 
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Figure 3. The decline of the 
receptor potential of the nss 
mutant is accompanied by a 
reduction in the rate of occur
rence of the bumps, with little 
or no change in their amplitude 
and shape. (A) A receptor po
tential of the nss mutant in 
response to orange (OG-590) 
light with maximal intensity at
tenuated by 2 log units (log 
Imaxll = 2.0). (B) Upper trace, 
a magnified time region of the 
response shown in A (between 
two arrows). Lower trace, a 
magnified time region of a re
sponse recorded from the same 
cell but in response to dim 
orange light with maximal in
tensity attenuated by Slog units 
(log lmaxll = 5.0). (C) Magni
fied time regions of the two 
responses shown in B at the 
times indicated in B by the 
arrows. The letters a-d (right) 
correspond to the letters in B 
near the arrows. (Reproduced 
from J. Gen. Physiol., 1988, 92: 
307-330, by copyright permis
sion of the Rockefeller Univer
sity Press.) 

latency while low Ca2+ makes the latency longer (Brown and Lisman, 1975). The 
abnormally long response latency during background light in the trp and nss mutants 
also indicates lack of adaptation effect and is consistent with low [Ca2+k The 
synergistic action of light and InsP3 + DPG to suppress bump production in the nss 
mutant may arise from effects on a common excitatory pathway mediated via Ca2+. 
Cai may be depleted during light in the mutants (see below). 

The trp gene was identified by rescuing the trp phenotype by introduction of a 
6.5-kb genomic sequence by germ line transformation (Mantell et al., 1985). Re-
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cently the trp gene was cloned and sequenced (Mantell and Rubin, 1989; Wong et al., 
1989). The trp gene encodes a novel 1,275 amino acid protein with eight putative 
transmembrane domains, the first of which contains seven charged residues. Analysis 
of several mutant alleles indicates that the trp phenotype arises from the complete 
absence of protein rather than production of a defective gene product. Since the trp 
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Figure 4. InsP3 + DPG facilitates the light response of the nss mutant, accelerates its decline 
to baseline, and induces noise in the dark. (Left column, upper three traces) Intracellular 
recordings from a dark-adapted (3 min) photoreceptor of the nss mutant before injection 
(control) showing a response to an orange light pulse (OG 590, Log/ maxi I= 1.8) and to the 
same orange light after InsP3 (1 mM) and DPG (50 mM) were injected by lOpulses of pressure 
(of 50 ms) combined with 20 s of maximal intensity white light (second trace). The third trace 
shows the response of the same cell to the same stimulus after 18 additional pulses of InsP3 + 
DPG combined with maximal intensity orange and white illuminations (1 min and 10 s, 
respectively) were applied. The second and third traces were recorded after 3- and 5-min dark 
periods, respectively. The middle column (trace C) shows recordings of noise in the dark 1 min 
after the cessation of maximal intensity white light in the control (C) and 1 min after the 10 s of 
white light combined with InsP3 + DPG were applied (E). The right column shows enlarged 
segments of the traces in the middle column (the right calibration corresponds to these traces). 
(Modified from Suss et al., 1989.) 

gene product has no homology to any known protein, its function needs to be 
elucidated by physiological and biochemical methods. 

Lanthanum (La3+) Mimics the trp and nss Mutations in Wild Type Flies 
Application of La3+, a known inhibitor of Ca2+ binding proteins, to the extracellular 
space of the blowfly Calliphora converts the wild-type response to prolonged illumi
nation into a trp-like response (Hochstrate, 1989). 
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Fig. 5 shows that injection of LaH to intact Musca eye transforms the normal 
receptor potential into the trp or nss phenotype. Similar observations were found in 
the Lucilia and Drosophila species. Shot noise analysis indicated that a combination 
of intense light and LaH caused a large (down to zero) reduction in the rate of 
occurrence quantum bumps which sum to produce the photoreceptor potential. 
Light in the presence of La3+ also increased the effective bump duration (Suss-Toby 
et a!., 1991). These effects are very similar to the effects of the mutations trp of 
Drosophila and nss of Lucilia flies on the quantum bump rate and duration (Fig. 3). 
Fig. 6 shows that when LaH was applied to the nss mutant, it caused only a small 
acceleration in the decay rate of the response, suggesting that LaH may affect the nss 
gene product which is deficient in the mutant. 
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Figure 5. The effects of lantha
num on the receptor potentials 
recorded from intact white
eyed Musca eye in response to 
increasing intensities of orange 
(Schott-OG 590 edge filter; 
Schott Glass Technology Inc., 
Mainz, Germany) lights as indi
cated. The left column shows 
control responses before appli
cation of La3+, the middle col
umn shows the responses ofthe 
same cell in the presence of 
La3+ (injected by 20 pulses of 
one bar with 50 ms duration in 
the dark). The concentration 
of La3+ in the pipette was 5 
mM in Ringer solution. The 
right column shows partial 
recovery of the responses 20 
min after the injection of La3+. 
(Reproduced from!. Gen. Phys
iol., 1991, 98:849-868, by copy
right permission of the Rocke
feller University Press.) 

The close quantitative similarity in the properties of the receptor potential of 
the La3+ -treated photoreceptor of the wild-type and of the nss mutant, together with 
existing evidence for highly reduced intracellular Ca2+ level in nss photoreceptors 
suggest that both La3+ and the mutation cause a severe reduction in [Ca2+]i. This 
effect may arise from an inhibition of a Ca2+ transporter protein located at the 
surface membrane and acts to replenish the Ca2+ pools in the photoreceptors, a 
process essential for a persistent light excitation (see below). 

A clue to the correlation between Ca2+ transport and depletion of lnsPr 
sensitive Ca2+ pools may be derived from other Ca2+ transport systems in some 
neurons, smooth muscle cell lines reported by Chueh eta!. (1987) and Morris eta!. 
(1982), parotid acinar cells (Takemura eta!., 1989), and endothelial cells (Hallam et 
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Figure 6. Lanthanum had only little effect on the decay rate of the light response of the nss 
mutant. Receptor potentials of the nss mutant of Lucilia in response to two intensities of 
orange (OG-590 filter) lights as indicated before (left) and after (in the same cell, right) 
application of 10 mM La3+ in slow and fast time scales. The responses are typical for the nss 
mutant. The only affects of La3+ were a reduction of the amplitude of the fast initial transient 
phase of the light response and a slight acceleration of the decay rate of the response. The 
arrows indicate time segments which were analyzed for changes in bump rate. (Reproduced 
from J. Gen. Physiol., 1991, 98:849-868, by copyright permission of the Rockefeller University 
Press.) 
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al., 1989). For reviews see Berridge and Irvine (1989), Berridge (1990), and Irvine 
(1990). It has been suggested by the above and several other studies that there are 
Ca2+ transport mechanisms that are activated by a reduction in Ca2+ in the 
InsPrsensitive Ca2+ pools and that this reduction mobilizes Ca2+ from the extracellu
lar space to the intracellular pools via transport of Ca2+ to the cytosol. If similar 
mechanisms operate in the fly and if a step in this mechanism is inhibited by the trp or 
nss mutation or LaH, then the decline of the light response in the mutants may arise 
from a depletion of the lnsPrsensitive Ca2+ pools that failed to be replenished. The 
recovery of the transient light response in the dark may occur via alternative, less 
efficient Ca2+ entry mechanisms. 

It is interesting to note that the suggested hypothetical mechanism causing the 
transient response in the La3+ -treated eye is valid only if the internal Ca2+ pools have 
a limited capacity and therefore Ca2+ needs to be replenished constantly from the 
outside during intense light. In the Limulus ventral photoreceptors, where most Ca2+ 
comes from huge internal stores, little, if any, effect of LaH was observed. In the 
barnacle lateral ocelli where the intracellular Ca2+ pools are presumably very small 
and the increase in [Caf+] during light comes primarily from the extracellular space 
(Brown and Blinks, 1974), 1 mM La3+ in (0.1 mM Ca2+) artificial seawater reversibly 
abolished the light response. Similar reversible elimination of the light response was 
obtained by removing extracellular Ca2+ by application of the Ca chelating agent 
EGTA. Iontophoretic injection of Ca2+ but not K+ into the cells protected the 
receptor potential from elimination by La3+ and EGTA (Werner et al., 1992). 

The striking difference in the effect of La3+ on three different invertebrate 
species can be explained by assuming that LaH blocks the light-sensitive channels 
but the three species have different types of channels. An alternative and more 
attractive explanation is to assume that the three species mentioned above have 
similar light-sensitive channels but very different sized internal Ca2+ pools and that 
LaH blocks the replenishment of these internal pools from the extracellular space 
while Ca2+ is required for excitation. 

Direct evidence that insect photoreceptors require Ca2+ transport from outside 
the cell after illumination came from measurements of [Ca2+]o in the extracellular 
space during and after light in the honey bee drone retina (Minke and Tsacopoulos, 
1986; Ziegler and Walz, 1989) and the blowfly Calliphora (Sandler and Kirschfeld, 
1988; Ziegler and Walz, 1989). It was found that a large influx of Ca2+ during light 
was accompanied by an approximately fourfold larger Na+-dependent Ca2+ efflux 
during and after bright light via the Na-Ca exchanger (Fig. 7). This Ca2+ deficit needs 
to be replenished. Evidence for such a replenishment came from the relatively fast 
reduction of the increased [Ca2+ ]o (Minke and Tsacopoulos, 1986). This reduction in 
[Ca2+]o was -17 times faster than that measured as diffusion of an artificially 
elevated [Ca2+]o level without illumination (Fig. 7; and Ziegler and Walz, 1989). 
Since no other cells in the retina besides the photoreceptors have been found to have 
the ability to absorb Ca2+, the reduction in [Ca2+]o probably reflects an uptake by the 
photoreceptor cells. 

In summary, very specific and complex Ca2+ mobilization processes are appar
ently an integral part of light excitation and adaptation in insect photoreceptors. A 
major component of this Ca2+ transport may be blocked by LaH and the trp or nss 
mutations. 
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A Model of Ca2+ Mobilization in Fly Photo receptors 

Calcium entry into cells after release of Ca2+ from the intracellular stores by lnsP3 is 
a poorly understood part of the inositol lipid signaling system (Berridge and Irvine, 
1989). A model has been proposed recently by Irvine (1990) and Berridge (1990) to 
explain "quanta!" Ca2+ release, Ca2+ oscillations, and Ca2+ entry into the cytosol 
after depletion of the intracellular Ca2+ stores, which was found by Putney and 
colleagues (Takemura et al., 1989). This model explains some of the puzzling 
phenomena related to lnsP3 control of Ca2+ movements. 

In accord with the model of Ca2+ release and entry proposed by Irvine (1990) 
and Berridge (1990), we hypothesize that the trp protein is the plasma membrane 
component (or part of it) which oscillates between Ca2+ -transporting and nontrans-
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Figure 7. Light-induced Ca2+ 
influx and efflux in the honey
bee drone retina as measured 
with an extracellular Ca2+ -se
lective microelectrode. The 
light-induced Ca2+ influx can 
be separated from the light
induced Ca efflux by removing 
[Na+]0 • Extracellular Na+ was 
replaced by choline. Traces b-d 
show the effects of prolonged 
0-Na conditions on ~[Ca2+]0 at 
various times as indicated. The 
vertical bars on the left indi
cate [Ca2] 0 levels between 1 
and 3 mM. The dotted line of 
the upper trace indicates the 
measured time course of diffu
sion of elevated Ca2+ without 
illumination (Ziegler and Walz, 
1989). The bottom trace (L) is 
the light monitor. (Modified 
from Minke and Tsacopoulos, 
1986.) 

porting states via conformational changes of the InsP3 receptor (see Fig. 8). Accord
ing to this hypothesis, absorption of a photon leads to a quanta! release of Ca2+ from 
the lnsPTsensitive Ca2+ pools, leading to the production of a quantum bump. The 
amplitude of the bump is thus determined by the mechanism of release from the pool 
and not by the light-induced triggering mechanism via the lnsP3 cascade described 
above, which probably determines the latency. The amount of Ca2+ in the submicrovil
lar cisternae (SMC) is sufficient to maintain only the transient phase of the response 
to prolonged intense light. To maintain a steady-state response during prolonged 
intense light, the InsPTsensitive Ca2+ pool needs to be replenished from the 
extracellular space (in the fly). The replenishment of the pools is determined by the 
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Ca2+ level in the pool (Hallam et al., 1989; Takemura et al., 1989) which regulates the 
trp protein (and possibly other proteins). A Ca2+ ATPase in the membrane of the 
SMC pumps the transported Ca2+ into the SMC (Walz, 1982). In the trp or nss 
mutants or in the La3+ -treated eye, the main transport of Ca2+ via the plasma 
membrane is blocked. The decline of the response to light reflects the depletion of 
the SMC pools which fail to be refilled fast enough to compensate for the massive 
Ca2+ release. The recovery of the response in the dark is achieved by alternative 
less-efficient Ca2+ transport mechanisms. This hypothetical mechanism qualitatively 
explains many aspects of the observed photoresponse. 

If insects and possibly other invertebrate photoreceptors are endowed with such 
an elaborate Ca2+ mobilization and highly compartmentalized system, it is clear that 

Extracellular 

Figure 8. A model scheme that 
summarizes the current view of 
the initial steps in the pho
totransduction cascade in the 
microvilli of invertebrates and 
the hypothetical mechanisms of 
Ca2+ mobilization. After ab
sorption of a photon (hv) pho
toactivated rhodopsin (R) cata
lyzes the exchange of GTP for 
GDP on a G protein (G). The 
activated G protein activates 
phospholipase C (PLC), which 
cleaves InsP3 from phosphatid

lyinositol bisphosphate (PIP2). InsP3 then releases Ca2+ from submicrovillar cisternae (SMC). 
The filled dots represent the Ca2+ ions. The InsP3 is inactivated by an InsP3 phosphatase which 
converts InsP3 into InsP2• This reaction can be blocked by 2,3-diphosphoglycerate (DPG), 
which is an InsP3-phosphatase inhibitor. The site of action of InsP3 on the submicrovillar 
cisternae is also indicated (•, InsP3). Luminal Ca2+ influences Ca2+ influx through the plasma 
membrane via the InsP3 receptor (InsP3 Rec.), which has an intraluminal allosteric 
Ca2+ -binding site that interacts with the plasma membrane and activates the hypothetical 
Ca2+ transporter (trp ). (Reprinted with permission from Minke and Selinger, Progress in 
Retinal Research, copyright 1992, Pergamon Press PLC.) 

much more has to be learned about this system before any conclusions about the 
identity of the internal messenger of excitation can be reached. 
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Proprioception and 
Special Senses 

Thu , fir tly if the filament that compo e 
the marrow of the e nerve are pulled with 
force enough to be broken ... the movement 
they then cau e in the brain will cau e the 
oul ... to experience a feeling of pain. And 

if they are pulled by a force almost a great 
as the preceding without, however, being 
broken or epa rated from the part to which 
they are attached they will cau e a move
ment in the brain which ... will cause the 
soul to feel a certain corporeal en ual plea-
ure referred to a tingling. If many of the e 

filament are pull d equally and all together, 
they will make the soul en e that the sur
face of the object touching the member 
where they terminate i mooth; and if they 
are pulled unequally, they will cau e the oul 
to feel that it is uneven and rough. 
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Cells of the bacterium Escherichia coli are propelled by about six helical filaments, 
each driven at its base by a reversible rotary motor. When the motors turn 
counterclockwise (CCW), the filaments move coherently in a bundle that drives the 
cell steadily forward. Periods of forward movement, called "runs," have exponen
tially distributed durations with a mean of -1 s. When the motors turn clockwise 
(CW), the bundle comes apart and the cell moves erratically with little net displace
ment. These periods, called "tumbles," are also exponentially distributed, but with a 
mean of -0.1 s. Runs and tumbles alternate, with the direction of new runs chosen 
approximately at random; therefore, cells swim now this way, now that, executing a 
three-dimensional random walk. In a spatial gradient of a chemical attractant, runs 
that happen to carry a cell up the gradient are extended. Thus, a cell drifts up the 
gradient by executing a biased random walk. The bias is the result of a continuous 
sequence of temporal comparisons: the cell measures the concentrations of mole
cules of interest over a span of - 1 s, looks up the results obtained for the previous 
3 s, and responds to the difference. If the difference is positive, the probability of 
transitions from CW to CCW rotational states increases and that from CCW to CW 
states decreases. If the difference is negative (and of a magnitude encountered under 
ordinary physiological conditions) these probabilities revert to their zero-stimulus 
values. For recent reviews on bacterial chemotaxis with an emphasis on the physiol
ogy, see Berg (1988) and Schnitzer et al. (1990). 

E. coli is attracted by oxygen and a variety of amino acids, sugars, and sugar 
alcohols. The sensory pathways that are best understood are sensitive to aspartate or 
maltose, serine, ribose or galactose, and dipeptides. Maltose, ribose, galactose, and 
dipeptides are sensed by binding proteins that reside in the periplasm (in the region 
between the outer lipopolysaccharide membrane and the inner phospholipid, or 
cytoplasmic, membrane). These molecules interact, in turn, with transducers that 
span the cytoplasmic membrane. Aspartate and serine bind directly to the periplas
mic domains of their transducers (Tar and Tsr, respectively). The maltose binding 
protein also binds to the peri plasmic domain of Tar. Binding of a ligand (or a ligand 
binding protein) triggers two different kinds of events. One, required for signaling 
(for coupling the receptors to the flagella), inactivates a cytoplasmic kinase (CheA); 
the other, required for adaptation (for making temporal comparisons), activates a 
cytoplasmic methyltransferase (CheR). Coupling to the kinase involves another 
molecule (CheW) whose role is poorly understood. Activation of the methyltrans
ferase occurs at the substrate level: this enzyme multiply methylates the cytoplasmic 
domains of the transducer to which the ligand has bound. The kinase phosphorylates 
and thereby activates two other cytoplasmic proteins, one ( Che Y) that enhances CW 
flagellar rotation, and the other (CheB) that demethylates transducer cytoplasmic 
domains. The extent to which a given transducer inactivates (or activates) the kinase, 
and thus affects the rotation of the flagella, depends on the difference between the 
level of occupancy of its ligand binding site and the level of methylation of its 
cytoplasmic domain. When a cell swims up the gradient of an attractant, this 
difference is large because increases in the occupancy of the ligand binding site are 
rapid, while increases in the level of methylation are slow. However, when a cell 
swims down such a gradient, this difference is small because decreases in the 
occupancy of the ligand binding site and demethylation are both rapid. For recent 
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reviews on bacterial chemotaxis with an emphasis on the biochemistry, see Bourret et 
al. (1991) and Stock et al. (1991). 

Sensory transduction in bacterial chemotaxis is very different from that in the 
other systems discussed at this symposium. Bacterial transducers have only two 
a-helical transmembrane segments, not seven. Activation of the kinase does not 
appear to involve a G protein. Adenyl cyclase, guanyl cyclase, phospholipase C, 
cAMP, cGMP, IP3, and Ca2+ play little, if any, role. Nor are there any ligand-gated 
channels or, indeed, any significant changes in membrane potential. However, there 
are proton or sodium channels (depending on the species) involved in powering the 
flagellar rotary motors. For recent reviews on flagellar motors, see lmae and Atsumi 
(1989), Blair (1990), and Jones and Aizawa (1991). 

Recently, we have been working in three areas: (1) improving methods for 
measuring responses of bacterial populations to chemical gradients, (2 ) devising 
methods for isolating mutants that are motile but nonchemotactic, and (3) studying 
E. coli under conditions in which cells respond to attractants they themselves excrete. 
These projects are reviewed briefly below. 

Our method for measuring the response of cell populations to gradients involves 
the migration of cells through a porous membrane or plate separating two stirred 
chambers; cells reaching the second chamber are sensed by light scattering (Berg and 
Turner, 1990). A linear gradient of an attractant is established across the membrane 
by adding an aliquot of the chemical to either chamber. If cells that respond to the 
gradient are to outrun cells that do not, the membrane must be thick rather than 
thin. A cell can cross a membrane of thickness d by moving at random (by diffusing) 
for a time of order t0 = d 2!2D, where Dis the cell's diffusion coefficient. A cell can 
cross the membrane by drifting up the gradient for a time of order tv= d/v, where vis 
the cell's drift velocity in the gradient. To study chemotaxis, one wants tv < t0 , or d > 
W/v. For E. coli, this limit is -0.02 em. A suitable membrane was obtained by 
purchasing glass capillary arrays (Galileo Electro-Optics Corp., Sturbridge, MA), 
used for the fabrication of microchannel-plate image intensifiers: the capillaries are 
fused together in parallel, with their long axes normal to the surface of the plate. We 
used 10-J,Lm-diam capillaries in a plate 0.05 em thick. Adsorption of cells to glass was 
suppressed by the addition of 0.1% wt/vol polyvinylpyrrolidone ( 40,000 mol wt). For 
wild-type E. coli in such a plate, D :::::: 5 x 10-6 cm2/s. For gradients of aspartate or 
serine spanning 0-10 J.LM, v :::::: 7 x 10-4 cm/s. To our surprise, both values were 
substantially higher in tubes of 10 J.Lm diameter than in tubes of 50 J.Lm diameter. 
Apparently, cells in the smaller tubes do not have room to swim sideways, so their 
runs are aligned with the tube axis: they execute a one-dimensional rather than a 
three-dimensional random walk. 

It is possible to isolate mutants that are fully motile yet nonchemotactic by 
collecting cells that diffuse across the plate in the face of an adverse gradient (Berg 
and Turner, 1990). But higher resolution can be obtained by a chromatographic 
variant (Berg and Turner, 1991). In the latter method, the capillary array separates 
two chambers, as before, but it is sandwiched between two thin aluminum oxide 
filters of 0.1 J.Lm pore size (much smaller than the diameter of a bacterium; purchased 
from Anotec Separations, Banbury, UK). The filter facing the chamber containing 
the attractant is in close apposition to the capillary array, while the filter facing the 
chamber devoid of attractant is some 0.04 em away, forming a fluid-filled gap. A 
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sample of bacteria is introduced at one end of this gap. Then cell-free medium is 
slowly added at the same end and removed at the other end (at the same rate). This 
causes fluid to flow in the gap between the aluminum oxide filter and the capillary 
array in a direction parallel to the plane of the filter and the face of the array but 
normal to the direction of the chemical gradient. Cells that respond to the gradient 
swim into the capillary array (the stationary phase) and spend most of their time at 
the end of the capillary tubes near the top of the gradient; therefore, they are 
retarded. Cells that fail to respond to the gradient swim freely into and out of the 
array, sampling both the moving phase and the stationary phase. Thus, they drift 
along the gap at the average velocity of the fluid (where this average is taken over 
both phases) and are soon eluted. In practice, the gap is horizontal, with the capillary 

Figure l. Two patterns formed by cells of E. coli in thin soft-agar plates. The white ring at the 
periphery, an artifact of the illumination, is 7.5 em i.d. The cells formed compact aggregates 
that were visualized by scattered light (enhanced here by addition of 50 J-Lg/ml tetrazolium 
violet). The aggregates formed in the wake of a circular band that moved outward from the 
point of inoculation at a rate of -0.08 em/h. The agar contained, as a carbon source, 
a-ketoglutarate (2.5 mM), which is not a chemoattractant. It also contained hydrogen 
peroxide at a concentration of 2.0 mM (a) or 2.5 mM (b). Incubation was for -40 h at 25°C. 
Other conditions were as described in Budrene and Berg (1991) . 

array and the source of attractant at the bottom. Then, given enough time, mutants 
that fail to swim sink into the capillary array and are also retarded. 

The third and most novel application involves gradients that the cells generate 
themselves, not by uptake and metabolism of exogenous chemicals, but rather by 
excretion (Budrene and Berg, 1991). The effects of these gradients are particularly 
dramatic when cells are inoculated at the center of a thin layer of agar and grown on 
a carbon source that is a substrate of the tricarboxylic-acid cycle, such as succinate, 
fumarate, or malate. Patterns of remarkable symmetry form as the cells spread 
through the agar. Fig. 1 shows growth on a-ketoglutarate in the presence of two 
different concentrations of hydrogen peroxide. This aggregation might occur in 
response to oxidative stress, which would be relieved at high cell densities by 
utilization of oxygen. All the evidence to date suggests that the attractant is 
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aspartate. But why some aggregates should be arrayed in intersecting spirals (as in 
Fig. 1 a) while others form in radial lines (as in Fig. 1 b) remains to be determined. 
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Introduction 
It has been shown repeatedly over the past 20 years that honeybees are able to detect 
weak, earth-strength magnetic fields. Table I shows a summary of these known 
geomagnetic effects on honeybee behavior, as well as the independent attempts to 
replicate them. We know of no attempts to replicate these effects that were not 
eventually successful (some apparently took practice). Towne and Gould (1985) 
provide a thorough and critical review of this literature prior to 1985 (effects 1-4 in 
Table I). Of these unconditioned responses, the horizontal dance experiment of 

TABLE I 
Summary of Magnetic Effects on Honeybee Behavior 

Effect Original reports Similar replications 

1. Misdirection in the Lindauer and Martin Hepworth eta!. (1980), 
waggle dance inftu- (1968, 1972), Martin Towne and Gould 
enced by weak mag- and Lindauer (1977) (1985), Kilbert (1979) 
netic fields 

2. Dances on horizontal Lindauer and Martin Brines (1978); Gould et 
comb align with points (1972), Martin and a!. (1980) (also see 
of magnetic compass Lindauer (1977) Kirschvink, 1981) 

3. Magnetic orientation Lindauer and Martin DeJong (1982), Towne 
of comb building (1972), Martin and and Gould (1985) 

Lindauer (1973) 
4. Time sense of bees Lindauer (1977) Partially by Gould (1980) 

influenced by geomag-
netic variations 

5. Extinction test condi- Walker and Bitterman Kirschvink and Koba-
tioning experiment (1985) yashi-Kirschvink (1991) 

6. Two-choice threshold Walker and Bitterman This report 
conditioning experi- (1989a) 
ment 

7. Small magnets on an- Walker and Bitterman No attempts reported 
teriordorsal abdomen (1989b) 
interfere with condi-
tioning experiments 

8. Pulse remagnetization Kirschvink and Koba- No attempts reported 
converts north-seeking yashi-Kirschvink (1991) 
into south-seeking 
bees 

Lindauer and Martin (1972) and Martin and Lindauer (1977) (effect 2 in Table I) has 
proven to be particularly easy to replicate. 

In a series of elegant papers, Walker and Bitterman (1985, 1989a, b) and Walker 
et al. (1989) have shown that individual foraging honeybees can be trained to 
discriminate weak magnetic anomalies superimposed against the background geomag
netic field (effects 5-7 in Table I). Given the proper experimental situation, honey
bees learn to discriminate magnetic cues in a fashion similar to visual cues (Walker et 
al., 1989). Unlike many other experiments demonstrating the effect of magnetic 
fields on animals, the Walker-Bitterman experiments are amazingly simple but 
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powerful. Clear magnetic effects can be obtained from small numbers of animals or 
even individuals, and discrete responses are easy to record electronically. These 
factors led us to try to replicate the extinction test reported initially by Walker and 
Bitterman (1985), which succeeded surprisingly well (Kirschvink and Kobayashi
Kirschvink, 1991). 

Walker and Bitterman's (1989a) measurement of the threshold sensitivity ofthe 
bees to a small static anomaly superimposed upon the background field is the most 
dramatic experimental result to date from their conditioning experiments. By 
starting with a moderately strong anomaly in a two-choice training paradigm, and by 
reducing the amplitude of the anomaly in small exponential steps, the threshold 
sensitivity could be determined by the point at which the bees were no longer able to 
discriminate correctly. Of nine bees run through the procedure, the median thresh
old was 250 nanotesla (nT, 0.6% of the background field in Hawaii), whereas their 
best bee lost the ability to discriminate in fields below 25 nT (0.06% ). Similar, but less 
direct, estimates of the magnetic sensitivity of bees were obtained from both the 
misdirection and circadian rhythm experiments (effects 1 and 4 in Table I; reviewed 
by Towne and Gould [1985]). This astounding sensitivity, however, is not biologically 
unreasonable for a magnetite (Fe30 4)-based sensory system. Estimates for the 
number of discrete sensory organelles per bee, based on the measured magnetic 
moments, are on the order of several million (Gould et al., 1978; Kirschvink, 1981). 
Several analyses have shown that the ultimate sensitivity of such an array will 
improve by the square root of the number of receptors, and that nanotesla level 
sensitivity is not implausible (Kirschvink and Gould, 1981; Yorke, 1981; Kirschvink 
and Walker, 1985). 

Two of the experiments listed in Table I have a direct bearing on the nature of 
the magnetic sensory receptors in the honeybee. First, Walker and Bitterman 
(1989b) found that small magnetized wires glued to the anteriordorsal abdomen 
interfered with the ability of the bees to discriminate magnetic anomalies, whereas 
copper wires had no effect. Magnetic wires in other locations similarly had no effect, 
and the experiments were done double-blind. The anteriordorsal abdomen is the site 
of magnetite biomineralization discovered by Gould et al. (1978), and thus should be 
the site of any magnetite-based magnetoreceptors. Second, Kirschvink and Kobayashi
Kirschvink (1991) were on occasion able to elicit magnetic North-seeking behavior in 
bees trained to visit a simple T-maze. A short magnetic pulse with a peak amplitude 
of 100 mT (stronger than the coercivity of most biogenic magnetites) was able to 
convert this North-seeking exit response into a South-seeking one. This same 
experiment works on the magnetotactic bacteria (Kalmijn and Blakemore, 1978; 
Diaz-Ricci et al., 1991) and is a unique fingerprint of a ferromagnetic compass 
receptor. 

A major question of importance to the electric power industry concerns whether 
the 50- and 60-Hz magnetic fields generated by electric power lines can influence 
living organisms, particularly at the low field strengths typically encountered. Some 
physicists have suggested recently that this is impossible (e.g., Adair, 1991); unfortu
nately, they ignore the well-known process of magnetite biomineralization in ani
mals. Viewed from the perspective of a flying honeybee choosing between two of 
Walker and Bitterman's (1989a) targets, it is clear that its discriminative choice is not 
made with a purely static stimulus. During the choice period, the bee flies in and out 
of the magnetic anomaly and experiences field changes that are at effective frequen-
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cies of a few cycles per second. Hence, it is clear that the honeybee magnetic sense 
must have some response at low frequencies. 

In this paper we present two biophysical models of magnetite-based magnetore
ceptors, and compare their expected frequency response from a theoretical perspec
tive. We then describe our attempts during the past two years to modify the 
Walker-Bitterman extinction and two-choice procedures to measure experimentally 
the honeybee's sensitivity to low frequency magnetic fields. 

Biophysical Models of the Honeybee Receptor 
Unfortunately, the ultrastructure of an in situ magnetite-based sensory organelle has 
not been studied in any animal, largely because the volume density of magnetite in 
most tissue samples isolated magnetically is only a few parts per billion. This low 
volume density of the receptors is not terribly surprising, as only one receptor cell 
with a 1-j..Lm-long magnetosome chain could provide a whale with a superb magnetic 
compass sense. Even in tissue samples containing measurable amounts of magnetite, 

Figure 1. Schematic diagram of 
a possible magnetite-based 
magnetoreceptor in honeybees. 
The magnetic/thermal energy 
ratio of the magnetosome chain 
is 6, the chain structure is 1 tJ.m 
in length and 50 nm in diame
ter, and it is in a fluid 100 times 
more viscous than water. The 
arrow labeled B is the direction 
of the static geomagnetic back
ground field, and the oscillat
ing field, Bac• is perpendicular 

to this. The contrasting model discussed in the text would have a single spherical magneto
some 0.12 tJ.m in diameter rather than the magnetosome chain. 

the TEM search is at best a needle-in-the-haystack operation. However, magnetite 
crystals extracted from the ethmoid region of tuna and salmon have been studied 
intensively (Walker et al., 1984; Kirschvink et al., 1985; Mann et al., 1988; Walker et 
al., 1988). These particles form linear chains of magnetically single-domain crystals 
virtually identical to the chains of magnetosomes present in the magnetotactic 
bacteria. Like these bacteria, the salmon crystals also have their crystallographic 
/111) alignment parallel to the chain direction, which maximizes the net magnetic 
moment of the chain (Mann et al., 1988). Neurons and cells containing primary cilia 
are also present in these tissues (Walker et al., 1988), suggesting that the receptor is 
something like a modified hair cell (e.g., Kirschvink and Gould, 1981). Unfortu
nately, the only published attempt to locate cellular iron in the honeybee (Kuterbach 
et al., 1982) focused on the ventral abdomen rather than the locus of magnetite 
biomineralization in the anteriordorsal abdomen. 

Two simple "end-member" models for a magnetite-based magnetoreceptor are 
worth considering here. The first is that of a long magnetosome chain suspended in a 
viscous medium and connected to a suitably modified hair cell mechanoreceptor, as 



Biophysics of Honeybee Magnetoreception 229 

sketched diagrammatically in Fig. 1; the second is to assume that the magnetite is a 
sphere attached somehow to a mechanoreceptor. The long chain would have a 
maximum viscous drag, whereas for the sphere this would be at a minimum. If we 
assume that the magnetosome chain is free to pivot around its fixed end, and the 
sphere around its center, and that both are critically overdamped by viscous forces 
(e.g., the low Reynolds number intracellular environment described by Purcell 
[1977]) so that inertial terms can be neglected, the equations of motion for both 
models are similar to that of a forced, damped torsional pendulum. The equation is 
then: 

Ce' + ~sin(e) = ~accos(e)cos(wt) (1) 

where C is the coefficient of rotational friction about the end of the magnetosome 
chain or through the center of the sphere, e is the angle between the static 
background field and the magnetosomes, e' (or de/dt) is the angular velocity, J.L is the 
total magnetic moment of the receptor, B is the strength of the background 
(geomagnetic) field, Bac is peak amplitude of an alternating magnetic field aligned 
perpendicular to B, w is the angular frequency of the alternating field, and tis time. 
Although this is a first-order equation, it does not have closed-form solutions for e(t) 
due to the presence of the nonlinear sin (e) and cos (e) terms. However, a close 
approximation to the correct solution can be found easily by the following approach. 
In the case where e is small, sin (e) and cos (e) are approximately e and 1, 
respectively. Eq. 1 then becomes linear, and the solution for long times becomes 

where 

and 

e(t) = emax cos ( wt + E) 

-we 
tan(E) = -

~ 

(2) 

(3) 

(4) 

For our purposes, the phase delay (E) between the applied frequency and the 
response is not important. Although this solution works for small e, if the value of Bac 
is much larger than B, emax may become much larger than its maximum possible value 
of 90°. In the low frequency limit where w approaches zero, emax should reduce simply 
to the arctangent of Bac!B. This modification also works for low values of e because 
Arctan(e) is also e in this limit. Indeed, numerical solutions of Eq. 1 show that 
Arctan(emax), with emax as given in Eq. 3, is a close approximation to the maximum 
amplitude of the exact solution of Eq. 1 for all ranges of e between --rr/2 and -rr/2. 

We next need to put specific values on the quantities J.L and C, which would be 
appropriate for our honeybee models. For the magnetic moment, J.L, Kirschvink 
(1981) noted that the accuracy of the dance orientation data in varying strength 
background fields published by Martin and Lindauer (1977) followed closely the 
Langevin function, and the least-squares comparison of this function with the dance 
data yields an estimate of the magnetic to thermal energy ratio in the geomagnetic 
field of - 6. If we take the geomagnetic field at 50 J.L T (or 0.5 gauss), this yields a 



230 Sensory Transduction 

moment for the average honeybee magnetoreceptor of 5 x 10-13 emu (5 x 10-16 

Am2). 
The coefficient of rotational friction depends on the size and shape of the 

magnetic structure which is free to move, as well as the viscosity of the surrounding 
medium. In the salmon, many of the magnetosome chains were on the order of a 
micrometer in length (Mann et al., 1988), hence a reasonable approximation for the 
magnetosome chain model is a right circular cylinder 1 f.Lm in length, with a 
length/diameter ratio of20. Sadron (1953) has derived the general expression for the 
coefficient of rotational friction for motion through the center of a right circular 
cylinder. It is given by 

2 1 
C=-'T]V-

3 r(p) 
(5) 

where pis the length/diameter ratio for the cylinder, 1'J is the viscosity of the liquid, 
and Vis the volume of the cylinder. The function r(p) is a shape parameter, the full 
expression for which is given by Sadron (1953). For our model magnetoreceptor, 
however, the chain rotates about a fixed end rather than around an axis through its 
center. In this situation, the coefficient of rotational friction should be exactly half of 
that produced by rotation of a 2-~-Lm-long cylinder about its center, with a length/ 
diameter ratio of 40. The similar coefficient for the sphere is given by 61'] V (Sadron, 
1953). 

The viscosity of the medium surrounding the magnetosome chains is more 
difficult to estimate, as it is not yet known where they are located. The first 
approximation is to assume that it is similar to cellular protoplasm. Hence, we use 
the estimate of Keith and Snipes (1974) in their study of the molecular motion of a 
small spin-label molecule, tempone. They found that typical bacterial viscosities 
were -10 times greater than water, and that eukaryotic cells (from protists, plants, 
and humans) were all similar at -100 times higher than water. Using this larger 
estimate for the viscosity, the constant of rotational friction, C, for the long 
magnetosome chain is 1.8 x lQ-13 ( cgs ), versus 6.5 x 10-15 for the sphere. 

It is useful to compare the amplitude of the induced rotations predicted by Eq. 1 
with the magnitude of the rotational Brownian motions produced by thermal 
agitation, which are given by the square root of (kT I f.L/310131). Even though some 
signals are below thermal noise at an individual receptor, they may still be detected 
by suitable averaging across the large numbers of independent organelles inferred to 
be present (Kirschvink and Gould, 1981). 

Fig. 2 shows the maximum amplitude of the angle 6 as a function of frequency, 
w, for varying values of Bac in a background geomagnetic field, B, of 50 f1 T for both 
models, with the heavy dots indicating the portions of the curves below thermal 
noise. In all cases, the response is largest around 0 Hz, dropping off at higher 
frequencies. Due to increased viscous drag, this drop-off in the 0-100-Hz range is far 
more pronounced in the linear magnetosome chain model than in the spherical 
model. Obviously, a magnetoreceptor employing a single spherical magnetosome 
would have a much broader frequency response than a linear chain model. 

This difference leads to a testable prediction concerning relative threshold 
sensitivity. From the work of Walker and Bitterman (1989a) we know that at least 
one bee was able to discriminate a 25-nT static anomaly in the presence of the 



Biophysics of Honeybee Magnetoreception 231 

background geomagnetic field. According to Eq. 1, at 0 Hz this corresponds to an 
angular deflection of only 0.029° for either the magnetosome chain or spherical 
models. (Although this is well below the r.m.s. thermal noise of 23°, the effective 
noise for an array of 106 independent receptors should be reduced by a factor of 103, 
to -0.023°.) If we assume that the receptors are responding to the angular 
displacements, we can make estimates for the relative thresholds for each model as a 
function of frequency. For the linear magnetosome chain model, a 60-Hz magnetic 
field of 6.5 1-L T peak amplitude is required to produce the same 0.029° deflection as 
did the 0-Hz, 25-nT field, or a 2,600-fold reduction in sensitivity. On the other hand, 
for the spherical model a 60-Hz field of only 240 nTyields this same deflection, for a 
factor of -10 reduction in sensitivity. Repeating these calculations for a viscosity 
only 10 times that of water changes the 60-Hz threshold estimates to 650 and 35 nT 
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Figure 2. Maximum angular deflections for the magnetoreceptor models as a function of 
frequency and amplitude of the alternating field component, Bac· The background geomag
netic field is taken at 50 1.1 T, with the alternating field aligned perpendicular to it. Numbers on 
each curve give the peak amplitude of the oscillating field component in millitesla (1 mT = 10 
G). Dotted portions of the curves indicate those regions where the maximum deflection angle 
is less than the r.m.s. angular deviation produced by thermal noise, given by the square root of 
(kT / l.l.Btotal)· 

for the magnetosome chain and sphere models, respectively. Obviously, it should be 
possible to distinguish between these two models by suitable behavioral experiments 
along the lines of Walker and Bitterman (1989a). 

Attempts to Condition Honeybees to Alternating 
Magnetic Fields 
Of the various conditioning experiments developed by Walker and Bitterman, the 
extinction test (Walker and Bitterman, 1985) and the two-choice procedure (Walker 
and Bitterman, 1989a) can be adapted most easily to test for sensitivity to alternating 
magnetic fields. These attempts are described next. 
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Extinction Test 

The protocol and equipment used for this experiment was identical to that used by 
Walker and Bitterman (1985) as modified slightly by Kirschvink and Kobayashi
Kirschvink (1991). To summarize, individual honeybees labeled distinctively with 
nail polish were trained to feed from a drop of sucrose solution placed on a single 
horizontal target in the center of a North-facing window box. Once an animal 
learned to return on her own, we began a discriminative training series of 10 visits, 
with the strength of the sugar solutions alternating between 20 and 50% on 
successive visits, concluding with 50% on the lOth visit. Mter experiencing 50% 
sugar, the bees behave as if the 20% is somewhat aversive, hence providing a 
reasonable reward (S+) and punishment (S-) distinction. During this training 
interval, either the S+ (50%) or S- (20%) condition was paired with an oscillating 
magnetic anomaly (peak amplitude 1.5 mT, 1Hz). Mter the lOth visit we conducted 
the extinction test, in which the central target was removed and replaced with two 
targets separated by -15 em, one of which (either on the east or west) was then 
paired with the magnetic anomaly. Although the other target had no anomaly, it was 
equipped with a similar double-wrapped coil with antiparallel currents yielding the 
same ohmic heating effect. The coils are described fully by Kirschvink and Kobayashi
Kirschvink (1991), and are designed to produce an anomaly that is focused sharply 
on the target. The double wrapping ensures that, although only one target of the pair 
produces an anomaly, both produce the same heating and other side effects (e.g., 
Kirschvink, 1992). The targets without a magnetic anomaly contained a drop of 
Pasadena tap water, which is aversive to most living things. Upon its return for the 
11th visit, the bee would typically hover for a few seconds before landing at one of the 
targets to taste the liquid. Upon finding only water, the animal would usually fly up 
and choose again. A simple computer program was used to record the bee's choice 
(east or west) and the time of contact to the nearest 0.1 s during a 10-min interval. A 
video tape record of the training period and the extinction test was also kept, and 
after the test the bee was caught and frozen to prevent her return during the next 
experiment. Additional details are as described by Kirschvink and Kobayashi
Kirschvink (1991). 

This extinction test protocol can be run in four combinations, as either the S+ or 
S- sugar levels can be paired with the anomaly, and during the extinction test the 
anomaly can be located under either the east or west target. We therefore ran eight 
bees through this test, two for each combination, in order to balance fully all such 
effects. 

Three things can be tested for in these data: (1 ) a preference for the targets 
associated with the magnetic field environments that were paired with the 50% 
sucrose (S+) during the previous discriminative training, (2) a position preference 
for either the east or west targets, and (3) a direct preference (or aversion to) the 
target associated with the magnetic anomaly, independent of whether or not it had 
been used as the S+ or S- stimulus. The diagrams of Fig. 3 show the data from this 
experiment averaged according to these groups, after normalizing the response from 
each bee for the total number of contacts during the 10-min intervals (thereby giving 
each animal unit weight in the analysis), along with 2-sigma errors around their mean 
values. 
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We were surprised at the results. Unlike the same experiment run with a static 
magnetic anomaly, there was no suggestion that the bees had learned to associate the 
presence or absence of the oscillating magnetic anomaly with the S+ or S- sugar 
(P > 0.1 for the F-ratio test of Fig. 3 A). On the other hand, there was a highly 
significant preference for the bees to go toward the target with the magnetic 
anomaly, whether or not it had been paired with the S+ or S- stimulus in the earlier 
discriminative training (P < 0.01, Fig. 3 C). Although the bees were able to detect 
the presence of the oscillating anomaly, they did not learn its association with strong 
or weak sugar! We therefore focused our efforts on the two-choice experiment 
reported by Walker and Bitterman (1989a), which, in addition to providing more 
powerful control of the behavior, could perhaps be used to measure thresholds as a 
function of frequency. 

East I West 
B Position 

Preference 

_____ .. ---------------

Anomaly I Ambient 
C Magnetic Field 

Preference 

------
___ ... ----· 

5 10 0 5 10 
Time (minutes) Time (minutes) 

Figure 3. Normalized, averaged results from the 1-Hz extinction test experiment, broken into 
the three groups described in the text. For the S+/S- group inA, the solid line shows the 
average contact frequency of the bees to the target which had the magnetic field (ambient or 
anomaly) that was paired previously with the S+ condition. The two short-dashed lines above 
and below this line indicate the 2-sigma error boundaries, arbitrarily calculated for plotting 
purposes at 6-s intervals over the 10-min course of the experiments. Similarly, the S- mean 
values are plotted with the dot-dashed line, with the longer-dashed lines showing the errors. B 
shows these results averaged so as to test for an east/west position preference, the solid line 
(and short-dashed errors) indicating the west preference, and the dot-dashed line (and 
longer-dashed errors) representing the east. Finally, C shows the data averaged to test for a 
preferential attraction to the magnetic anomaly (solid curve and short-dashed errors) or the 
ambient field (dot-dashed curve with longer-dashed errors). Results from the F-ratio AN OVA 
with 1 and 14 d.f. for testing the significance of separation of the curves in each case are as 
follows: A: (S+, S-, cr) = (0.521, 0.479, 0.116), F = 0.516, P > 0.1; B: (E, W, cr) = (0.461, 
0.539, 0.111), F = 1.936, P > 0.1; C: (field, no field, cr) = (0.569, 0.431, 0.092), F = 8.923, P < 
0.01. 

The Walker-Bitterman Two Choice Experiment 
Fig. 4 shows the general layout of for this experiment. Two targets are placed on a 
shaded, vertical window separated by - 15 em. Each target is centered on one of the 
double-dipole, double-wrapped coil assemblies described above. In an initial pre train
ing episode, a painted honeybee is trained over six visits to feed on 50% sucrose from 
alternate targets consistently paired with the magnetic anomaly; during this time the 
bee is prevented from visiting the nonmagnetic target. After the last pretraining visit, 
the bee would return to find both targets open, requiring her to make a choice. If she 
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landed on the target paired with the field (S+ ), she was rewarded with 50% sucrose; 
otherwise, she encountered tap water paired with a mild electric shock (3 V, 
1,000-Hz square wave), forcing her to go to the other target. In the original 
Walker-Bitterman protocol, the bee's first choice for each visit was recorded either 
by having it break the beam of an IR photocell, or by electrically completing a circuit 
between the copper landing platform and the sugar or water solution. Between visits, 
the food wells in both targets were rinsed and filled with the proper solutions for the 
next visit, and the position of the anomaly (and hence the S + target) was changed in 
a quasi-random order from visit to visit. Thus, long strings of correct choices would 
indicate preference for the anomaly associated with the magnetic field, the chance 

B 

A 

Figure 4. Experimental setup for the two-choice experiment (similar to that of Walker and 
Bitterman, 1989a ). (A) Schematic drawing of individual targets. The coil designs are given by 
Kirschvink and Kobayashi-Kirschvink (1991 ). (B) Arrangement of targets on a north-opening 
window. The LED panel was dark until after the bee made its first choice, whereupon it 
displayed information concerning the location of the anomaly, the bee position, and the 
current visit number. 

probability of which would decrease in a binomial fashion with the length of the 
string. In their measurements of the threshold sensitivity, Walker and Bitterman 
(1989a) adopted a practical criterion of six correct choices in a row, or seven out of 
eight (chance probabilities 0.016 and 0.035, respectively). For each bee and field 
setting, they report the number of trials for the animal to reach one of these criteria. 
Our Monte-Carlo simulations of their published data confirm the highly nonrandom 
nature of their results with static fields. 

Although the ability of Walker and Bitterman's bees to discriminate fields 
successfully, and their failure to do so at low field levels, is clear evidence for a 
remarkable magnetic sensitivity, we were bothered by one aspect of their original 
experiment. When the bee returns at the start of each visit, the targets differ in one 
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nonmagnetic aspect: one has water, and the other has 50% sucrose. In their 
experiments in Hawaii, bees never displayed the ability to distinguish these liquids 
except by direct taste (Abramson, 1986; Walker and Bitterman, 1989a). Much of our 
effort at replicating this experiment was aimed at eliminating or minimizing this 
difference, and attempting to bring the entire experiment under the control of a 
dedicated microcomputer. Our first attempts were done in Pasadena during the 
summer of 1989, and we built circuits to switch the magnetic field position properly 
and to detect the contact of the bee with the sugar solution using operational 
amplifiers. We tried several variations from the standard protocol, including using 
50% sugar in both targets and relying on shock alone to drive the bee from the S
target after an incorrect choice. Our initial results using static magnetic fields were 
never as clear as those from Hawaii, unless we reverted to the 50%/0% protocol, 
which again required the tedious washing of the targets and replacing the solutions 
after each visit. However, several of our bees that reached criterion performance 
with the S- water failed subsequent control experiments in which the electric circuit 
for the anomaly was interrupted. Our best guess at the time was that somehow the 
Pasadena bees were able to smell the presence of water, as they often landed on the 
wrong target for a few seconds without triggering the computer. 

These experiments were continued during the Spring and Summer of 1990 in 
Fukuoka, Japan, initially with results disappointingly similar to those in Pasadena. 
We discovered that after many visits the bees would learn to taste the water quickly 
without registering a response on the computer, and that this was due to an 
insulating film which built up on the copper landing platforms. Smell was not 
involved, as this happened even when a slight inward draft was present. Urban smogs 
in both Pasadena and Fukuoka apparently were much more corrosive than the 
atmosphere in Honolulu, Hawaii; the Hawaiian protocol also used the IR photocells 
as a backup check on the bee's first choice. Our final target design used in Fukuoka 
avoided this problem by covering the platform with gold foil. We also minimized the 
problem of switching the solutions by making many interchangeable liquid wells out 
of 10-ml plastic cubetts which could be plugged into the base of each target. Several 
interchangeable wells for both sugar and water were necessary, as we discovered that 
the bees could eventually recognize subtle differences in the cubetts. We also tried to 
watch the bee as often as possible during her choice procedures to determine 
whether or not she was cheating, and after strings of successful discrimination 
choices we usually did no-current control tests. We sometimes allowed bees to 
continue responding to a stimulus after reaching the Walker-Bitterman criterion, as 
a test for control over their behavior. 

Fig. 5 shows the results from an individual bee. After the six initial pretraining 
visits and four of the two-choice visits that were paired with a static anomaly (2.2 
mT), the bee reached criterion performance of seven out of eight (chance probability 
0.035) as shown in Fig. 5 A. At this point, a no-current control experiment was run 
from the 13th through the 68th visits, with only random results as shown in Fig. 5 B. 
From the 69th trial, the magnetic anomaly was reconnected with a 1-Hz sinusoidally 
oscillating field with peak amplitude of 2.2 mT. After 30 additional visits, the bee 
produced a string of 12 correct choices in a row (chance probability 0.00024) as 
shown in Fig. 5 C. After the 110th trial, the frequency was increased to 10 Hz, 
whereupon the bee abruptly lost the magnetic discrimination, choosing the west 



236 Sensory Transduction 

target six times in a row. Mter this, she made 9 out of 10 correct choices (chance 
probability 0.011; Fig. 5 D) before the end of the experiment. 

Fig. 6 is a summary diagram of results from bees run following this protocol, 
showing the number of trials to criterion as a function of the frequency of the 
magnetic anomaly. The*,#, and@ symbols indicate that the bee achieved chance 
probabilities P < 0.05, P < 0.01, and P < 0.001, respectively, and lines connecting 
symbols at different frequencies show the three cases where the bee returned long 
enough for us to shift her to higher frequencies. All bees tested at 0 Hz reached the 

A 11.1 
u .... 

11.1 0 S+ >.r: 
:;:ju 
Ill u ..... .... 
::::~..., 1 10 E 11.1 
::I r::: s-UCI 

8 11.1 
u 

11.1 .... 
> 0 S+ :;::5 
Ill u ......... 
::::1 .... 13 22 32 42 52 62 E 11.1 
::I r::: s-UCI 

Ill 
:::E 

Ill 
:::E 

Magnetic S+ I 1 1 IIIII! 1 
Cho1ca S- I I I 

Magnatic S+ I' 1 1 1 I ill 1 1 1 I I I ill I Ill II II I I I 
Choica S- I I I II II I Ill I I II I II II II ill I II 

Target E I 1 1 1 
Choice W 1111 I II II 

c 11.1 
u 

11.1 .... 
> 0 S+ :;:!5 
lllu ..... .... 
::::~..., 69 78 Ell.l 
:::lr::: s-UCI 

Ill 
:::E 

88 

Target 
Choica 

98 

E I I II IIIII I I I I I I ill Ill II 
W llllllllll ill ill Ill I I Ill I 1111 ill II 

D 11.1 
u 

Q] -~ 
>.r: S+ :;::u 

i08 

Ill u ......... 
::::1 .... U1 120 E Ill 
::I r::: s-UCI 

Ill 
:::E 

Magnetic S+ I'' 1 1 II ill II Ill I lllllliillll 
Choice s- I I I II I II I II 1111 

Magnetic S+ I" 1 11111 1111 
Choice S- I I I I 

Target E I II II I II I II II I I II 
Choice W II 111111 I 1111 I IIIII II I II I I 

Target E I 1 1 11 
Choice W !!Ill! I I I II I 

Figure S. Data from: an individual honeybee trained to respond to various frequencies as 
outlined in the text. (A) Testing to a static, 2.2-mT magnetic anomaly. (B) Control 
experiment, exactly as inA, but with the circuit interrupted. (C) 1-Hz sinusoidally oscillating 
field, peak amplitude 2.2 mT. Note the string of 12 correct choices in a row near the end of this 
experimental condition. (D) 10-Hz sinusoidally oscillating field, 2.2-mT peak field. 

criterion specified by Walker and Bitterman (1989a) with a similar distribution of 
trials. Hence, this replicates their results for this experiment with relatively strong 
static magnetic anomalies; we have not yet attempted to replicate their measure
ments of threshold sensitivity. Of nine bees tested at 60Hz, two did not condition 
within 32 and 44 visits (shown by the & symbol), whereas the seven others reached 
criterion performance or better within 20 visits. One bee tested at 80 Hz did not 
reach criterion within 50 visits. 
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Although the magnetic effects are clear and significantly nonrandom in our 
data, we have the subjective impression that we still have not gained proper control 
of the animal's behavior, particularly at higher frequencies. We allowed several 
animals that had reached or exceeded criterion performance early in the training 
sequence to continue visiting the feeders, and found that they often would switch to 
another pattern of behavior: for example, consistently choosing one target, or simply 
returning to the last target from which they had been fed. 

During the summer of 1991 we focused our efforts on gaining better control of 
this behavior and improving the experimental design, but so far with only limited 
success. We now use IR detectors to sense the bee's presence, and computer
controlled solenoid valves with a gravity feed system to add water or 50% sucrose to 
the feeders after the bee has made her choice. These changes allow both targets to 
remain identical except for the location of the magnetic anomaly during the choice 
procedure, and permits the experiment to be run totally by computer control for long 
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intervals. (Operator attention is still necessary, however, as the bee will sometime 
bring recruits from the hive; the computer has no method of telling one bee from 
another or destroying the interlopers.) We experimented with the use of an air puff 
to punish an S- visit, physically blowing the bee out of the target and a meter or so 
beyond the window, but the learning was not any better. It appears that any deviation 
from the strict Walker and Bitterman (1989a) protocol does not improve control of 
the behavior. 

Discussion 
It is clear that it will be necessary to gain better control of the honeybee's behavior in 
low frequency oscillating magnetic fields before attempts can be made to place 
quantitative experimental constraints on their threshold sensitivity. This display of a 
magnetic response, but the failure to learn it properly, was apparent both in the 
extinction test and in the two-choice paradigm. It is also similar to the results for 
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honeybees trained to visit a simple T-maze described by Kirschvink and Kobayashi
Kirschvink (1991), and the failure of stationary honeybees to learn magnetic cues 
(Walker et al., 1989). Our results to date are broadly consistent with predictions of 
the physical model outlined above, but without the threshold information more 
quantitative constraints cannot be placed on it. 

Although the natural geomagnetic field does have oscillations in the extremely 
low and ultra-low frequency range, the amplitude of these signals is usually on the 
order of a few hundred nanotesla at most, with frequencies confined largely to < 10 
Hz (e.g., Samson, 1987). The largest low frequency stimuli measured by the bee 
would be those produced by the motions of the bee relative to either the geomagnetic 
field or a static anomaly (left frozen in magnetite-bearing rocks by a lightning strike, 
for example). Hence, there is no a priori reason to suspect that the honeybee would 
use the low frequency information present in the natural geomagnetic field, other 
than that of the diurnal variation mentioned earlier. Although the low frequency 
information is being provided to the bee by the receptors, the animals may be 
responding to it instinctively rather than through a learning process. 

The physical model outlined here does have an interesting implication for an 
experiment reported by Gould et al. (1980). They exposed bees to a strong, 60-Hz 
oscillating magnetic field in an attempt to scramble the direction of the single
domain crystals. However, no reduction in the magnetic alignment of the horizontal 
dance was apparent between the control and treated groups. Gould et al. (1980) 
concluded from this that the receptor was not composed of single-domain magnetite, 
and suggested that superparamagnetic particles might be involved as the receptor. 
This was in disagreement with the analysis of Kirschvink (1981), who found that the 
horizontal dance data of Martin and Lindauer (1977) supported a single-domain 
receptor. Our simple model of the honeybee receptor outlined here suggests an 
alternative interpretation for the Gould et al. (1980) experiment, as the 60-Hz 
frequency they used was clearly slow enough to allow the magnetosome chains to 
follow the direction of the applied field. If this were the case, the magnetosomes 
within the chain would not be remagnetized and no change in their behavior would 
be expected. If repeated using higher frequency fields, the effect anticipated by 
Gould et al. (1980) should appear, and would help to place constraints on the 
geometry of the honeybee magnetoreceptor. 
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Introduction 
In this chapter I will give an overview of ion stretch-activated channels and their 
properties, touching primarily on recent results since there are a number of compre
hensive reviews already available in the literature (Sachs, 1988, 1989, 1990; Morris, 
1990; Martinac, 1991; Sokabe and Sachs, 1991). 

Who Needs Mechanical Transduction Anyway? 
Perhaps it is best to think first about the utility of mechanical transduction, 
independent of possible mechanisms. We can identify the exterosenses of hearing, 
touch, and local gravity as the means by which the central nervous system (CNS) is 
informed about the mechanical state of the world around us. Kinesthetic feedback 
from sensors in the joints, muscles, tendons, and skin provide the CNS with 
information about the position, velocity, and acceleration of bones and the voluntary 
musculature. Enterosenses inform the CNS about the state of interior machinery: 
blood pressure, lung inflation, gut inflation, bladder inflation, etc. There are also 
transducers whose outputs are transmitted by humeral pathways. These include the 
kidney's use of renin (Hackenthal et al., 1990) and the heart's use of atrial naturietic 
peptide (Page et al., 1987; Light et al., 1989; Clemo and Baumgarten, 1991) to signal 
changes in blood pressure/volume. There are tissue-specific transducers such as 
those of the distal vasculature that cause vessels to contract in response to elevated 
blood pressure. And finally, there are mechanical transducers whose output is 
utilized in the same cell. Paramecia, for example, will back away from a wall or run 
from a poke to the rear (Schein, 1976), bones grow most in stressed regions (Rodan 
et al., 1975), muscles grow when stretched (Vandenburgh, 1981; Haneda et al., 1989; 
Hatfaludy et al., 1989; Komuro et al., 1991a, b) and lung cells secrete surfactant when 
stretched (Wirtz and Dobbs, 1990). Such responses are not confined to the animal 
kingdom. Uromyces, the rust fungus, can find a pore in a leaf by sensing that the 
stomatal ridge is 0.5 J.Lm above the rest of the leaf (Hoch et al., 1987). Roots grow 
down and stems grow up, even in the dark. Vines curl around their supports. The 
mechanism by which cells, tissues, and organisms attain this sentience is generally 
unknown. 

What Are the Possible Transducers? 
The cytoskele.on itself must be considered a transducer. For those components of 
the cytoskeleton built from subunits, such as actin and tubulin, stress on the 
polymerized structures will change the rate of subunit dissociation. This then leads to 
changes in cell shape and, via the many associated binding proteins, changes in the 
metabolism of second messengers. There are data suggesting that some enzymes, 
such adenyl cyclase, are directly stress sensitive (Watson, 1989; Watson et al., 1991). 
The best enzymes of all (measured by turnover number) are the ion channels. 
Mechanically sensitive channels (MSCs) are the only known primary mechanotrans
ducers, requiring no additional enzymatic activity or stored substrates and utilizing 
only the free energy stored in the transmembrane electrochemical gradient. 

Determining the chain of causality for mechanically induced changes in cell 
biochemistry has been difficult. For example, when muscle cells are stretched, they 
undergo a variety of changes: cell sodium and calcium increase (Vandenburgh, 
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1981), cAMP and other second messengers change (Watson, 1991), and polyribo
some formation and protein synthesis increase (Haneda et al., 1989). Which, if any, is 
causal? No one knows. The difficulty is that many of the changes take place over a 
time scale ranging from seconds to minutes and changes in concentration of the 
reactants and their products overlap in time. In the case of MSCs, the transducer is 
extremely fast (Sachs, 1988) and can be established as primary (Guharay and Sachs, 
1984). Whether these channels can control the elaborate biochemistry that follows 
application of mechanical stress remains to be determined. 

It is possible that mechanically sensitive channels are multifunctional enzymes, 
capable of covalent modifications as well as catalyzing the flow of ions. In one case, 
however, with the help of cyclase mutants, we have determined that the stress
sensitive cyclase is not a stretch-sensitive channel (Chen-Izu, Y., P. A. Watson, and 
F. Sachs, unpublished observations). 

Mechanically Sensitive Channels: What They Aren't 
The defining property of mechanically sensitive channels is that they are mechani
cally sensitive. Based on the source of free energy that controls gating, we know of 
only three kinds of channels: voltage sensitive, ligand sensitive, and mechanically 
sensitive. These three kinds of channels occur in families with varying conductance, 
selectivity, pharmacology, and sensitivity to the other forms of energy. Although the 
nicotinic acetylcholine receptor is affected by membrane potential, we don't call it a 
voltage-sensitive channel because the dynamic range available in voltage (less 
than threefold over the physiological range) is much less than the dynamic range 
available due to the binding of acetylcholine ( > 104). In the same sense, mechanically 
sensitive channels display some voltage sensitivity and some ligand sensitivity, but 
these are not useful identifying attributes. 

I am often asked whether all channels are stretch sensitive, or whether channels 
that we call stretch sensitive are really channels already known by some other name 
such as sodium channels. In general, the answer is no. We know that acetylcholine
activated channels, ATP-inactivated potassium channels, calcium-activated potas
sium channels (Guharay and Sachs, 1984), sodium channels (Horn, R., personal 
communication), and porins (Buechner et al., 1990) are insensitive to stretch. On the 
other hand, Vandorpe and Morris (1991) have shown that the serotonin-inactivated 
S channel in snail neurons is stretch activated, and Hisada et al. (1991) have found a 
hyperpolarization-activated potassium channel in smooth muscle that is stretch 
sensitive. We may expect to find stretch sensitivity in channels that we know by other 
names, but in the same sense that specialized structures are necessary to endow 
channels with voltage sensitivity (Stuhmer et al., 1989), I predict that we will find 
characteristic structures required to confer mechanical sensitivity, and not all 
channels will have them. 

Where Do They Occur? 
Stretch-sensitive channels have been reported to occur in cells that span the 
evolutionary tree: Escherichia coli (Pain tal, 1964), B. subitillis (Zoratti and Petronilli, 
1988; Szabo et al., 1990), Uromyces (Zhou et al., 1991), yeast (Martinac et al., 1988), 
tobacco (Falke et al., 1988), insects (Zagotta et al., 1988), snails (Sigurdson and 
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Morris, 1989), birds (Guharay and Sachs, 1984), frogs (Brehm et al., 1984), sala
manders (Sackin, 1989), opossums (Ubi et al., 1988), mice (Franco and Lansman, 
1990), rats (Bear, 1990), and humans (Izu and Sachs, 1991), among others. In the 
animals, the channels occur in nearly all cells: muscle, nerve, epithelia, bone, etc. 
MSCs do not occur in all cells and are not essential for cell growth; the human 
embryonic kidney cell line 293 does not have MSCs (Chen-Izu, Y., and F. Sachs, 
unpublished observations). 

Ionic Selectivity and Conductance 
The ionic selectivity of mechanosensitive channels is nearly as varied as the other 
families. There are nonselective cation channels, potassium-selective channels, and 
anion-selective channels with conductances varying from 10 to 1,000 pS. No sodium
or calcium-selective channels have been reported. A few detailed selectivity studies 
have been made of the nonselective cation channels (Cooper et al., 1986; Taglietti 
and Toselli, 1988; Yang and Sachs, 1990), and they appear to behave very much like 
nicotinic endplate channels. Most SACs and SICs seem to have a single conducting 
state, but some of the channels, particularly from bacterial systems, have multiple 
conductances (Zoratti and Petronilli, 1988; Szabo et al., 1990). In the Xenopus oocyte 
SAC we found an interaction between the permeant ion species and the open time, 
which suggests an external allosteric binding site (Yang and Sachs, 1990). 

Density 
The area density of stretch-sensitive channels is not well known because the patch 
area is usually not known. In general, patches will show between 1 and 10 channels. 
From the imaging work (Sokabe and Sachs, 1990; Ruknudin et al., 1991; Sokabe et 
al., 1991) we find the patch area to vary with the preparation, but it is usually in the 
range of 5-50 1J.m2, so that the channel density is in the range of 0.2-5/ ~J.m2 • (Note 
that patch areas are alway much larger than the tip area.) The relatively low channel 
density affects the influence of MSCs on other cellular processes. For example, 
nonselective SACs have been invoked as a sensing mechanism for volume regulation 
(Christensen, 1987). The idea is that swelling of the cell turns on SACs that let in 
calcium, which in turn activates both potassium and chloride channels, permitting 
net salt transport. 

The problem with this otherwise reasonable proposal is quantitative. At normal 
extracellular calcium levels, the nonselective SACs don't pass much calcium. In the 
Xenopus oocyte, the open channel calcium current at physiological levels is ~ 20 fA 
(Yang and Sachs, 1990). This flux, 10 will expand radially inside the cell so that, with 
diffusion constant D and no buffering, the concentration at distance r from the 
channel is given by 

C(r) = 10/2-rrrD 

Assuming free diffusion for calcium (D = w-s cm2/s and 10 = 10-19 M/s = 20 fA), 
when r = 0.5 1-Lm (half the average spacing between channels) the increment in 
calcium concentration is less than 3 x w-s M! For a signal to be perceived above 
background, it seems reasonable to expect a second order transducer to require at 
least w-s M calcium. This means that the second order device must be closer than 
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1 11m to the mouth of the channel, and if more than 10-8 M calcium is needed the 
sensor will have to be closer yet. There are several possible ways to deal with the 
coupling. One is to postulate that calcium coming through SACs is irrelevant and the 
true signal is sodium buildup. Calculations like those above show that for a 1-pA 
current the sodium concentration 0.5 11m from the channel mouth is 3.2 x 10-6 M, 
far below background levels. 

Another explanation is that the free solution diffusion constant is much too 
high, that binding to sites near the channel reduces the effective diffusion constant by 
orders of magnitude. This is reasonable, but requires that these binding sites be the 
transducers and be located very close to the channel in order to intercept the 
calcium. It is possible that calmodulin or some calcium-sensitive enzyme is attached 
to the channel itself (Ichikawa et al., 1991 ). 

A third possible escape from the paradox is that the flux does not diffuse into the 
whole cell, but instead feeds a restricted space. The concentration in such a space 
may be much higher than that calculated for three-dimensional diffusion. Restricted 
spaces, in the range of 10 nm, occur between the sarcolemma and the plasmalemma 
in heart cells (Sommer and Johnson, 1979; Lederer et al., 1990) and perhaps in other 
cells. We have invoked such restricted spaces to explain SAC-induced calcium 
release in heart cells (Sigurdson and Sachs, 1991; Sigurdson et al., 1992). 

Gating 
The Flavors of Activation 

From patch clamp data we know of stretch-activated channels (SACs; Guharay and 
Sachs, 1984) and stretch-inactivated channels (SICs; Morris and Sigurdson, 1989; 
Franco and Lansman, 1990). Although these channels are usually activated by 
positive or negative pressure applied to the patch pipette, they actually sense 
membrane tension. As the name indicates, SACs open with tension, whereas SICs 
close with tension. Recently, a curvature-sensitive variant of the SAC has been 
observed in astrocytes (Ding et al., 1989). This channel activates with tension, but 
only when the patch is curved toward the cytoplasm (using positive pressure). When 
the patch is curved the other way, no amount of stress will activate the channel. I 
presume that we will eventually find other specificities: curvature-sensitive SICs, 
convex-sensitive SACs, etc. SICs and SACs can occur in the same cell (Morris and 
Sigurdson, 1989) and multiple forms of SACs can exist in the same cell. Astrocytes 
(Ding et al., 1989) and heart cells (Ruknudin, A., F. Sachs, and J. 0. Bustmante, 
manuscript submitted for publication) have been shown to have as many as five 
different kinds of SACs distinguishable by selectivity and conductance. 

Models for Gating 

There has been some confusion in the literature about the way in which channels 
respond to mechanical stress, and the fault is mine. In our original publication on 
SACs (Guharay and Sachs, 1984) we presented a model for gating in which the free 
energy available from the force field varied as the square of the force. That analysis 
was wrong, and has been corrected in a recent paper (Sachs and Lecar, 1991). 
Consequently, analyses based on that model, such as the prediction of an optimal 
channel density (Sachs, 1986), are also wrong. Sorry about that. (Note, another 
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incorrect derivation of the force dependency is presented in the review by Morris 
[1990].) The dominant free energy component is linear in force as suggested in the 
model proposed by Corey and Hudspeth (1983). Their model is shown in the lower 
left part of Fig. 1. A force pulling on the gate biases the gate to lie to the same side as 
the force is pulling, and since energy is force x distance, the difference in energy 
between the two states is changed by Fax , where ax is the distance the gate moves. 
That is the first order effect. 

Harold Lecar and I were bothered by two aspects of that model. First, there is 
no description of the forces that maintain channel conformation. The gate cannot 
move until the channel flips between states; i.e., each state of the channel is infinitely 
stiff. I have drawn an energy level diagram of this in the lower right of Fig. 1. 

Shut 
~ 

~Open 
v~T 

Shut Open 

'I ~·________.._____II ~II ~ 
Xo 

Figure 1. Diagram of two mod
els for mechanical transduc
tion. The lower half of the 
figure is the model presented 
by Corey and Hudspeth (1983) 
and the upper half that of Sachs 
and Lecar (1991). In the lower 
model, a gate, modeled as a 
swinging door, is pulled from 
one side to the other over a 
barrier. The distance the gate 
moves is Xo and the applied 
force does a work of FXo when 
the channel opens. The equiva
lent energy diagram of the un

stressed channel is shown on the right. In the presence of force, the boxy energy diagram will 
be tilted by addition to the Fx term. The wells are infinitely stiff since nothing happens to any 
given state when the force is applied. Only the probability of a state change is altered. In the 
upper model, a cylindrical channel, shown in cross section, is pulled on by membrane tension 
T. The shut state with area A, is shown smaller than the open state with areaA 0 • T(Ao -A,) = 
TM,0 is the dominant work done on the channel by Twhen the channel changes state. The 
energy level diagram is of the channel with zero tension. In the presence of applied tension, 
the energy diagram will be tilted by being added to the linear term analogous to Fx shown in 
the diagram. The open state is shown stiffer than the closed state, representing the case where 
the opening rate is more stress sensitive than the reverse rate. The difference in elasticity is 
indicated by the concentric circles at the edge of each channel. Wider spacing indicates more 
movement for the same force. The change in stiffness between states creates the quadratic 
term in the Helmholtz free energy. 

The effect of applying force to this model is to add a linear energy term indicated 
by the dotted line. The infinitely stiff channel is physically unappealing, although 
perhaps a reasonable approximation. The second problem with this model is that it 
doesn't readily account for the observation that SACs can show foward rates that are 
stress dependent with reverse rates that are stress independent (Guharay and Sachs, 
1984). 

We constructed a second order approximation to the infinitely stiff channel, 
allowing each state to be deformable, and then coupled them over a barrier, similar 
to some models proposed earlier by Rubinson (1986). The two-state version of this 
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hybrid model is shown in the upper part of Fig. 1. We envisaged the channel as a 
deformable cylinder embedded in the membrane and stretched by membrane 
tension. (Note that the change from the one-dimensional model in the lower part of 
the figure to the two-dimensional model in the upper part of the figure does not 
change the physics. We just think that it is easier to envisage the area change in a 
membrane.) The external force field does work on the channel in two ways: (1) 
through a term TM (Tis tension and M is the change in area of the unstressed 
channel associated with opening), and (2) through a quadratic term T 2/K that 
reflects the elastic energy stored in the channel (K is the elastic constant of the 
relevant state). The result is that the rate constants take the form 

kii = ko exp [(TMib- T 2/2Ki)!kT] 

where k0 is a scaling factor, including the thermal vibration terms and the entropy of 
activation, and Mib is the change in area associated with moving from state i to the 
top of the barrier. The probability of being open is 

Po= 1/(1 + keq exp ([TMso + T 2(l!Ks- 1/K0 )!2]/kT)) 

where Mso is the area change between the unstressed open states, K0 and Ks are the 
elasticities of the open and shut states, and keq controls the probability of being open 
in the absence of stress, i.e., the difference of the energy minima of the states (Fig. 1, 
upper right). The quadratic term represents the difference of elastic energy stored in 
the two states by the applied force. When the shut and open states are equally stiff 
(i.e., the wells have the same shape), the exponent is linear in the tension since there 
is no change in elastic energy with transitions between the states. 

This model accounts for the asymmetry observed in the forward and reverse 
rates by placing the barrier closer to the open state. For example, referring to Fig. 1, 
for a shut channel the tension contributes a linear term of TM,b in moving from the 
shut state minima to the top of the barrier and a linear term of TMbo in moving from 
the barrier to the open state minimum. If the energy well of the open state is much 
narrower than that of the shut state, the rate of barrier crossing from shut to open 
will be much more stretch dependent than the reverse rate. Narrow wells mean stiff 
channels. Thus, we predict that for the SAC in chick skeletal muscle whose opening 
rate is stretch dependent and whose closing rate is stretch independent, the shut 
state is more flexible than the open state; i.e., it has a greater entropy. 

The relative magnitude of linear and quadratic terms is model dependent and 
cannot be readily calculated, but with models that duplicate the main features of the 
experimental observations the linear term dominates. To eliminate the linear term 
(i.e., to make a pure quadratic model) requires that the open and closed states be of 
the same (unstressed) size. The external force only acts parametrically to affect the 
relative stiffness of the two states. This assumption also results in loss of the 
activation barrier, so that the kinetics would become infinitely fast as the state 
transitions are approached! Aside from sounding weird, this behavior is not ob
served. With accurate dose-response studies, we may be able to extract first and 
second order terms. The first order terms would tell us about change in size of the 
channel associated with the state change and the second order terms would tell us 
about the relative stiffness of the states. 

A change in channel area of -400 A2 is needed to account for the observed 
sensitivities of -e-fold/dyn per em (TM = 1kT). For a 10-nm-diam channel, a 
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change in diameter of 0.1 nm is sufficient. In very elegant experiments that are the 
equivalent of gating current measurements for mechanically activated channels, 
Howard and Hudspeth (1988) estimated that the hair cell channel changed by 4 nm, 
not too different from the linear dimensional change of 2 nm noted above. 

Coupling Stress to the Channel 

We had originally postulated that SACs were in series with some component of the 
cytoskeleton because we could not otherwise account for the observed sensitivity 
(Guharay and Sachs, 1984). Since the second order terms in the free energy of gating 
are smaller than the first order, we had to postulate focusing of stress on the channel 
via the cytoskeleton to explain the steep dose-response curve. Given the corrected 
model above, the cytoskeleton is not energetically necessary to explain the data, but 
the channels are probably linked to the cytoskeleton anyway. There is a variety of 
suggestive data bearing on such a link (Sachs, 1988), but the most convincing data 
come from some recent micromechanical experiments (Sokabe et al., 1991). 
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Figure 2. Response of a patch 
of chick skeletal muscle to a 
step change in pressure. After 
a slight delay, both the capaci
tance (open symbols) and the 
area (solid symbols) increase, 
following the same time course 
(time constant Ta)· With relax
ation of the pressure at 5 s, 
both return to baseline with a 
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portional with a proportionality constant of 0.7 J.LF /cm2• The time constants probably reflect 
the time to reach an equilibrium pressure on the cytoplasmic side of the patch. (Reproduced 
from Biophys. 1, 1991, 59:722-728, by copyright permission of The Rockefeller University 
Press.) 
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We measured the patch geometry, the patch capacitance, and the SAC channel 
activation as functions of applied pressure. From the pressure and a knowledge of 
the patch radius of curvature, we could estimate the patch tension. From images of 
the patch and the patch capacitance we could calculate the specific capacitance of 
the patch (and the elasticity). We could also calculate for the SACs the probability of 
being open as a function of tension instead of applied pressure (this had also been 
done earlier by Mike Gustin and colleagues using whole cell recording from yeast 
protoplasts of different diameter [Gustin et al., 1988]). The experimental results are 
shown in Fig. 2. 

Following a step of pressure, the patch area (closed symbols) and the capaci
tance (open symbols) increase with a time constant of - 1 s. At the end of the 
pressure step they relax back to baseline with a similar time constant. The most 
important feature of the data is that the change in area follows the change in 
capacitance. The time constants probably represent relaxation of the forces within 
the cytoplasm so that the effective pressure across the patch is changing with time. 
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The possible outcomes of the capacitance experiment are shown in Fig. 3. From 
the left, if the membrane was microscopically folded and the folds were undone by 
the applied suction, we would observe no change in capacitance (C) and a decrease 
in specific capacitance (Cs) because the area would appear to increase. If the applied 
suction expanded and thinned the membrane, C would increase and so would C5 • 

(Since lipid membranes cannot be stretched more than a few percent without lysing, 
we know that most of the change cannot be due to changes in C..) In the right panel, 
if the suction pulled more membrane into the patch, C would increase but Cs would 
be constant. We observed the latter outcome. 

With an increase in pressure, new membrane was drawn into the patch from the 
excess that lies along the walls of the pipette (visible in electron micrographs 
[Ruknudin et al., 1991 ]). Yet during the experiments the attachment point of the 
patch to the walls didn't move! This meant that the flow into the patch was composed 
of mobile components of the membrane, primarily lipids. This was borne out by the 
specific capacitance of 0.7 ~F/cm2. The patch did not continue to flow under 
pressure, but reached an equilibrium distension. If the lipids were free to flow, then 
what stopped the patch? Who held the tension? The obvious suggestion is the 

Figure 3. Three possible mod
els to explain changes in capac
itance with pipette pressure. 
The unstressed membrane is 
shown in light grey and the 
stressed membrane in black. In 
the left model, the membrane 
is (invisibly) convoluted. With 

.ac ...... .ac J .ac T pressure, the folds unpleat. In 
ac

8 
i .ac t .ac

8 
...... the middle, the membrane 

• 
8 ! stretches and thins with con-

stant mass. In the right model, more membrane flows into the patch. <lC represents changes in 
patch capacity (fLF), and <lC, represents specific capacity (fLF /cm2). 

cytoskeleton. (Although the extracellular matrix may provide long-range lateral 
support, we have not found that inhibiting its growth has any pronounced effect on 
SACs [Izu and Sachs, 1991]). If, under equilibrium conditions, the patch tension is 
born by cytoskeleton and the SACs respond to tension, then they must be in series 
with some component of the cytoskeleton. When we plotted P0 vs. tension, we 
obtained the same sensitivity from different patches as reported by Gustin et al. 
(1988). When we plotted P0 vs. applied pressure, the sensitivity varied because the 
patches had different dimensions. We conclude that SACs are in series with some 
component of the cytoskeleton. What component? We don't know. Tubulin and 
actin reagents (colchicine, vinblastine, and cytochalasins [Guharay and Sachs, 1984]) 
don't block activity. We suspect the spectrin/fodrin family, but because of the lack of 
specific reagents for these components, we have not been able to clearly demonstrate 
a connection. 

What about SACs in E. coli, an organism that doesn't have a cytoskeleton? SAC 
activity can be demonstrated in artificial bilayers doped with membrane fragments 
from E. coli (Berrier et al., 1989; Delcour et al., 1989). It is possible that the role of 
the cytoskeleton in animal cells is fulfilled by glycoproteins in bacteria and plants, 
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and these are carried along with the membrane fragments. Purified systems are 
necessary to make a convincing case. Working with alamethicin in tip-dip bilayers, 
Opsahl and Webb (1991) were able to show that all conductance levels of the 
channels activated with membrane tension with a sensitivity corresponding to a 
change of -120 A2/step. These data clearly show that channels can be sensitive to 
lipid tension without involving the cytoskeleton. 

In addition to tension, channels may be affected by membrane curvature 
(Martinac et al., 1990). Martinac and co-workers added surface active reagents and 
were able to cause the P0 vs. pressure curve to shift to the right or left, depending on 
whether the agents tended to partition into the outer or inner leaflets of the 
membrane. The hydrophobic anions tended to favor the outer leaflet while the 
cations favored the inner leaflet. Adding anions to a membrane pretreated with 
cations tended to reverse the cation effect. The sensitivity as defined by the maximum 
slope of the Po vs. pressure curve did not change. These data suggest that, at least in 
E. coli, the SACs can be distorted by bending forces from the adjacent lipids. 

Pharmacology 
There are no known specific antagonists of MSCs. The lanthanide Gd can block a 
number of SACs at 10-20 J.LM (Yang and Sachs, 1989). Gd has been shown to affect a 
number of other mechanosensitive systems. Arterial baroreceptor activity is blocked 
by Gd without affecting compliance or the ability of nerves to generate an action 
potential (Hajduczok et al., 1990). Gravitropism in higher plants (Pickard and Millet, 
1988), as well as volume regulation in lymphocytes (Deutsch and Lee, 1988), is 
blocked by Gd. Interestingly, cochlear hair cells are quite insensitive to Gd, requiring 
500 1-LM to block transduction (Santos-Sacchi, 1989). Despite its ability to block a 
variety of MSCs, Gd can hardly be called a specific ligand since it also blocks some 
calcium channels (Lansman, 1990) and endplate channels (Yang and Sachs, 1989). 
Gd can't be used in vivo since it precipitates with HC03, P04, and a variety of serum 
proteins. A crummy blocker, but so far the best we have. I reiterate the warning that 
sensitivity to Gd does not necessarily imply the presence of stretch-sensitive chan
nels. 

SACs can also be blocked by relatively high concentrations of organic reagents 
including amiloride (Jorgensen and Ohmori, 1988), streptomycin (Kroese et al., 
1989), and quinidine (Morris et al., 1989). We have recently found that in chick heart 
cells TTX at 10 1-LM (the concentration necessary to block Na channels in the heart) 
will also block one class of SACs. Diltiazem, the calcium channel blocker, at 20 1-LM is 
also effective on one class of SACs. Gd, however, seems to block all the SACs in the 
chick heart preparation (Ruknudin, A, F. Sachs, and J. 0. Bustmante, manuscript 
submitted for publication). Because of the high concentrations necessary for block 
and the lack of specificity, none of the above ligands are very useful for labeling or 
identifying mechanosensitive channels. 

Are Stretch-sensitive Channels a Patch Clamp Artifact? 
In an attempt to examine the role of SICs and SACs on development of neuronal 
growth cones, Morris and Horn did single channel and whole cell experiments on 
cultured molluscan neurons and isolated growth cones (Morris and Horn, 1991a ). 
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Although they could readily demonstrate mechanosensitive activity in the single 
channel experiments, they were unable to evoke significant whole cell currents by any 
means: pushing, poking, and pulling the cells, inflating them through the pipette or 
with hypotonic solutions, or blowing fluid at them through a perfusion pipette. They 
tried very hard to get a current, but only recorded a small fraction of what they 
expected based on the activity observed in single channel recordings. They concluded 
that activation of mechanosensitive channels is a patch clamp artifact. What a blow 
from friends! Despite the strong language of their claim, what the authors were really 
suggesting was that the sensitivity of MSCs in patches is higher than that of 
undisturbed cells, perhaps because the cytoskeleton is disrupted during patch 
formation. It is known that cytoskeletal reorganization may occur during patching 
(Sokabe and Sachs, 1990). 

In response to the Morris and Horn article, Gustin showed that in yeast 
protoplasts the mechanically activated whole cell current is what one would expect 
from the single channel recordings (Gustin, 1991 ). He showed a curve of whole cell 
current vs. inflation pressure. The magnitude of the current was approximately that 
expected from the observed single channel density. Thus, as acknowledged by Morris 
and Horn (1991b ), the general conclusion that the channels can't be activated in the 
whole cell configuration is wrong, but they rightly suggested that similar tests should 
be done on other animal cells. 

We suggested that the origin of the problem of sensitivity is a lack of stimulus 
control (Sachs et al., 1991). There are two kinds of channels in the snail neurons, 
SICs and SACs (Morris and Sigurdson, 1989). The SACs are the most common, and 
in single channel recordings they usually turn on with high pipette pressures in the 
range of - 4-10 cmHg. Although the patch geometry wasn't measured in those 
experiments, we would estimate that the resulting stresses are in the range of 5-10 
dyn/ em, near the lytic strength of patches. The fact that Sigurdson and Morris (1989) 
were not able to show saturation of gating before loss of the patch bears this out. 
How then can you stimulate a whole cell with these large stresses? In general, you 
can't. 

In addition to depending on local compliance of the cytoskeleton, membrane 
stresses are geometry dependent. In the case of osmotic stress, for example, 
membrane tension will vary inversely with the curvature according to the Law of 
Laplace, 

T = Pr/2 

where Tis tension, P is the transmembrane pressure, and r is the radius of curvature. 
All of the smaller processes of the growth cone, which compose much of the surface 
area, will have less stress than the flatter parts and will not contribute much channel 
activity. It's a bit like voltage clamping a large neuron and finding that the whole cell 
currents are much less than you would have expected from the channel density seen 
in patches. No matter what voltage you use to drive the soma, even to the point of 
lysis, you may record only a fraction of the potentially available membrane current. 
The conclusion is not that the channels are an artifact, but that you can't voltage 
clamp a distributed cell. In the same way, it is difficult to uniformly mechanically 
stimulate a whole cell, and without any measure of the stimulus it is not possible to 
claim that the results don't match the expectations. 

In the case of the SICs, although they are more sensitive the same arguments 
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apply. Furthermore, for SICs the maximal probability of being open was reported to 
be 0.024 and the observed density was < 0.06/patch or ~ 0.04/ 11m2 (Morris and 
Sigurdson, 1989). In the unlikely event that all the channels in the cell could be shut 
by the applied stress, there would be < 2 pA of whole cell current, the reported 
observation. 

There are other demonstrations of stretch-sensitive whole cell currents in cells 
that posess mechanosensitive channels, but no quantitative comparisons of the kind 
shown by Gustin (1991). In vascular smooth muscle that has nonselective SACs, 
stretch depolarizes the cells (Davis et al., 1991). Erxleben has demonstrated nonse
lective SACs in the stretch receptor neurons of crayfish that are known to have an 
inward generator current (Erxleben, 1989). Morris and Horn suggest that these data 
are not relevant because the measurements were not done on the most distal 
processes (Morris and Horn, 1991a), but Sigurdson and Morris did show that SAC 
channel properties did not vary significantly between the soma and distal processes in 
cultured neurons (Sigurdson and Morris, 1989). One reason that there are so few 
published studies of mechanically sensitive whole cell currents is not that they are 
difficult to generate, but that in the absence of a specific blocker of SACs current 
separation isn't possible and the results are therefore unconvincing. 

Regardless of whether the whole cell currents are equal to that of the estimated 
number of channels, the question of the physiological role of the channels needs to 
be understood. The Morris and Horn data suggest that in the snail neuron in culture 
so much force is required to activate the channels that they cannot serve any 
functional role. That is also my opinion, but the apparent insensitivity may also 
suggest that the channel sensitivity is subject to some form of local regulation, and 
under the Morris and Horn's experimental conditions the channels were "supposed" 
to be nonfunctional. The role of the channels in the life of cells will not be resolved 
until there are appropriate ligands to block or activate MSCs. 

Whole Cell Responses 
It is possible to stimulate SACs in cell-attached recording mode by swelling cells with 
hypoosmotic media. This has been demonstrated in several systems including snail 
neurons (Morris et al., 1989), Necturns (Filipovic and Sackin, 1991), and opossum 
kidney epithelia (Ubi et al., 1988). The channels can be identified as SACs by 
applying suction to the patch pipette. It has been difficult to account for the 
sensitivity of the patch response since the radius of curvature of the cell is thought to 
be much greater than that of the patch, and for the same pressure the patch tension 
would be much less. The explanation is still not known, but light microscopy of 

Figure 4. Effect of mechanical stimulation on intracellular calcium in cultured human 
umbilical vein endothelial cells. A shows a differential interference view of the cells. B shows a 
time series of fluorescence images (left to right, top to bottom) from the same cells. The 
recorded region is indicated by the superimposed box in A. The time code bar shows when 
each frame was taken (hours:minutes:seconds:frames). The field of view is 34 x 34 !LID in the 
fluorescence images and 96 x 128 !LID in the bright-field image. Cells were loaded with the AM 
form of Fluo-3 and the images were recorded with an intensified CCD camera (Videoscope) at 
room temperature. Data courtesy Dr. Wade Sigurdson and Dr. Scott Diamond, SUNY at 
Buffalo. 
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patches shows that because of adhesion of the membrane to the glass, the patch 
membrane at zero pressure may be stretched fiat, i.e., have an infinite radius of 
curvature (Sokabe and Sachs, 1990). Since the radius of curvature is pressure 
dependent, the radius of curvature of the patch can be similar to that of the cell itself 
so that both will subjected to similar tensions with the same transmembrane pressure 
gradient. 

Demonstrating the activity of mechanosensitive channels in cells that are not 
specialized transducers sets the stage for speculation about function, but we want to 
know what the cell does with this information. Since SACs often pass calcium, and 
calcium is so intimately connected to intracellular signaling, we have begun examin
ing the response of cell calcium to mechanical stimuli using fluorescent probes. In 
three preparations that possess SACs, heart cells (Sigurdson and Sachs, 1991; 
Sigurdson et al., 1992), glia (Cornell-Bell et al., 1990), and vascular endothelial cells 
(Goligorsky, 1988), prodding with a smooth pipette produced a wave of calcium 
spreading from the site of stimulation. An example of the mechanically induced flux 
is shown in Fig. 4 for human umbilical vein endothelial cells. A bright-field image of 
the cells is shown in Fig. 4 A. Cells were loaded with the fluorescent calcium indicator 
Fluo-3. Between frames one and two in Fig. 4 B, a fire-polished patch pipette (arrow) 
was briefly pressed against a cell. A wave of calcium spreads from the point of 
stimulation and induces reJease in neighboring cells. The response is repeatable. 

In the our best-studied case, embryonic chick heart cells, we have developed 
four arguments that the response is caused by SACs: (1) the response is mechanically 
sensitive and most channels are not mechanically sensitive, (2) the response is 
blocked by the same low concentration of Gd that blocks SACs, (3) the response is 
blocked by removal of extracellular calcium to which the SACs are permeable, and 
( 4) when SAC channel expression is suppressed by omitting embryo extract from the 
culture medium, the calcium responses also disappear (Sigurdson et al., 1992). 

The elevation of intracellular calcium is a rather common response to mechani
cal stimulation. Recently, Knight et al. (1991) did a very clever study in which they 
transferred the aequorin gene to the green plant Nicotiana. The plants then reported 
their own calcium levels via the luminescence reaction. A gentle touch to the 
cotyledons was enough to produce large increases in calcium. Although this particu
lar plant has not been demonstrated to posess SACs, other plants have been (Falke 
et al., 1988). Plants have been shown to have marked changes in gene expression with 
simple mechanical stimuli such as watering or blowing on the plant (Braam and 
Davis, 1990). Since the genes produced proteins that were activated by calcium, 
calcium was probably the second messenger. 

Most of the cytoplasmic calcium rise associated with mechanical stimulation 
comes from intracellular stores; the channels cannot pass much calcium ( ~ 20 fA) at 
normal extracellular levels. In some cells, the mechanically induced increases do not 
seem to depend upon the presence of extracellular calcium (Snowdowne, 1986; 
Maslow, 1989), suggesting that either SACs are not involved, or the calcium stores 
contain SACs, or the internal systems are responding to something other than the 
influx of calcium, perhaps the flux of sodium or depolarization itself. 

The coupling of stretch to the levels of cell calcium may be one way in which 
cells translate mechanical inputs to the more elaborate anabolic consequences. For 
example, the c-fos gene in PC-12 cells is controlled by a cAMP binding protein that 
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has recently been shown to be activated by calmodulin-dependent protein kinases as 
well (Sheng et al., 1991). 

In another attempt to demonstrate function of mechanosensitive channels in 
nonspecialized cells known to have SACs, Steffensen et al. (1991) raised amphibian 
and ascidian embryos in concentrations of Gd, gallamine, and tubocurarine at 
concentrations up to 100 J.LM to block SAC activity. (The latter two agents have not 
been directly demonstrated to block SACs, however.) What happened? Not much. 
The embryos were mostly normal and the authors concluded that SACs were not 
involved in development, although it is clear that calcium channels and nicotinic 
receptors are also not involved. High concentrations of Gd block calcium channels 
and curare and gallamine block the nicotinic channels. Resolving the function of 
MSCs in nonspecialized cells depends upon having either a specific ligand that 
affects function or mutants that lack the channels. 

What's Next 
A pressing problem for both sorting out the function of these channels and purifying 
the channel protein is to find a specific ligand. We are currently screening possible 
agents including antibodies, venoms, and organic reagents, and have some promising 
leads. Another area that needs to be pursued is the molecular biology of the 
channels. We have tried expression cloning in Xenopus oocytes, but have not yet been 
able to obtain expression of foreign SACs. Since the oocyte already has SACs, the 
background is high and we cannot look for new nonselective SACs. We have tried to 
express mRNA from tissues with K-selective SACs that can be distinguished from 
the nonselective endogenous variety. An alternative approach to getting at the 
genetics is to develop SAC mutants in cell lines and use differential screening 
techniques to find the appropriate message. 

On the biophysical/cell biology side it is important to determine the nature of 
the cytoskeletal involvement and the distribution of stress within the complex 
cytoskeleton that is linked to the membrane. It may be possible to determine the 
effective size of the cytoskeletal unit that activates the channel and perhaps estimate 
the size of the channel itself using radiation inactivation analysis. In the long run, 
with availability of specific reagents to affect channel activity, we will be able to 
explore the physiological role of these ubiquitous channels. 
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Taste 

But the filaments that compose the marrow 
of the nerves of the tongue and that erve a 
an organ for taste in this machine, can be 
moved by le er action than tho e that serve 
for touch in general, both becau e [the 
former filaments] are a little finer and be
cause the membranes that cover [the 
former] are more tender. 

Assume for example that [the filaments] 
can be moved in four different ways by par
t[icle] of alt acid, common water, and eaux 
de vie whose hape and ize I have already 
explained and that thu they can cau e the 
soul to sense four different kinds of taste . 
This they can do inasmuch a alt particle , 
being separated from one another and agi
tated by the action of the aliva, enter, 
pointed end foremost and without bending, 
into the pores in the membrane of the 
tongue. Acid particles flow on the diagonal, 
slicing or cutting the tenderest of [the 
tongue ] parts while yielding to the coarser. 
Tho e of fre h water merely glide past on 
top without incising any of its parts or ad
vancing very far into the pores. Finally, those 
of eau de vie, being very small penetrate the 
mo t readily of all and are moved with very 
great peed. Whence it i easy for you to 
judge how the soul will be able to sense all 
the other ort of tastes-if you con ider in 
how many other ways the particles of earthy 
bodies can act again t the tongue. 
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Introduction 
The taste receptor cells of most vertebrates are electrically excitable and possess 
voltage-dependent Na+, Ca2+, and K+ currents (for review, see Roper, 1989; Akabas, 
1990; Avenet and Kinnamon, 1991; Kinnamon and Cummings, 1992). Although 
action potentials are generated regularly in response to most taste stimuli (Avenet 
and Lindemann, 1991; Avenet et al., 1991), the role ofthe action potential per se in 
the transduction process is unclear, since the space constant of the taste cell 
membrane should be sufficient for passive propagation of the receptor potential 
from the apical membrane to regions of synaptic release on the basolateral mem
brane. One role of the action potential may be the participation of its underlying 
voltage-dependent channels in the transduction process. Recent studies suggest that, 
in addition to repolarization of the action potential, voltage-dependent K + channels 
mediate the transduction of a variety of taste stimuli, including sour and bitter 
stimuli in Necturus and sweet and some bitter stimuli in mammals. In this chapter I 
will discuss properties of voltage-dependent currents in taste cells and review the 
evidence for the role of K+ channels in taste transduction. 

Properties of Voltage-dependent Currents in Taste Cells 
Voltage-dependent currents have been studied in isolated taste cells from a variety 
of vertebrates using patch-clamp recording techniques (frog: Avenet and Linde
mann, 1987; Miyamoto et al., 1988; Necturus: Kinnamon and Roper, 1988b; tiger 
salamanders: Sugimoto and Teeter, 1990; rats: Behe et al., 1990; Akabas et al., 1990; 
hamster: Cummings et al., 1991). The dominant voltage-dependent inward current is 
a transient, tetrodotoxin (TTX)-sensitive Na+ current that resembles the typical 
voltage-dependent Na+ currents found in most neurons. Although these currents 
have been found in the taste cells of all species studied, the number of taste cells 
expressing Na+ currents varies in the different preparations from -10% of rat 
circumvallate taste cells (Akabas et al., 1990), to 75% of rat fungiform taste cells 
(Behe et al., 1990), to nearly all amphibian taste cells. It is not clear if these 
differences represent true differences among taste cells, or differences in the 
methods of taste cell isolation. 

Voltage-dependent Ca2+ currents have been observed only in taste cells from 
Necturus (Kinnamon and Roper, 1988b ), the tiger salamander (Sugimoto and Teeter, 
1990), and rat fungiform taste buds (Behe et al., 1990). All three species possess 
noninactivating or slowly inactivating "L" -type Ca2+ currents with rather high 
thresholds for activation, while rat fungiform taste cells also express a transient, low 
threshold "T" -type Ca2+ current. 

Voltage-dependent K + currents are found in nearly all taste cells from all 
species. The dominant K+ current in most species is a delayed rectifier type of K+ 
current that inactivates with a slow time constant in most species, but shows little or 
no inactivation in Necturus taste cells. These currents are blocked by tetraethylammo
nium (TEA) in Necturus (Kinnamon and Roper, 1988b ), tiger salamander (Sugimoto 
and Teeter, 1990), rat (Behe et al., 1990), and hamster taste cells (Cummings and 
Kinnamon, 1990); by 4-aminopyridine (4-AP) in the rat (Behe et al., 1990) and 
hamster (Cummings, T. A., and S.C. Kinnamon, unpublished observations); and by 
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barium in all species. Ca2+ -dependent K + currents have been observed in taste cells 
of the frog (Avenet and Lindemann, 1987), Necturus (Kinnamon and Roper, 1988b ), 
tiger salamander (Sugimoto and Teeter, 1990), and rat (Akabas et al., 1990). 

Single channel K+ currents have been described in several species. Tiger 
salamander taste cells possess two voltage-dependent K+ channels, a 21-pS channel 
and a 147-pS channel (Sugimoto and Teeter, 1990). In rat circumvallate taste cells, a 
90-pS delayed rectifier channel and a 225-pS Ca2+-dependent K+ channel are 
present (Akabas et al., 1990). Three K+ channels can be identified in isolated frog 
taste cells: a 74-pS Ca2+ -dependent channel, a 22-pS voltage-independent channel, 
and a 44-pS channel blocked by cAMP-dependent protein kinase (Avenet et al., 
1988). In Necturus taste cells, voltage-dependent K+ channels are restricted to the 
apical membrane (Kinnamon et al., 1988; Roper and McBride, 1989). Patches from 
the apical membrane typically contain many channels with unitary conductances 
ranging from 30 to 175 pS; a 100-pS channel is blocked by intracellular ATP and the 
large conductance channels (135-175 pS) are Ca2+ dependent (Cummings and 
Kinnamon, 1992). These channels mediate the transduction of a variety of aversive 
compounds, which will be discussed in more detail below. In addition to these 
voltage-dependent K+ channels, Necturus taste cells possess a 56-pS inward rectifier 
channel on the basolateral membrane (Kinnamon and Cummings, 1989). 

Role of Apical K+ Channels in Sour and Bitter Transduction in 
Necturus 
Several studies have suggested a role for K + channels in taste transduction in the 
mudpuppy, Necturus maculosus. Mudpuppies respond to citric acid (sour), KCl 
(bitter), and CaClz (bitter) with rapidly activating receptor potentials or action 
potentials (Kinnamon and Roper, 1988a; Bigiani and Roper, 1991), and to quinine 
(bitter) with slowly activating receptor potentials (Kinnamon and Roper, 1988b). 
Responses to acids, quinine, and CaClz are accompanied by increases in input 
resistance, and all responses are blocked by the K+ channel blocker TEA (Kinnamon 
and Roper, 1988a, b; Bigiani and Roper, 1991). In addition, giga-seal whole cell 
recordings from isolated Necturus taste cells have shown that acids, quinine, and 
CaClz decrease the voltage-dependent K+ current in these cells (Kinnamon and 
Roper, 1988b; Cummings, T. A., and S.C. Kinnamon, unpublished data). 

The above studies suggested that sour and bitter stimuli depolarize taste cells by 
blocking K+ efflux through voltage-dependent K+ channels that are active at the 
resting potential. Since taste stimuli are normally restricted to the apical membrane, 
however, direct K+ channel block would be an effective transduction mechanism only 
if the K+ channels were localized to the apical membrane. Two independent studies 
revealed that the voltage-dependent K + conductance is restricted to the apical 
membrane of Necturus taste cells. First, the distribution of K+ channels was mapped 
using a combination of whole cell and loose-patch recording techniques. The whole 
cell pipette was used to voltage-clamp the cell and to record the total K+ current 
flowing across the membrane. The loose-patch pipette was used to record that 
portion of whole cell current that flowed across selected areas of membrane. The 
results showed that nearly all the K + current is restricted to the apical membrane 
(Kinnamon et al., 1988; Fig. 1). In an independent study, pharmacological agents 
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were applied selectively to apical or basolateral membranes of mud puppy taste cells 
using a modified Ussing chamber. Action potentials elicited by current injection were 
significantly broadened when TEA was applied to the apical membrane, but not to 
the basolateral membrane (Roper and McBride, 1989). 

The role of the apical K + conductance in taste transduction has now been 
studied using single channel recording techniques (Cummings and Kinnamon, 1992). 
Patches from the apical membrane typically contain many channels with unitary 
conductances ranging from 30 to 175 pS in symmetrical K +. The channels have a 
small but significant open probability at the resting potential and are strongly 
activated by depolarization. The channels exhibit little or no inactivation even with 
prolonged depolarization. The channels are highly K+ selective, with a PK/PNa ratio 
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Figure 1. Whole cell and loose-patch K+ currents recorded from an isolated Necturus taste 
cell. The loose-patch current was recorded at apical and basolateral locations on the same 
taste cell using the same pipette. The holding potential was -100 mV and the K+ current was 
evoked by a 17.5-ms depolarizing voltage step to +80 mV. Note that the K+ current is 
restricted to the apical membrane. (Modified from Kinnamon et al., 1988) 

of 28. Channel open probability is significantly reduced when citric acid or quinine is 
applied directly to outside-out patches or to perfused cell-attached patches, with no 
apparent selectivity of channel type (Fig. 2). In addition to the direct effect of quinine 
on apical K+ channels, quinine also passes through the membrane and produces a 
flickery block of apical K+ channels from within. This secondary effect of quinine 
may account for the slow time course of the receptor potential. Although the kinetics 
of the receptor potentials differ for acid and quinine stimulation, it is not known if 
the mudpuppy can discriminate these tastes. Recent behavioral data suggest that 
these taste stimuli, as well as CaCl2, are aversive to the mudpuppy (Bowerman, A. G., 
and S. C. Kinnamon, unpublished observations). 
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Are Apical K + Channels Involved in Taste Transduction in 
Other Vertebrates? 
Quinine has been shown to block K+ channels in the taste cells of the frog (Avenet 
and Lindemann, 1987) and rat (Akabas et al., 1990), and both quinine and acids 
block K+ channels of the larval tiger salamander (Teeter et al., 1989). In general, 
most K+ channel blockers taste bitter, suggesting that these compounds may produce 
depolarizing receptor potentials by blocking apically located K+ channels. Little is 
known, however, about the distribution of K+ channels in the taste cells of most 
vertebrates. In mammals, there is some evidence for a role of an apical K+ 
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Figure 2. Effect of sour and 
bitter taste stimuli on K+ chan
nel activity in a cell-attached 
patch from the apical mem
brane of a Necturus taste cell. 
The pipette contained 114 mM 
KCl and the bath contained 
114 mM KCl to zero the resting 
potential of the cell. Taste stim
uli were applied to the pipette 
lumen via pipette perfusion. 
Holding potential was -60 mV 
for traces 1-4 and -50 m V for 
traces 5--8. Note that both citric 
acid and quinine nearly abol
ished K+ channel activity in the 
patch. (Cummings, T. A., and 
S. C. Kinnamon, unpublished 
observations) 

conductance in the transduction of K+ salts and quinine. In rats, the K+ channel 
blocker 4-AP was found to reduce the chorda tympani response to K+ salts, 
suggesting that K+ salts are transduced by apically located K+ channels in the 
fungiform taste buds of this preparation (Kim and Mistretta, 1986). Recent data 
from our lab, however, suggest that most fungiform taste cells of the hamster lack an 
apical K + conductance, and that sour taste in these taste buds is transduced by a 
different mechanism (Gilbertson et al., 1991; also see Avenet, this volume). Taste 
buds of the circumvallate papillae are much more responsive to bitter stimuli and K+ 
salts than taste buds of the fungiform papillae, and thus may be more likely to possess 
an apical K+ conductance. Evidence for a role of apical K+ channels in circumvallate 
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taste buds comes from a study showing that the K+ channel blocker TEA reduces the 
response of the glossopharyngeal nerve in the rat to quinine stimulation (Scott and 
Farley, 1989). Clearly, further studies are necessary to elucidate the role of apical K+ 
channels in sour and bitter transduction in mammals. 

Role ofK+ Channels in Sweet Taste Transduction 
A number of independent studies have suggested that one mechanism of sweet taste 
transduction in rodents involves a cAMP-mediated block of K+ channels. Sweet 
stimuli are thought to bind to specific membrane receptors on the apical membrane 
which are coupled to adenylyl cyclase via a GTP-binding protein. Stimulation of the 
sweet receptor would lead to an increase in cAMP, which in turn is thought to block 
K+ channels, leading to taste cell depolarization. Evidence for each step in the 
pathway will be discussed below. 

Evidence for sweet receptors has been obtained from binding studies. Sugars 
and sweet proteins have been shown to bind in a saturable manner to preparations of 
mammalian taste epithelia, and the binding affinities, although low for sugars, are 
similar to the taste thresholds for these compounds (Cagan, 1971; Lum and Henkin, 
1976; Cagan and Morris, 1979). There are currently thought to be at least eight 
different receptor sites for sweet compounds in the hamster, as analyzed by a 
discrimination study using different sweeteners (Faurion and Vayssettes-Courchay, 
1990). 

Involvement of cAMP in sweet transduction comes primarily from biochemical 
studies. Adenylyl cyclase has been identified in membrane vesicles prepared from rat 
tongues. The cyclase is stimulated in a concentration-dependent manner by sucrose 
and the artificial sweetener saccharin, and GTP is required for the effect (Striem et 
al., 1989). The increase in cAMP is blocked by the specific sweet taste inhibitor 
methyl 4,6-dichloro-4,6-dideoxy-a-o-galactopyranoside (Striem et al., 1990). Re
cently, adenylyl cyclase has been identified in a relatively pure population of taste 
buds obtained from rat circumvallate papillae. This cyclase is stimulated by sucrose 
but not by saccharin, suggesting that there may be different transduction mechanisms 
for the different sweeteners (Striem et al., 1991). The reasons for the discrepancy 
between this and the earlier study are not clear. Although the more recent study used 
relatively pure taste tissue, rat circumvallate taste buds respond rather poorly to 
sweet stimuli. 

Several different studies have implicated K+ channels in the sweet transduction 
cascade. First, intracellular recordings from mouse taste cells showed that sucrose 
depolarizes taste cells with an increase in membrane resistance, and the effect is 
mimicked by intracellular injection of TEA or cyclic nucleotides (Tonosaki and 
Funakoshi, 1988). Patch-clamp studies have shown that a subset of rat fungiform 
taste cells is depolarized in response to saccharin stimulation, and that saccharin 
causes a reduction in the voltage-activated K+ current in these cells. Membrane 
permeant analogues of cAMP also reduce the voltage-dependent K+ current in a 
subset of the cells, but the effect of cAMP is not always coupled to the effect of 
saccharin (Behe et al., 1990). The voltage-dependent K+ current of a subset of 
hamster fungiform taste cells is also reduced by saccharin (Fig. 3), and, in contrast to 
the rat, the effect is usually mimicked by membrane permeant analogues of cAMP 
(Cummings et al., 1991). It is not yet clear in these studies if the conductance that is 
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Figure 3. Effect of saccharin 
on whole cell Na+ and K+ cur-

. .---------- Control, Wash rents in an isolated hamster 
.·~------------- 20 mM Saccharin taste celL The holding poten

1000pAL 

5ms 

tial was -80 mY. The mem
brane was stepped to -20 mY 
to elicit the Na+ current and to 
+60 mY to elicit the K+ cur
rent. Note that saccharin selec
tively suppresses the K+ cur
rent and the effect is reversible. 
(Cummings, T. A, and S. C. 
Kinnamon, unpublished obser
vations) 

modulated by saccharin and cAMP is active at resting potentials, which would be 
required for a transduction mechanism. Finally, taste cells of the frog possess a 
voltage-independent 44-pS K+ channel that is blocked by cAMP-dependent phos
phorylation (Avenet et al., 1988; Fig. 4). These experiments demonstrate that taste 
cells possess a cAMP-dependent protein kinase that is capable of phosphorylating 
and closing K+ channels. It is not clear, however, that this phenomenon is related to 
sweet taste. The frog responds poorly to sweet stimuli and the cAMP effect on the K+ 
channel is not mimicked in the frog by sweeteners. Although the above experiments 
suggest a role of cAMP and K+ channels in the sweet transduction process, it is 
essential that biochemical and electrophysiological experiments be performed on the 
same preparation, preferably one that responds strongly to sweet stimuli. 

It is likely that the above mechanism is not the only sweet taste transduction 
mechanism present in mammals. Sucrose has been shown to stimulate a transepithe
lial cationic current in dog tongue. The current and the chorda tympani nerve 
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Figure 4. Effect of cAMP-dependent protein kinase catalytic subunit on an inside-out patch 
from a frog taste cell. The patch contains four 44-pS K+ channels. Top trace, control with 5 mM 
ATP; middle trace, after addition of cAMP-dependent protein kinase (catalytic subunit); 
bottom trace, 7 min after washout of cAMP-kinase. Note that in the presence of 5 mM ATP, 
cAMP-dependent protein kinase greatly reduces K+ channel activity. (Modified from Avenet 
eta!., 1988) 
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response to sucrose are both blocked by the diuretic drug amiloride (Mierson et al., 
1988). Cyclic nucleotides have no effect on the response to sucrose in the dog (Simon 
et al., 1989), suggesting that the mechanism in the dog is considerably different from 
that in the rodent. Interestingly, the mechanism may be present in the rodent as well, 
since some mouse taste cells are depolarized in response to sucrose stimulation and 
the reversal potential for the response is always positive to the resting potential 
(Tonosaki and Funakoshi, 1984). 

Conclusions and Future Directions 
Recent studies suggest that block of K+ channels plays an important role in the 
transduction of a variety of taste stimuli into receptor potentials. In Necturus taste 
cells, the entire voltage-dependent K+ conductance is restricted to the apical 
membrane, where it is blocked directly by sour and a variety of bitter stimuli to 
depolarize taste cells. It is not yet clear if a similar apically restricted K+ conductance 
exists in mammalian taste cells. There is also evidence for a role of K+ channels in 
sweet taste transduction. In this case, sweeteners are thought to depolarize taste cells 
by binding to a membrane receptor on the apical membrane which is coupled by a 
GTP-binding protein to adenylyl cyclase. Sweet stimuli are thought to elevate 
intracellular cAMP, resulting in a closure ofK+ channels and subsequent depolariza
tion of taste cells. Although there is evidence for each of the components in this 
signal transduction cascade, the different elements have not been conclusively linked 
in a preparation that responds strongly to sweet stimuli. Furthermore, it is not yet 
clear if the K+ channels that are blocked by sweeteners and cAMP are active at the 
resting potential, a requirement for producing a receptor potential. Single channel 
studies of these K+ channels will be required to substantiate their role in sweet taste 
transduction. 
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Introduction 
Taste receptor cells, which detect sapid molecules, are grouped in taste buds within 
the lingual and other epithelia of the oral cavity. Their apical poles are morphologi
cally separated from the basolateral membrane of the taste bud by tight junctions, 
which provide a barrier to diffusion of sapid molecules (Mistretta, 1971; Akisaka and 
Oda, 1978; Holland et al., 1989). Thus taste receptor cells, like other epithelial cells, 
are polarized and only a small fraction of the cell membrane is exposed to taste 
stimuli within the oral cavity. At the basolateral membrane, taste receptor cells make 
synapses with afferent nerve fibers and, like nerve cells, they generate action 
potentials in response to chemical stimulation (Roper, 1983; for review see Kinna
mon, 1988~ Avenet and Lindemann, 1989a). This duality, epithelial cell on one hand, 
nerve cell on the other, confers on these cells a unique combination of epithelial and 
nerve cell ion channels. On the apical membrane, in common with transporting 
epithelial tissues, they possess an amiloride-blockable sodium channel, whereas on 
the basolateral membrane, in common with nerve cells, they possess sodium and 
calcium voltage-gated channels (Behe et al., 1990a). 

We shall see below that taste receptor cells utilize the apically localized 
amiloride-sensitive sodium channels to detect salty stimuli. Yet the presence of this 
conductance in the apical membrane of taste receptor cells may also play a role in the 
detection of sour stimuli. Indeed, protons permeate amiloride-sensitive epithelial 
channels in other tissues (Palmer, 1982, 1987), and recent experimental data, 
reviewed here, suggest that the proton flux through the sodium channels is sufficient 
to stimulate taste receptor cells. 

Evidence for an Apical Amiloride-sensitive Sodium 
Conductance in Taste Epithelia 
The presence of amiloride-sensitive sodium channels in taste tissue was first demon
strated by the pioneering work of DeSimone and his collaborators (DeSimone et al., 
1981; Heck et al., 1984). The epithelium containing taste buds was peeled from the 
tongues of rats or dogs and mounted in an Ussing chamber which separated the 
apical from the basolateral side. Under appropriate conditions of oxygenation, a 
transepithelial, inwardly directed current developed when the concentration of 
sodium was increased in the apical compartment. This current was dependent on the 
sodium-potassium-ATPase (it could be blocked by ouabain applied on the basolat
eral side) and it was reduced by amiloride (the diuretic drug that blocks sodium 
channels of transporting tissues; Lindemann, 1984) when applied to the apical side. 

The involvement of this current in the taste of sodium was demonstrated when 
amiloride reduced the response to sodium chloride recorded from the chorda 
tympani nerve, the nerve that contains the afferent taste fibers (Brand et al., 1985; 
DeSimone and Ferrell, 1985; Hill and Bour, 1985). A correlation between the 
amiloride-sensitive transepithelial current and the integrated response of the chorda 
tympani nerve was directly demonstrated when the two responses were recorded 
simultaneously (Heck et al., 1989). The link between the amiloride-sensitive current 

P. Avenet's present address is Synthelabo Recherche, Department of Biology, 31 avenue P.V Couturier, 
92200 Bagneux, France. 



Role of Amiloride-sensitive Sodium Channels in Taste 273 

and the sodium taste was further indicated in psychophysical experiments where 
amiloride reduced the perception of sodium chloride in human (Schiffman et al., 
1983). That a channel, and not an exchanger, is involved in the transduction process 
is suggested by the relative sensitivity of the taste response to amiloride analogues in 
comparison with the effects of these analogues on transporting epithelia (Schiffman 
et al., 1990a, b). 

In the light of these experiments, the transduction mechanism for sodium taste 
is proposed to occur by a direct influx of sodium through permanently conducting 
sodium channels located in the apical membrane of the taste receptor cells. This 
influx of sodium depolarizes the taste receptor cell until the threshold is reached for 
the basolateral voltage-gated sodium channels and action potentials are produced. 
This, in turn, triggers an influx of calcium through voltage-dependent calcium 
channels (Behe et al., 1990a). The subsequent rise of intracellular calcium causes 
transmitter release and thereby excitation of the afferent nerve fibers. 

Single Taste Bud Sodium Currents 
The current flowing through the amiloride-sensitive sodium channels of a single taste 
bud was measured directly by a noninvasive method (Avenet and Lindemann, 1991). 
A recording pipette, with 100 f.Lm tip diameter, was pressed onto papillae located in 
the dorsal anterior portion of isolated rat and hamster tongues. The pipette was 
internally perfused with chemical stimuli (Fig. 1 A ). In response to an increase of the 
sodium chloride concentration in the perfused pipette, amiloride-sensitive steady
state currents of 10-400 pA developed, directed toward the cells (Fig. 1 B). This 
current did not develop when the concentration of potassium was increased or if an 
impermeant cation like N-methyl-o-glucamine (NMDG) was substituted for the 
sodium ion. The amiloride inhibition constant of 1 f.LM was close to that observed for 
transporting epithelia. 

Concomitant to the development of the Na-induced current, transient currents 
of 10 ms duration were also consistently observed. Their frequency varied from 1.5 to 
7 Hz and their amplitude from 15 to 100 pA (Fig. 1 C). These current transients 
reflected taste receptor cell action potentials measured through the conductance of 
the apical membrane and were a direct indication of the taste receptor cell 
excitation. In addition to its reduction of the steady-state currents, amiloride 
reduced the amplitude of the transient currents, as well as the frequency, in a 
dose-dependent manner. The reduction in the frequency of the cell action potentials 
is explained by the blockage of the entrance of sodium by amiloride: cell depolariza
tion and therefore cell excitation is reduced. The amplitude of the action current is 
reduced because part of the conductance through which the action currents are 
measured is the amiloride-sensitive conductance itself. 

These experiments confirm that amiloride-sensitive currents are localized to the 
taste bud and, further, demonstrate a direct involvement of amiloride-sensitive 
channels in the sodium stimulation of taste receptor cells. 

Sodium Channels and Sour Taste 
Sodium channels of transporting epithelia are known to conduct protons (Palmer, 
1987), and under acid stimulation the electrochemical gradient of proton through the 
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apical membrane of taste receptor cells is of the same order of magnitude as that 
existing for calcium in other cells. For example, at pH 3, which is the pH of many sour 
stimuli, the proton concentration reaches 1 mM, whereas the cell interior proton 
concentration is typically ~ 10-7 M. We used the recording technique described 
above to see if protons fluxes through amiloride-sensitive channels can also excite 
taste cells (Gilbertson et al., 1991), taking advantage of the fact that the polarity of 
the taste receptor cells is maintained in this preparation and therefore that the 
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Figure 1. Amiloride-sensitive currents in single rat and hamster taste buds. (A) Taste stimuli 
in the presence or absence of amiloride were perfused in a recording pipette (voltage clamped 
to 0 m V) pressed onto a single fungiform papilla. (B) Rat taste bud: the inward current 
elicited by sodium chloride (250 roM) was reversibly blocked by amiloride. (C) In the absence 
of sodium, the inward current component blocked by amiloride was larger at low pH. The 
pipette solution contained NMDG (30 roM) to which either citric acid (3 roM, pH 2.6) or NaCl 
(250 roM, pH 7) was added. ( C, D) Fast transient currents reflecting taste cell action potential 
were elicited in response to NaCl or citric acid on this same taste bud. The corresponding 
stationary current changes were subtracted. 

stimulation is restricted to the apical pole. In the absence of sodium in the recording 
pipette, the component of the current that is amiloride sensitive was five times larger 
at pH 2.6 than at pH 7. As with sodium stimulation, fast transient action currents also 
developed with a frequency dependent on the proton concentration (Fig. 1 D). 
Again in accord with sodium stimulation, the amplitude and frequency of the action 
currents were reduced in a dose-dependent manner by amiloride. 
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From these data one can conclude that proton fluxes through amiloride
sensitive channels can stimulate taste receptor cells. This implies that a cell normally 
sensitive to sodium ions will also be sensitive to protons. This poses a problem of 
taste specificity, however, because salty and sour taste sensations are normally well 
discriminated. This paradox would be resolved if there were more than one transduc
tion mechanism for the sour taste. For example, in mudpuppy protons are trans
duced by the blockage of apically located potassium channels (Kinnamon et al., 
1988). If this were also a transduction mechanism in some mammals cells, the overall 
message arriving at the brain after acid stimulation would be different than after 
sodium stimulation. In dog, an alternative mechanism for detection of acids has been 
proposed which involves a permeability change at the tight junctions (Simon and 
Garvin, 1985). 

While the stimulation by low pH was easy to interpret when no other permeant 
cation was present in the stimulating solution, a more complex situation was 
obtained in the presence of sodium. The taste bud responded primarily to the 
increase in sodium by an increase in the frequency of action currents, but this 
response could be decreased by lowering the pH. This interdependence was ex
pected after it was realized that sodium and proton utilize the same channel. The 
blocking of the sodium response by low pH can be attributed to a higher affinity of 
the channel for protons than for sodium, a phenomenon also described for the 
sodium channels of transporting epithelia (Palmer, 1982, 1987). 

The involvement of amiloride-sensitive channels in the sour response was also 
indicated in recordings from the chorda tympani nerve in hamster, where amiloride 
reduced the magnitude of the integrated whole-nerve response to low pH (Hettinger 
and Frank, 1990). Furthermore, the nerve response to sodium chloride decreased in 
the presence of low pH (Hyman and Frank, 1980; Travers and Smith, 1984). In 
contrast to these results, however, amiloride did not affect sour taste in humans 
(Schiffman et al., 1983). Thus, a species difference may also complicate our present 
understanding of the involvement of sodium channels in sour taste. 

Single Cell and Single Channel Sodium Currents 
Successful dispersion of taste receptor cells and the application of the patch-clamp 
technique has allowed the study of the amiloride-sensitive conductance at the level of 
single cells. An amiloride-sensitive current was observed in frog as well as in rat taste 
cells (Fig. 2A; Avenet and Lindemann, 1988; Behe et al., 1990b). When the 
whole-cell configuration was obtained, in the presence of high external sodium, an 
inward leak current was observed at negative holding voltages in a subpopulation of 
the cells. This stationary inward current was blocked by amiloride (Ki = 0.3 1-LM) and 
was reduced by replacing the sodium chloride of the bathing solution by NMDG. The 
voltage-gated sodium conductance was not affected by amiloride. In rat, an inward 
voltage-gated T-type calcium current was also blocked by amiloride, but with a much 
higher Ki (200 1-LM) than for the apical sodium channel (Behe et al., 1990a). 

Outside-out patches, pulled from frog taste cells, allowed a precise analysis of 
the ion selectivity of the amiloride-sensitive channels and their sensitivity to amiloride 
analogues, and gave an indication of the single channel conductance (Avenet and 
Lindemann, 1989b, c, 1990). The channel was found to be poorly selective for sodium 
over potassium. Both ions were more permeant than lithium, cesium, rubidium, and 
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NMDG (the permeability of protons was not tested). The sensitivity to amiloride 
analogues was different from that for other epithelial channels. For example, while 
amiloride was the most efficient blocker in frog taste cells, phenamil was the most 
potent inhibitor in transporting epithelia. Due to the large number of sodium 
channels in outside-out patches, noise analysis was needed to resolve the single 
channel conductance of 1-2 pS. This value is smaller than the channel in transporting 
epithelia for which a value of 6 pS is usually reported (Palmer and Frindt, 1986). 
Thus from these data it appears that the amiloride-sensitive channel in frog taste 
receptor cells is different from the typical channel in other epithelia. Differences may 
also exist in dog taste receptor cells where amiloride-sensitive potassium currents 
were also observed (DeSimone et al., 1984). 

On the contrary, preliminary single channel recordings obtained with outside
out patches from rat taste cells showed that the amiloride-sensitive channel is very 
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Figure 2. Amiloride-sensitive 
currents in whole-cell and out
side-out patches from rat taste 
cells. (A) In whole-cell current
clamp mode, amiloride revers
ibly hyperpolarized the taste 
receptor cell. The pipette con
tained an intracellular-like so
lution high in potassium and 
the bath was a sodium-saline. 
(B) Amiloride-sensitive chan
nels in an outside-out patch 
from a rat taste receptor cell. 
Two channels of 5 pS conduc
tance were observed in this 
patch. The pipette and bath 
were as in A and the holding 
voltage was -80 mV. 

similar to the channel found in transporting epithelia (Fig. 2 B from Behe, P., J. A. 
DeSimone, P. Avenet, and B. Lindemann, unpublished observations). The conduc
tance of 5 pS is closer to that of the transporting epithelial channel. In addition, like 
the other epithelial channels, its open probability was also found to be larger than in 
frog taste cells. These data confirm the similarity of the rodent amiloride-sensitive 
taste channel with the channel of transporting epithelia of most species, a similarity 
that was previously suggested from chorda tympani data (Brand et al., 1985). Thus, 
although amiloride is a common blocker for frog and rat taste channels, these differ 
in ion selectivity, pharmacology, and single channel properties. 

Conclusions and Future Research Directions 
Amiloride has proven to be a useful tool in analyzing the involvement of sodium 
channels in salt and sour taste. Using amiloride to identify the channel, it should be 
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possible to further study the sodium and proton interaction, and therefore to further 
clarify the involvement of amiloride-sensitive channels in both taste modalities, as 
suggested by more indirect methods. In dog and human, but not in rodents, amiloride 
has also been shown to affect sweet taste (Schiffmann et al., 1983; Mierson et al., 
1988). It is not clear if an amiloride-sensitive conductance is directly gated by 
sweeteners or if amiloride affects sweet detection by hyperpolarizing taste cells that 
are sensitive to both salty and sweet stimuli. A study at the single cell level should 
give an answer to this question. 

The involvement of amiloride-sensitive conductances in salt taste is now well 
documented. A low selectivity of the channels in frog or dog can explain how salts of 
other cations are detected. In rodents, amiloride-insensitive, apically located potas
sium channels are probably responsible for the stimulatory effect of potassium 
chloride (Avenet et al., 1991). Yet channels that conduct sodium but are unaffected 
by amiloride are also present in taste cells (Avenet and Lindemann, 1990). Indeed, 
amiloride-insensitive conductances are the only sodium-detecting system in mudpup
pies (McPheeters and Roper, 1985) and young rodents (Hill and Bour, 1985). Little 
is known about this conductance. At least in rodents, the amiloride-insensitive 
current may be blocked by amiloride analogues of higher affinity (Schiffman et al., 
1990a). 

It is striking that different selectivities and even different channel kinetic 
properties of the amiloride-sensitive channel exist in different species. A similar 
variation was also found among channels of transporting epithelia (see Palmer, 
1987). Thus amiloride probably identifies a family of channels of different properties, 
including those of taste receptor cells and other epithelial tissues. Amiloride is 
known to be a competitive inhibitor in transporting tissues and blocking the sodium 
pathway (Lindemann, 1984). It would be interesting to know if the same mechanism 
is involved for all types of amiloride-sensitive channels. It would also be interesting to 
know what part of the channel is conserved, providing the site for amiloride 
blockage. In this respect, the use of molecular biological techniques will provide the 
ultimate tool to compare and understand the variability among the different amiloride
sensitive channels. 

In summary, considerable progress in the understanding of the involvement of 
amiloride-sensitive channels in the transduction mechanism for salt taste has been 
achieved in recent years. However an increasingly complex image emerges today 
since these channels may also be involved in sweet and sour taste. Further investiga
tion is needed to understand the exact function of the channel in each taste modality. 
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Introduction 
The events that take place in peripheral sensory organs during taste can be divided 
into two broad categories for heuristic purposes. There are the initial events of 
transduction that occur when taste stimuli interact with the apical, chemosensitive 
membrane of taste receptor cells. These primary events convert chemical energy 
inherent in the solution of sapid molecules into the potential energy of a voltage 
across the receptor cell membrane. This change in membrane potential carries 
information about the strength and duration of the chemical stimulus. Secondary to 
these initial events, synaptic interactions transmit this information to other cells in 
the taste bud, including the axons of sensory neurons that convey the output from the 
taste bud to the brain. 

A good deal is now known about the initial events of taste transduction at the 
apical membrane. These data have been reviewed extensively in the recent past, as 
well as in this volume (chapters by Avenet, Kinnamon, Spielman et al., and Teeter et 
al.). However, the secondary events that take place in taste buds, namely, synaptic 
interactions, have received considerably less attention to date. One reason for this is 
that little is known about the identity of the neurotransmitters at synapses in taste 
buds. Furthermore, until recently, synaptic interactions were thought to occur 
principally between taste receptor cells and afferent, sensory axons. The notion that 
there might be additional synaptic interactions between cells within the taste bud is 
somewhat new. The aim of this chapter is to review the evidence for synaptic 
interactions in taste buds and discuss the concept that some degree of signal 
processing occurs peripherally before transmission to the brain. 

Synapses in Taste Buds 
It has long been known that some form of synaptic connection between taste cells 
and afferent axons must exist, but synapses have been difficult to locate in taste buds. 
The first concrete evidence awaited electron microscopic observations, and even 
then micrographs revealed only somewhat ill-defined synaptic sites (reviewed by 
Roper, 1989). Initially, synapses were assumed to occur between sensory receptor 
cells and afferent axons. However, Reutter (1971) reported that there was a class of 
cells in fish taste organs that appeared to make synaptic contacts with other cells 
within the taste bud. He raised the possibility that these cells, basal cells, represented 
a type of interneuron. More recently, these studies have been confirmed and 
extended in our laboratory using an amphibian species, Necturus maculosus (Delay 
and Roper, 1988). We quantified synapses using serial sections through taste buds. 
The findings indicated that the majority of the synapses that could be identified in 
electron micrographs occurred on basal cells, and that synapses joined basal cells 
with receptor cells, receptor cells with sensory axons, and basal cells with sensory 
axons. Clearly, the morphological substrates for lateral synaptic interactions, or 
"cross talk," occur within the taste bud. 

Electrical connections between taste cells also occur in vertebrate taste buds, 
adding further to the potentially rich complexity of lateral synaptic interactions and 
signal processing in this peripheral chemosensory organ. The first evidence for 
electrical interconnections came from the early microelectrode studies by Bernard 
and his colleagues in taste buds fromNecturus (West and Bernard, 1978). Since then, 
others have demonstrated fluorescent dye coupling between adjacent taste receptor 
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cells (Teeter, 1985; Yang and Roper, 1987; Sata and Sato, 1989). Coupling is not 
widespread and appears to occur between discrete groups of two to three receptor 
cells (Yang and Roper, 1987). In the past year, we have been able to record direct 
physiological evidence for electrical coupling that correlates well with dye coupling 
(Bigiani and Roper, 1991). This experimental approach may lead to a better 
understanding of how electrical synapses are involved in the secondary events of 
taste transduction. 

Fig. 1 summarizes the sites for potential chemical and electrical synaptic 
interactions in the taste bud. 

Synaptic Transmitters in Taste Buds 

Figure 1. Schematic drawing of taste 
bud from Necturus, illustrating synap
tic contacts and putative neurotrans
mitters. (Top) Electrical connections 
join adjacent taste receptor cells. (Bot
tom) Synaptic contacts at the basolat
eral region include synapses between 
taste receptor cells and sensory nerve 
terminals, between taste receptor cells 
and basal taste cells, and between 
basal taste cells and sensory nerve 
terminals. R, taste receptor cell; B, 
basal taste cell; N, nerve fibers; 5HT, 
serotonin; CCK, cholecystokinin; 
GABA, 'Y amino butyric acid. Modi
fied from Ewald and Roper (1991) 
and Roper (1992). 

As reviewed above, there is now ample morphological evidence for chemical 
synapses in taste buds. However, the neurotransmitters at these synapses have not 
been identified. Several investigators have found potential candidates for neuro-
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transmitters in vertebrate taste buds, including biogenic amines, especially seroto
nin; amino acids, especially glutamate and 'Y amino butyric acid; and peptides, 
including substance P, CCK, CGRP, VIP, and others (cf. Welton, Taylor, Porter, and 
Roper, manuscript submitted for publication). One transmitter candidate, serotonin, 
stands out as being especially interesting. Serotonin (5-hydroxytryptamine, 5HT) is 
found in basal cells in amphibian taste buds (e.g., Welton et al., manuscript 
submitted for publication) and in a type of taste receptor cell in mammalian taste 
buds (Uchida, 1985). The serotonergic basal cells of amphibian taste buds closely 
resemble cutaneous Merkel cells, but any homology or functional analogy with 
Merkel cells is not clear. In a series of papers in the 1980s, Esakov and his associates 
developed the thesis that 5HT is a transmitter or neuromodulator in taste buds 
(Esakov et al., 1983a, b, 1984, 1988). Among other findings, these studies indicated 
that injecting 5HT into the tongue increased the chemosensitivity of taste buds over a 
period of several minutes after the injection. These investigators also showed that 
there may be some interdependence between substance P and 5HT, with substance P 
modulating the release and uptake of 5HT (Solov'ena and Esakov, 1984). 

The evidence for any role of 5HT in the taste bud, however, has been rather 
indirect, and detailed investigations of synaptic transmission generally, and seroto
nergic mechanisms in particular, have just begun. We have taken advantage of a new 
preparation to explore synaptic interactions in taste buds of Necturus. This prepara
tion is the lingual slice, consisting of transverse sections, - 200 J.Lm thick, through the 
lingual epithelium (Roper, 1990; Bigiani and Roper, 1992; Ewald and Roper, 1992). 
In most sections, entire taste buds can be seen embedded within the slice. In some 
slices, the taste bud is near the cut surface and taste cells can readily be impaled with 
intracellular microelectrodes or patch-clamped with extracellular micropipettes. 
Under appropriate conditions, slices can be maintained for several hours. 

Stimuli applied to the chemosensitive apical tips of receptor cells elicit receptor 
potentials in those cells. Receptor potentials are conducted to the basolateral 
regions of the elongated taste receptor cells by electrotonic conduction. Under 
appropriate conditions, receptor potentials evoke action potentials which spread the 
excitation rapidly and without electrotonic decrement throughout the entirety of the 
receptor cell. 

Secondary to this initial event, the receptor potential, we have recorded what we 
believe are postsynaptic potentials (EPSPs) in some cells in the taste bud (Fig. 2; 
Ewald and Roper, 1991). These EPSPs are small ( < 10 mV) and readily disappear 
with repeated stimulation. When Lucifer Yellow is included in the intracellular 
recording microelectrode to mark the impaled cell, the postsynaptic responses are 
uniquely associated with basal cells in the taste buds. Furthermore, we have never 
observed Lucifer Yellow dye-coupling between basal and receptor cells, ruling out 
any strong electrical coupling between these two classes of cells. Basal cell responses 
have many characteristics associated with postsynaptic responses, including sensitiv
ity to agents such as CdClz which block Ca2+ influx and hence antagonize synaptic 
transmission. Direct depolarization of (presynaptic) taste receptor cells by injecting 
depolarizing current through the intracellular microelectrode occasionally elicits a 
very small depolarization in basal cells, consistent with the hypothesis that several 
receptor cells converge synaptically onto a single basal cell. Thus, when the entire 
population of receptor cells is chemically stimulated by focally applying 140 mM KCl 
onto the taste pore, one records a postsynaptic potential in basal cells of 2-10 mY 
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KCI stimulation 0.5 s 

Figure 2. (Left) Schematic diagram of chemical stimulation of a Necturus taste bud in the 
lingual slice preparation. The taste bud is -100 JJ.m in diameter and length, with an apical 
pore at the epithelial surface. Receptor cells (R) extend from the apical pore to the base of the 
bud. Basal cells (B) are located in the basal region and lack apical processes. For chemical 
stimulation, receptor cells were depolarized with brief applications of 140 mM KCl solution 
from a stimulating pipette (20 JJ.m tip diameter) positioned 100 JJ.m from the apical pore. 
Suction from a larger diameter pipette with its tip 0.5 mm behind the stimulating pipette tip 
(not shown) caused the KCl stimulus (monitored with Fast Green dye) to form a sphere about 
the size of the taste bud just before being drawn off by the suction. The stimulating pipette was 
positioned so that just the edge of this sphere reached the apical ends of the receptor cells. 
(Right) Superimposed responses elicited by KCl stimulation of three cells (a, b, c; also 
identified in schematic diagram, left) in a single taste bud. The largest response (a) is the 
receptor potential recorded from an impalement in the apical region (45 mV amplitude, -67 
mY resting potential, RP). Remaining traces are responses from two cells impaled in the basal 
region of the taste bud and identified subsequently by injecting Lucifer Yellow (see b and c in 
diagram, left). The onset of one response (b; 10 mV amplitude, -40 mV RP) had no latency 
relative to the receptor potential. The other response (c; 5 mV amplitude, -46 mV RP) had a 
100-ms latency relative to the onset of the receptor potential. The bracket below the trace 
shows the stimulus. Modified from Ewald and Roper (1992). 

amplitude. However, if only one receptor cell is excited by direct current injection, 
the postsynaptic response is much smaller ( -1 mV). These findings correlate well 
with the observation that there are many more receptor cells than basal cells in taste 
buds from Necturus, the ratio being -10 receptor cells for every basal cell (Delay and 
Roper, 1988). 

In preliminary studies, bath-applied SHT has been shown to affect receptor 
potentials and postsynaptic basal cell responses in Necturus taste buds. The onset of 
the effect of SHT is relatively slow, slower than can be accounted for by diffusion of 
the agent throughout the tissue. This may correlate with the slow actions on taste 
responses that Esakov and his colleagues reported when SHT was injected into the 
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tongue (see above). The actions of 5HT include hyperpolarization of receptor cells; 
an increase in the amplitude of receptor potentials when recorded in the basal 
processes of receptor cells; and an increase in the magnitude of postsynaptic 
responses in basal cells (Fig. 3). 

All these findings could be explained if one effect of 5HT was to reduce the 
resting (leak) conductance of receptor cells, especially any cation conductances. 
Thus, the membrane potential would increase (hyperpolarization). The electrotonic 
propagation of signals to the base of the receptor cells would be enhanced (i.e., the 

100 J.LM 5-HT 

20 s 
1 s 

Figure 3. Receptor potentials recorded in the basal process of receptor cells are increased by 
5HT. Brief pulses of 140 mM KCI were applied to elicit receptor potentials. The recording 
microelectrode was situated in the basal process of a receptor cell. Each receptor potential 
was preceded by a 1-s hyperpolarizing pulse through the recording electrode (balanced bridge 
circuit) to monitor the input resistance of the receptor cell. Upper trace, continuous 
intracellular recording taken 1 min before and 2 min during bath application of 100 f.LM 5HT. 
The dotted line represents the (extrapolated) resting potential in the absence of 5HT 
(RP = -60 mV when 5HT was added to bath). Lower traces, receptor potentials and input 
resistance measurements shown at a faster time base. Two traces are superimposed. The 
smaller responses were recorded 1 min before adding 5HT to the bath. The larger responses 
(labeled 5-HT) were recorded 1.5 min after 5HT was introduced in the bath. Both the 
amplitude of the receptor potential and the input resistance were increased by - 30% by 5HT. 
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length constant, A., would be increased). Consequently, receptor potentials recorded 
in the base of the taste bud would be larger in the presence of 5HT. Furthermore, 
since synapses in Necturus taste buds are situated predominantly at the base, the 
increased presynaptic (receptor) potential would lead to an increased postsynaptic 
potential in basal cells. 

We tested this working hypothesis of how 5HT affects taste cells by measuring 
the membrane resistance of receptor cells and basal cells before, during, and after 
applying 5HT in the bath (Fig. 3). The data show that the resting membrane 
resistance does indeed increase when 5HT is added to the bath. Since the records 
were made with intracellular microelectrodes, which themselves inevitably introduce 
a membrane resistance shunt, the increase in membrane resistance with 5HT was 
relatively small. A more accurate assessment of the magnitude of 5HT's actions 
awaits patch-recording. 

Figure 4. A working hypothesis for 
one possible role for 5HT in taste bud 
function. About 10 receptor cells form 
synapses onto each basal cell. Taste 
receptor cells also form parallel syn
apses onto afferent sensory nerve fi
bers. Basal cells, depolarized by exci
tatory synaptic input from taste 
receptor cells, release 5HT. 5HT dif
fuses into the taste bud and increases 
the resting input resistance of recep
tor cells. The increase in input resis
tance enhances the electrotonic prop
agation of receptor potentials into 
the basal processes of the elongate 
taste receptor cells. This increases 
the synaptic output from receptor 
cells onto afferent nerve fibers. These 
synaptic relationships are indicated 
by arrows in the expanded insert at 
the bottom of the figure. 

The same approach that we have used to begin to investigate the role, if any, of 
5HT in synaptic transmission in the taste bud can also be applied to other putative 
transmitters and modulators. Thus, the detailed mechanisms of the actions of 
biogenic amines, amino acid transmitters, and peptidergic transmitters are now 
within reach. 

Serotonin: a Working Hypothesis 
Based on the above findings, we propose the following as a conceptual model to 
guide further investigations (Fig. 4). 5HT is a neuromodulator contained in basal 
cells. Taste receptor cells form synapses with basal cells and with sensory afferent 
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fibers at the base of the taste bud. These two synapses are in parallel. Basal cells are 
depolarized by synaptic input from receptor cells. In turn, depolarized basal cells 
release serotonin into the taste bud.1 Consequently, SHT increases receptor poten
tials in the basal processes of taste receptor cells, as described above. An additional 
consequence of increasing the input resistance of the receptor cell would be to 
enhance the cell's electrical excitability. That is, generator currents elicited during 
chemostimulation would produce larger receptor potentials in the presence of SHT. 
This mechanism of SHT action would be particularly effective on small, subthreshold 
generator currents, possibly converting subthreshold receptor potentials into ones 
that generate action potentials in the receptor cell, or converting a weak response 
into a sustained burst of impulses. 

This proposed mechanism for the action of SHT in the taste bud represents 
positive feedback, but is self-limited by virtue of the fact that a decrease in the resting 
conductance (increase in the input resistance) in taste receptor cells has a natural 
limit. According to this hypothesis, SHT would be acting as a global neuromodulator 
of receptor cell excitability within the taste bud rather than as a discrete neurotrans
mitter at specific postsynaptic sites on receptor cells. This hypothesis does not rule 
out other actions of SHT, such as its known effects on voltage-dependent ion 
channels. For instance, SHT could alter Ca2+ influx through basolateral voltage
dependent Ca2+ channels (e.g., Pennington et al., 1991) and this would have a 
profound effect on the release of neurotransmitter at taste receptor cell synapses. 
That this action of SHT does indeed occur in taste buds has recently been demon
strated (Delay et al., 1992). 
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Introduction 
Taste receptor cells recognize sapid stimuli and respond by releasing neurotransmit
ter at synapses with afferent nerve fibers or other taste bud cells. It is now generally 
accepted that several different transduction pathways are involved in mediating the 
responses of vertebrate taste receptor cells to different classes of stimuli (Teeter and 
Brand, 1987; Kinnamon, 1988; Brand et al., 1989). Some taste stimuli, e.g., salts, 
acids, and some bitter substances, appear to activate taste receptor cells via direct 
effects on either passive or voltage-dependent ion channels in their apical, receptive 
membranes (Kinnamon and Roper, 1988; Kinnamon et al., 1988; Avenet and 
Lindemann, 1989; Desimone et al., 1989; Kinnamon, 1989; Roper and McBride, 
1989; Avenet, this volume). Other taste stimuli, such as sweeteners, amino acids, and 
other bitter substances, appear to act at specific receptor proteins located in the 
apical surfaces of the taste cells. 

Current evidence suggests that at least some sweeteners activate taste cells via G 
protein-mediated accumulation of cAMP and subsequent phosphorylation and 
closing of K channels (Striem et al., 1989; Kinnamon, this volume). Some bitter 
compounds, such as denatonium and sucrose octaacetate, appear to act via G 
protein-mediated stimulation of phospholipase C, accumulation of inositol-1,4,5-
trisphosphate (IP3), and increase in intracellular calcium (Akabas et al., 1988; 
Spielman et al., 1990; Spielman et al., this volume). 

Characterization of receptor-mediated taste processes has been difficult, in part 
because of the relatively low affinities of the presumed taste receptors for their 
ligands. This has made mechanistic studies of stimulus-receptor interactions using 
classical radioligand binding techniques difficult. The problem of low receptor 
affinity has been circumvented to some extent by the use of more sensitive model 
systems, most notably the amino acid taste receptor systems of aquatic species, 
including the channel catfish, Ictalurus punctatus. The catfish taste system has the 
additional advantage of having an extraordinary number of taste buds spread over 
virtually the entire skin surface, providing ready access to large quantities of taste cell 
membranes. 

The results of a variety of behavioral, neurophysiological, and biochemical 
experiments indicate that the catfish taste system has several independent receptor 
sites for amino acids. These receptors are coupled to taste cell activation through at 
least two transduction pathways. Receptors recognizing short-chain neutral (SCN) 
amino acids (L-Ala receptors) are linked via G proteins to stimulation of both 
adenylyl cyclase and phospholipase C, with subsequent production of cAMP and IP3, 

respectively. These second messengers may then directly or indirectly alter mem
brane conductance and/ or intracellular Ca levels. Independent receptors for L-argi
nine (L-Arg) and L-proline (L-Pro) appear to be part of cation channels directly 
opened by binding of the stimulus to its receptor. 

Preliminary evidence from studies utilizing reconstituted taste epithelial mem
branes from circumvallate and foliate taste regions of the mouse suggests that the 
unique taste of monosodium L-glutamate (L-Glu) and some 5'-ribonucleotides in 
mammals may also be mediated by stimulus-activated ion channels. 

Amino Acid Taste Reception in Catfish 
There are at least two classes of high affinity taste receptor sites in the taste system of 
the channel catfish (e.g., Caprio, 1982; Davenport and Caprio, 1982; Cagan, 1986; 
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Kanwal et al., 1987). One class of receptors binds L-Ala and other SCN amino acids 
{L-Ser, L-Thr, and Gly). The other high affinity receptor is selectively activated by the 
basic amino acid, L-Arg. A third, low affinity receptor system is activated by relatively 
high concentrations of L-Pro (Kohbara et al., 1990). Independent sites for o-Ala, 
o-Arg, and o-Pro have also been proposed (Brand et al., 1987; Michel and Caprio, 
1991; Wegert and Caprio, 1991). 

Separation of Receptor Classes 
Binding studies, utilizing a sedimentable partial membrane fraction (P2) prepared by 
differential centrifugation from homogenized catfish taste epithelia, have shown that 
L-Ala and L-Arg bind to independent sites with micromolar and submicromolar 
affinities (Cagan, 1986; Kalinoski et al., 1989a; Brand et al., 1991c). 

L-Ala binding to fraction P2 displays an affinity (Koapp) of - 1.5 J.LM (Table I). 
On the basis of reciprocal competition binding studies, the L-Ala binding site shows 
varying affinity and specificity for other SCN amino acids, including L-Ser, Gly, L-Thr, 
beta-L-Ala, and o-Ala (Cagan, 1986). At concentrations greater than -200 J.LM 
there appear to be independent sites foro-Ala. Neural recordings from catfish taste 
fibers indicate a separate neural pathway foro-Ala in both channel catfish (Wegert 
and Caprio, 1991) and the sea catfish,Arius (Michel and Caprio, 1991) and do not 
display reciprocal cross-adaptation between L- and o-Ala in Ictalurus (Brand et al., 
1987), also suggesting independent sites for each enantiomer. 

An independent receptor site for the basic amino acid, L-Arg, has also been 
characterized in fraction P2 (Bryant et al., 1989; Kalinoski et al., 1989a). L-Arg 
binding displays two affinity states with Koapps of 20 nM and 1.3 J.LM, respectively. The 
site is specific for L-Arg and some L-Arg analogues that also stimulate facial taste 
nerve fibers (Bryant et al., 1989; Kalinoski et al., 1989a). L-Ala and other SCN amino 
acids do not inhibit the binding of L-Arg, nor do they cross-adapt the neural response 
to L-Arg (Table 1). 

The independence of the receptor sites for SCN amino acids and L-Arg has also 
been demonstrated in competitive inhibition studies with lectins (Table I; Kalinoski 
et al., 1991 ). The lectin of Dolichos bifloras inhibited binding of L-Ala but not L-Arg 
to fraction P2, while the lectin of Phaseolus vulgaris (PHA E), and to a lesser extent 
Jacalin, inhibited Arg but not Ala binding. The lectin of Ricinus communis (RCA 1) 
inhibited binding of both amino acids. 

Although the low sensitivity of the catfish taste system to L-Pro has precluded 
attempts to define a Pro receptor by ligand binding studies, neural cross-adaptation 
experiments in both the facial (external) and glossopharyngeal-vagal (internal) taste 
systems indicate independent sites for L-Pro (Kanwal and Caprio, 1983; Wegert and 
Caprio, 1991). In addition, recordings from single facial taste nerve fibers indicate 
that L-Pro taste information is carried by a subset of the L-Arg-best taste fibers 
(Kohbara et al., 1990). 

Mechanisms of Transduction 

The interaction of taste stimuli with sites on the exposed ends of the taste receptor 
cells triggers a sequence of cellular events, ultimately leading to changes in the rate 
of release of neurotransmitter at synapses with other taste bud cells or afferent nerve 
fibers. By analogy with signal transduction mechanisms in other cells, one might 
reasonably expect amino acid taste receptors to belong either to the superfamily of 
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ligand-gated ion channels, where binding of the stimulus leads directly to opening of 
ion channels, or to the large family of G protein-coupled receptors, which are linked 
to changes in membrane conductance either by direct G protein action on channels 
(e.g., Brown et al., 1990) or by indirect action of second messengers (Gilman, 1987). 

Stimulation of the taste membrane fraction P2 with L-Ala results in the 
activation of both adenylyl cyclase and phospholipase C with the subsequent 

TABLE I 
Properties of L-Alanine and L-Arginine Taste Receptors in Catfish 

Relative 

Receptor Relative Lectin G protein 
Second stimulus 

type 
Stimulus 

potency Koapp inhibition5 coupled6 mes- effective-
senger7 ness 

(neural) 

SCN L-Ala 1001 1.5 J..LM3 DBA, RCA + cAMP 10()8 
(L-Ala) L-Ser 92 IP3 17 

Gly 90 
n-Ala 80 8 
~-Ala 50 
L-Thr 30 
L-Arg 0 25 

Basic L-Arg 1002 0.02J..LM, PHA,RCA, Neither 1009 

(L-Arg) L-AGPA 95 1.3 J..LM4 JAC 62 
L-Arg-methyl 83 73 

ester 
D-Arg 58 24 
L-Lys 40 17 
L-Ala 5 

DBA, lectin of Dolichos bifloras; RCA, lectin of Ricinus communis; PHA, lectin of Phaseolus 
vulgaris; JAC, lectin oflacalin; SCN, short-chain neutral amino acid (L-Ala) receptor; Basic, 
basic amino acid (L-Arg) receptor; L-AGPA, L-u-amino-~-guanidino propionic acid. 
1Percent inhibition of L-[3H]alanine binding to taste membrane fraction P2 by 100-fold excess 
(40 J..LM) of unlabeled amino acids. Values are relative to L-Ala inhibition as 100%. Modified 
from Cagan, 1986. 2Percent inhibition ofL-[3H)arginine binding (5 x 10-7 M) to fraction P2 by 
amino acids and arginine analogues at 10-4 M. Values are relative to L-Arg inhibition as 100%. 
Modified from Bryant et al., 1989. 3Brand et al., ).987; 4Kalinoski et al., 1989a; 5Kalinoski et al., 
1991; 6Brand et al., 1991c; 7Kalinoski et al., 1989b; 8Stimulatory effectiveness of amino acids 
(l0-4 M) recorded from an alanine-best taste single fiber. Normalized to the response to 
L-alanine as 100%. Modified from Caprio, 1982. 9Multiunit neural responses to amino acids 
and arginine analogues (l0-4 M) that have been normalized to the 10-4 M L-Arg response 
(100%) for each nerve bundle. Modified from Kalinoski et al., 1989a. 

accumulation of cAMP and IP3, respectively (Kalinoski et al., 1989b). Comparable 
concentrations (micromolar) of L-Arg do not enhance production of either cAMP or 
IP3• Formation of both cAMP and IP3 is also enhanced by G protein effectors, 
suggesting the involvement of GTP-binding regulatory proteins. In addition, both G8-

and Gi-type G proteins have been identified in plasma membranes from the catfish 
taste epithelium (Bruch and Kalinoski, 1987). These observations indicate that the 
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SCN amino acid receptors are linked via G proteins to the formation of both cAMP 
and IP3. Whether the two second messenger pathways are coupled to somewhat 
different types of L-Ala receptors in the same or different cells, or to the same 
receptors in different cells, as well as the nature of possible interactions between the 
two pathways, remain to be examined. On the basis of binding studies, two classes of 
L-Ala receptors have been proposed (Cagan, 1986). The L-Arg receptor does not 
appear to beG protein coupled to the formation of either cAMP or IP3• The affinity 
of L-Arg binding is not shifted by addition of GTP to the preparation (Brand et al., 
1991a ), nor do physiologically relevant concentrations of L-Arg stimulate either 
adenylyl cyclase or phospholipase C (Kalinoski et al., 1989b ). 

The possibility that L-Arg taste receptors are ligand-gated channels directly 
regulated by stimulus binding was examined in phospholipid bilayers to which 
purified taste epithelial membrane vesicles had been fused (Teeter et al., 1990). The 
responses of bilayers to L-Pro was also examined since taste responses to high 
concentrations of L-Pro appear to be carried by a subset of the arginine-best 
population of taste fibers (Kohbara et al., 1990), suggesting that low affinity receptors 
for L-Pro and high affinity receptors for L-Arg are expressed in the same cells or in 
different cells innervated selectively by some of the same nerve fibers. 

Methods for preparing taste membrane vesicles and for their incorporation into 
bilayers on the tips patch pipettes have been described in detail elsewhere (Cagan 
and Boyle, 1984; Teeter et al., 1990). Briefly, a suspension of purified taste epithelial 
membranes was sonicated ( < 30 s) on ice before incorporation into bilayers. Taste 
receptors could have been oriented in both inward and outward configurations and 
this was verified by experiments in which taste stimuli were added to the pipette 
instead of the bath. We routinely treated the bilayer as an outside-out patch of 
membrane with high Na solutions in the bath and high K solutions in the pipette. 
Bilayer conductance was recorded in response to -80- to +80-mV ramps (0.3 V /s) 
before and after addition of amino acid stimuli and channel blockers to the bath. 

Approximately 25% of the bilayers containing taste membrane vesicles dis
played reversible, concentration-dependent increases in conductance when micromo
lar quantities of L-Arg were added to the bath and -15% of the bilayers responded 
to concentrations of L-Pro > 100-200 !J.M (Fig. 1). The L-Arg-gated conductance 
activated at -0.5 1-LM and saturated between 100 and 200 f..LM, with half-maximal 
increase in conductance at 15 1-LM (Fig. 1,A and B). D-Arg, which appears to bind to 
at least the lower affinity site characterized in binding studies, but does not activate 
taste nerve fibers at low concentrations (Kalinoski et al., 1989a ), did not alter bilayer 
conductance at concentrations up to 200 !J.M. D-Arg did, however, reduce the 
increase in conductance produced by 10 1-LM L-Arg, in a concentration-dependent 
manner, with an IC50 of -6 1-LM (Fig. 1 C). These observations are consistent with 
o-Arg acting as a competitor for the L-Arg site, but failing to activate the associated 
ion channel. 

The L-Pro-gated conductance activated at -100 1-LM and saturated between 2 
and 4 mM, displaying half-maximal conductance at 550 1-LM (Fig. 1, D and£). D-Pro, 
which alone did not elicit a change in bilayer conductance, blocked the conductance 
produced by 1 mM L-Pro with an IC50 of -160 1-LM (Fig. 1 F), suggesting a 
competition for the L-isomer binding site similar to that displayed by D-Arg. 

The receptor sites for arginine and proline were independent. L-Arg had no 
effect on the L-Pro-activated conductance, nor did L-Pro have an effect on bilayers 
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responsive to L-Arg (Fig. 2). With BaCl2 in the pipette and NaCl in the bath, the 
L-Pro-activated current reversed at -55 mV, indicating that the L-Pro-gated chan
nels were more permeable to Ba2+ than to Na+. Both L-Pro- and L-Arg-activated 
currents reversed near 0 m V with intracellular solution in the pipette and Ringer in 
the bath. 

Single channel recordings from bilayers displaying an increased conductance in 
the presence of L-Arg revealed bursts of current fluctuations resembling single 
channel currents. Both individual openings and bursts of openings lasting several 
seconds were observed. Single L-Arg-activated channels were encountered only 
infrequently. Typically, clusters of from 5 to more than 20 channels were observed, 
many of which appeared to inactivate during continuous exposure to L-Arg. The 
L-Arg channels were somewhat more permeable to monovalent than to divalent 
cations, but were relatively nonselective between Na and K. They had unitary 
conductances between 40 and 50 pS with Ringer in the bath and pseudo-intracellular 
solution in the pipette (Fig. 3 A). The distribution of open times for the L-Arg 
channels was fitted by the sum of two exponentials, while the closed time distribution 
was usually fitted by the sum of three exponentials (not shown). 

Individual L-Pro channels were frequently observed and displayed a similar 
unitary conductance ( 40-50 pS) to the L-Arg channels (Fig. 3 B). Although the 
proline channels were also nonselective between Na and K, preliminary experiments 
indicate that these channels are more permeable to Ba than to Na and K (see Fig. 
2 B). The open time distribution for the proline channels was fit by a single 
exponential term and the closed time distribution was fit by the sum of two 
exponentials (not shown). 

Attempts to verify L-Arg-gated channels in cells isolated from catfish taste buds 
have been only partially successful. Stable whole-cell recordings have been difficult 
to obtain from these small, bipolar cells. However, small inward currents have been 
recorded from catfish taste cells in the cell-attached configuration when 50-100 1-LM 

Figure 1. Responses of bilayers containing purified taste epithelial membranes to arginine 
(Arg) and proline (Pro). (A) Currents produced by -60- to +60-mV voltage ramps across an 
azolectin bilayer containing taste membrane fragments when increasing concentrations of 
L-Arg were added to the bath. The pipette contained a pseudo-intracellular solution (mM: 
12.5 NaCl, 85 KCl, 1.6 MgCiz, 0.25 CaC12, 0.5 EGTA, and 5 HEPES or 5 MOPS, pH 7.4) and 
the bath contained Ringer (mM: 110 NaCl, 2.5 KCl, 1.6 MgC12, 1.0 CaC12, and 5 HEPES or 5 
MOPS, pH 7.4). L-Argwas added to the bath to give the final concentrations shown at the right 
of each current trace. (B) Concentration-response curve for L-Arg (mean± SD for three 
bilayers). The currents at +60 mV for each concentration were normalized to the maximum 
current produced by 200 J..LM L-Arg and plotted as a function of concentration. The EC50 was 
15 J..LM. (C) The percent inhibition of the maximum current produced by 10 J..LM L-Arg 
resulting from addition of increasing concentrations of o-Arg to the bath as a function of 
o-Arg concentration (mean± SD, n = 3). The IC50 was -6 J..LM. (D) Currents elicited by 
-80- to +80-mV ramps across a POPE/PS (7:3) bilayer containing taste membrane fragments 
in the presence of increasing concentrations of L-Pro. Solutions as in A. (E) Concentration
response curve for L-Pro (mean ± SD, n = 3). The EC50 was 550 J..LM. (F) Inhibition of the 
conductance produced by 1 mM L-Pro by increasing concentrations of o-Pro. The IC50 was 160 
11M. A and B are modified from the Biophysical Journal, 1990, 58:253-259, by copyright 
permission of the Biophysical Society; C-F are from Kumazawa, T., J.H. Teeter, and J.G. 
Brand, manuscript submitted for publication. 
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L-Arg was included in the recording pipette (Miyamoto, T., and J. H. Teeter, 
unpublished obsetvations). These currents were of the appropriate amplitude and 
polarity to have been mediated by L-Arg-gated channels. 

We are using classical protein purification and functional reconsitution, as well 
as expression cloning in oocytes, to further characterize the L-Arg and L-Pro taste 
receptor channels. Both arginine and proline channels have been solubilized in 
CHAPS, partially purified on lectin-agarose columns (RCA 1 or PHA E, which 
inhibit L-Arg binding), and functionally reconstituted in phospholipid bilayers 
(Brand et al., 1991b ). In addition, L-Arg-activated currents have been recorded from 
oocytes injected with total poly A+ RNA from barbel taste epithelium (Getchell et 
al., 1990; Smutzer et al., 1991). 
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Figure 3. L-Arg- and L-Pro-activated channels had similar conductances. (A) Steady-state 
current-voltage relationship for a single L-Arg-activated channel. The slope conductance was 
42 pS and the current reversed at 0 mV with pseudo-intracellular solution in the pipette and 
Ringer in the bath. (B) Current-voltage relationship for a single L-Pro-activated channel. The 
slope conductance was 48 pS and the current reversed near 0 m V with pseudo-intracellular 
solution in the pipette and Ringer in the bath. A is reproduced from the Biophysical Journal, 
1990, 58:253-259, by copyright permission of the Biophysical Society; B is from Kumazawa, T., 
J.H. Teeter, and J.G. Brand, manuscript submitted for publication. 

Amino Acid Taste in Mammals 
Most L-amina acids taste bitter to humans, with the exception of L-Ala and L-Ser 
which, along with most D-amino acids, taste sweet (Solms, 1969; Schiffman and 
Engelhard, 1976). The salts of L-glutamic acid, and to a lesser extent L-aspartic acid, 
as well as some 5' -ribonucleotides, have a unique taste, called umami, that is distinct 
from the other basic taste qualities (Schiffman and Gill, 1987; Yamaguchi, 1987, 
1991). The umami taste elicited by monosodium L-glutamate (MSG) is dramatically 
potentiated by several 5' -ribonucleotides, including guanosine 5' -monophosphate 
(5'-GMP), inosine 5'-monophosphate (5'-IMP), and xanthosine 5'-monophosphate 
(5'-XMP) (Kuninaka et al., 1964; Yamaguchi et al., 1971). A receptor for MSG has 
been tentatively identified in binding studies with a membrane fraction from bovine 
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circumvallate taste epithelia (Torii and Cagan, 1980). Addition of 5 '-guanosine 
monophosphate to the preparation resulted in an apparent increase in the number of 
glutamate binding sites, consistent with the observed potentiation of the response to 
glutamate in psychophysical (Kuninaka et al., 1964; Yamaguchi et al., 1971) and 
electrophysiological (Yoshii et al., 1986; Ninomiya and Funakoshi, 1989; Adachi and 
Aoyama, 1991; Hellekant and Ninomiya, 1991; Kumazawa et al., 1991; Ninomiya et 
al., 1991; Yamamoto et al., 1991) studies. 

Nimomiya and Funakoshi (1989) have recently shown that mice can qualita
tively discriminate MSG from representatives of the other four basic tastes and that 
taste fibers quite selectively activated by MSG are found in the glossopharyngeal 
taste nerve innervating the circumvallate and foliate taste buds. Using a partial 
membrane fraction of lingual epithelium from circumvallate and foliate taste regions 
of the mouse, Brand et al. (1991c) have shown that neither cAMP nor IP3 are 
accumulated after stimulation with MSG. Increased levels of cAMP were produced 
by GTP')'S, but MSG failed to enhance this effect, suggesting that the putative MSG 
receptor is not G protein coupled. 

When membrane vesicles derived from the mouse taste membrane preparation 
were fused to phospholipid bilayers on the tips of patch pipettes, spontaneous and 
voltage-dependent current fluctuations attributable to a variety of channels, includ
ing K channels, were frequently observed. In some bilayers, millimolar concentra
tions of MSG elicited specific, concentration-dependent, and reversible increases in 
bilayer conductance (Fig. 4, A and B). The increase in conductance produced by 
MSG was enhanced by the addition of 5'-GMP (Fig. 4 C). The MSG-activated 
channels often appeared to be somewhat selective for Na, but were permeable to K 
and to divalent ions as well. We have also observed channel activity in bilayers in the 
presence of the glutamate channel agonist N-methyl-d-aspartate (NMDA, 50-100 
J.LM), although it is not clear if these channels are identical with those activated by 
glutamate. Single channels of several different conductance levels are sometimes 
observed in bilayers stimulated with either MSG or NMDA. Kainic acid, which acts 
at a different class of central nervous system glutamate channels than NMDA, had 
no effect on bilayer conductance (not shown). 

Although preliminary, these studies suggest that glutamate taste transduction 
may occur via stimulus-gated ion channels. Additional experiments will be needed to 
substantiate glutamate taste channels and eliminate the possibility that the observed 
channels result from contamination of the taste membrane preparation with neuro
transmitter receptors from the taste epithelium. 

Conclusions 
Taste receptors for amino acids appear to constitute a heterogenous group of 
receptors, not only in terms of their relative affinities for various amino acids, but 
also in the nature of the transduction pathways to which they are coupled. Some 
receptors, e.g., the L-Arg and L-Pro receptors of the catfish taste system, and perhaps 
glutamate receptors in mammals, appear to be part of receptor-ion channel com
plexes with stimulus binding leading directly to the opening of the associated ion 
channels. These receptors are at least superficially similar to the family of ionotropic 
neurotransmitter receptor channels, including those activated by L-Glu. The SCN 
amino acid (L-Ala) receptors in the catfish are, on the other hand, coupled via G 



302 Sensory Transduction 

proteins to the formation of the second messengers, cAMP and IP3, and thus appear 
to belong to the large family of G protein-coupled membrane receptors, including 
the metabotropic glutamate receptors (e.g., Sugiyama et al., 1987; Houamed et al., 
1991). 

Independent classes of amino acid receptors for short-chain neutral, long-chain 
neutral, acidic, and basic amino acids that have been defined in the catfish olfactory 
system on the basis of binding (Bruch and Rulli, 1988) and neural cross-adaptation 
(Caprio and Byrd, 1984) studies, all appear to beG protein coupled to phosphoinosit
ide turnover and formation of IP3 (Huque and Bruch, 1986; Bruch and Kalinoski, 
1987; Bruch et al., 1987a, b; Bruch, 1989a, b). Although the components of a 
receptor-regulated cAMP cascade, including cAMP-gated cation channels, have 
been shown to be present in catfish olfactory cells (Bruch and Teeter, 1989, 1990; 
Goulding et al., 1992), stimulation of this pathway by amino acids, at least at 
moderate concentrations, has not been demonstrated (e.g., Bruch and Teeter, 1990). 

The degree of structural and functional similarity, not only among catfish taste 
and olfactory amino acid receptors, but between catfish chemoreceptor proteins and 
amino acid receptors from other tissues, will only be determined by future studies. 
However, the large number of amino acid binding sites in the catfish chemosensory 
systems suggests that interesting similarities and differences will be found. 
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Introduction 
Sensory systems can be classified into those that receive noninvasive stimuli and 
those that receive invasive stimuli. Hearing, touch, and vision belong to the first 
category since their stimuli decay and become inconsequential for the target. 
Chemical stimulants, however, and in particular those impacting on the taste system 
in higher animals, intrude upon the host and exert useful or harmful biological 
activities on additional target sites. Thus, the stakes involved in the screening of 
stimuli by the taste system are significant. Failure to detect harmful compounds 
could be fatal to the host. 

Based on the biological importance of the stimuli to the host, taste can be 
classified into: (J) warning or defensive tastes such as bitter, for detection of harmful, 
potentially toxic compounds and changes toward basic pH, and sour for detection of 
acidic pH; (2) taste qualities that detect nutritionally and homeostatically important 
compounds such as sweet, salt, umami, and water; and (3) "off tastes" such as 
metallic, which may be gustatory hallucinations and therefore not nutritionally 
relevant. Clearly not all taste qualities are biologically of equal importance. To 
paraphrase George Orwell, "Some are more equal than others." The first category, 
specifically bitter taste, is the focus of this paper. An attempt will be made to explain 
the diversity of signal transduction mechanisms that are operative in this modality. 

One of the popular assumptions is that the multitude of bitter stimuli cannot 
have specific receptors. Nonspecific interactions between hydrophobic bitter com
pounds and nonpolar regions of lipid bilayers of the gustatory tissue may account for 
bitter reception (Koyama and Kurihara, 1972). Further evidence in support of this 
theory was provided by the finding that bitter compounds can also depolarize N-18 
mouse neuroblastoma cells, unrelated to taste (Kumazawa et al., 1985). To accept 
this argument would be to fail to appreciate the primary role of bitter taste as a 
screening mechanism. Certainly bitter compounds, along with sweet, salty, sour, and 
a large number of other chemical stimuli, can depolarize other cells. This promiscu
ous behavior is a consequence of a sensory system whose stimuli intrude on the 
target. 

Opposed to the nonspecific theory are ones that state that bitter taste employs a 
multitude of specific mechanisms. To understand the variety of bitter taste signal 
transduction mechanisms one has to appreciate first the diversity of bitter com
pounds. Table I contains a list of categories and specific examples of bitter com
pounds. 

Throughout the plant and animal kingdoms many bitter compounds apparently 
evolved as protective agents against predators. As a counter-defense step, predators 
developed bitter detection mechanisms. Since this evolutionary process has been 
occurring over millions of years, the appearance of bitter compounds and bitter
sensing is progressive and mutually dependent. Therefore it is reasonable to expect 
the following: (1) there is no one mechanism that would apply to all bitter stimuli; (2) 
there must be several signal transduction processes attuned to the broader chemical 
categories of bitter compounds; (3) one group of bitter compounds can be detected 
by several different mechanisms; and ( 4) there are still bitter compounds to be 
discovered or synthesized, and therefore the system is flexible enough for future 
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TABLE I 
Diversity of Bitter Compounds 

Category 

Salts 
N-containing heterocyclic 

compounds 
Primary amines 
Quarternary amines 
Ammonium derivatives 
Amides/thioamides 
Ureas/thioureas 
Thiolactames and sulfamides 
Carbamates 
Carbonyls/thyiocarbonyls 
Esters and lactones 
L-Amino acids 
Peptides 
Alkaloids 
Terpenoids 
Saponins 
Humulons 
Cyanogene glycosides 
Flavanone glycosides 
Acetylated sugars 
Local anesthetics 

Examples 

CaO, MgS04, CaS04, KI 

Pyridine, 4AP, imidazole, pyrazine 

Denatonium 
TEA 
Cyclohexamide 
Sulfonylurea 

Phenylthiocarbamide (PTC) 

Ethyl ester of benzoic acid 
Arg, Pro, Leu, Phe, lie 
F-L, R-R-R-P-P-F-F-F, peptide toxins, venoms 
Caffeine, strychnine, quinine, theobromine, cocoa 
Diterpens, triterpens/ cucurbitacins 
Theafolisaponin (tea leaf) 
Isohumulone, lupulone 
Amygdaline/peach nut 
N aringine, neohesperidine I grapefruit 
SOA, raffinose undecaacetate 
Procaine, xylocaine, novocaine 

adaptation. The fact that no overall structure-activity relationship can be found 
among all classes of bitter compounds is predictable from these assumptions. 

Our knowledge ofthe mechanisms of action of bitter compounds on taste cells is 
limited. However, a great deal is known about the mechanisms of action of bitter 
compounds on other cells, and this knowledge can be considered as a working 
hypothesis for the taste system. Even though the variety of bitter compounds may use 
a large number of mechanisms, there need to be some shared elements to all bitter 
signal transductions. For example, most bitter stimuli elicit an increase in IP3, and/or 
induce release of intracellular Ca2+. 

To achieve these effects, bitter compounds interact with specific extra- and 
intracellular targets (Table II). 

TABLE II 
Targets of Bitter Compounds 

Extracellular targets 

Ion channels (K+, Na+) 
Pumps (Na+fK+-ATPase) 
Receptors 

Intracellular targets 

G proteins 
Phospholipase C (PLC) 
Phospholipase A2 (PLAz) 
Phospholipase D (PLD) 
Intracellular Ca2+ pools 
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Extracellular Targets 
Ion Channels and Pumps 
One obvious extracellular target for many bitter compounds is a ubiquitous protein, 
one that is present on almost all eukaryotic cells: potassium channels. The large 
variety of K+ channel types is based on their classification due to differences in 
conductance, kinetics, pharmacology, gating, and voltage sensitivity. This provides a 
considerable level of diversity. More than one type of K+ channel can be expressed 
on a single cell, and different cells can have the same types. K+ channels are 
important for maintenance of resting potential and regulation of neuronal excitabil
ity. The requirement for a large number of firing patterns in the nervous system may 
have established the need for the diversity ofK+ channels. 

TABLE ill 
Inhibitory Effect of Representative Bitter Substances 
on Some K+ Channels 

Substance Channel/current type 

Quinine, TEA, Ba2+, Cs+, SOA, Delayed (outward) rectifier (h) 
strychnine, denatonium 

Quinine, TEA, Ba2+, tubocurarine Ca2+ activated (h(Ca)) 
Quinine, Ba2+, Cs+ Intermediate conductance (/k chan-

nels) 
Quinine, strychnine, tubocurarine Small conductance (SK channels) 
Quinine, Ba2+, es+, 4AP Receptor-coupled channel (G pro-

tein coupled, h(ACh)) 
Quinine, Ba2+, local anesthetics Volume-activated K+ channel (ac-

tive upon cell swelling) 
Quinine, TEA, 4AP ATP-sensitive K+ channel (h(ATP)) 
TEA,4AP Na+ -activated K+ channel (/k(Na)) 
TEA, Cs+, Ba2+ Inward rectifier (/R) 
TEA, aminopyridines, denatonium A current (transient outward cur-

rent) 
TEA, aminopyridines Sarcoplasmic reticulum channel 

(/k(SR)) 
TEA, Ba2+ M current (/M) 
TEA, Ba2+ S (serotonin-inactivated K+ channel) 

Modified from Castle et al., 1989. 

Conductance 

17-64 pS 

100-250pS 
18-60 pS 

6--14 pS 
35-55 pS 

17 pS 

20-90pS 
220pS 
5-28 pS 
20pS 

150 pS 

? 
55pS 

A large number of bitter compounds inhibit K + channels. Thus blockage of any 
one or more of the K+ channels could produce a unique firing pattern characteristic 
for bitter compounds. Table III illustrates some bitter compounds that are known to 
act on diverse K + channels. 

What is the evidence that any of the known K+ channels are present in the taste 
tissue? Electrophysiological recordings from amphibian, catfish, or mammalian taste 
cells have shown the presence of a number of voltage-sensitive K + channels, 
including the delayed rectifier (Roper, 1983; Avenet and Lindemann, 1987; Akabas, 
et al., 1988; Spielman et al., 1989b; Sugimoto and Teeter, 1990). 

Further evidence forK+ channel inhibition in taste is demonstrated by the fact 
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that voltage-gated K+ channels in taste cells, even at resting potential, are partially 
activated (Kinnamon and Roper, 1987) and, at least in the mudpuppy, are localized 
primarily to the apical portion of the taste cells (Kinnamon et al., 1988; Roper and 
McBride, 1989). 

The simplest mechanism of K+ channel inhibition can occur by increasing the 
extracellular K+ concentration. Taste cells have an intracellular K+ concentration 
estimated to be 140 mM. Extracellular space in higher animals is divided between the 
basolateral regions, with K+ concentration of 4 mM, and the apical region facing the 
oral cavity/saliva, with a K+ concentration that fluctuates between 24 mM in resting 
human parotid saliva and 13 mM in stimulated human parotid saliva at 1 ml/min (for 
review, see Spielman, 1990). An increase in the oral/salivary K+ concentrations 
would depolarize taste cells, possibly leading to opening of voltage-gated Ca2+ 
channels and influx of extracellular Ca2+. This in turn can activate the Ca2+ -sensitive 
phospholipase C (PLC), which will generate inositol 1,4,5 trisphosphate (IP3) and 
diacylglycerol (DG). The former would release intracellular Ca2+ essential for 

t Ca2+ 

Figure 1. Extracellular interac
tion with K+ channels by com
pounds such as quinine, K+, 
4AP, TEA, and bitter peptides. 
A reduction or block of the 
outward K+ current in taste 
cells is proposed to induce a 
depolarization, leading to acti
vation of voltage-dependent 
Ca2+ channels followed by an 
influx of Ca2+. This in turn can 

caz+ lead to activation of the Ca2+-

dependent PLC and genera
tion of DG and IP3 from PIP2• IP3 would release Ca2+ from intracellular stores, leading to 
further influx of extracellular Ca2+. 

secretion of neurotransmitters. Kendall and Nahorski (1984) and Zernig et al. (1986) 
have reported that brain slices and synaptosomal preparations show inositol phos
phate formation in the presence of depolarizing concentrations of extracellular K+. 
It is hypothesized that this mechanism explains how K+ is perceived as bitter (see 
Fig. 1). 

Another mechanism would be a direct blockage of K+ channels by agents with 
known binding sites on the exterior of these channels. Some of the bitter compounds 
bind more than one type of K+ channel, while others are K+ channel specific. For 
example, the voltage-sensitive K+ channels are inhibited by tetraethylammonium 
(TEA), 4-aminopyridine (4AP), quinine, and Ba2+- or Cs+-containing salts. ATP
sensitive K + channels are inhibited by sulfonylureas, while Ca2+ -dependent K + 
channels are blocked by TEA, quinine, Ba2+, and Cs+, and a number of potentially 
bitter toxins and venoms such as charybdotoxin, noxiustoxin, and the bee venom 
peptide apamin. K+ channel blockers have been extensively used for pharmacologi
cal and electrophysiological studies of K+ channel subtypes. They have also been 
used for biochemical purifications. For example, the ability of quinine to bind to K+ 
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channels has been used to prepare a quinine affinity column and to purify a K + 
channel from liver mitochondria (Diwan et al., 1988). 

Which of the bitter compounds have been found to inhibit K+ currents in taste 
cells? Early taste studies concentrated on quinine as the prototypical bitter com
pound. Quinine blocks multiple Na+ and Na+-amino acid cotransport systems, and 
both Ca2+-dependent K+ channels and total K+ influx (Smith and Levinson, 1989; 
Wondergem and Castillo, 1989). By using several mechanisms, quinine appears to be 
a "fail safe" bitter compound. This is probably the reason why every person can taste 
the bitterness of quinine. Although initial genetic studies suggested that quinine 
tasting may be controlled by a single locus (Lush, 1984), recent evidence suggests 
that several loci control quinine bitter tasting in mice (Whitney et al., 1991). Early 
attempts failed to demonstrate any specific binding of labeled quinine to taste cells 
(Brand et al., 1976). This lack of specificity may be explained by the realization that 
both taste and epithelial cells may contain the same subset of K+ and other quinine 
binding proteins. 

Quinine has been tested in both amphibian and mammalian taste systems. At 
100 J.LM concentration, frog K+ channels were inhibited by quinine (Avenet and 
Lindemann, 1987). Quinine also induced depolarization in frog taste cells, presum
ably by an additional mechanism that involved active chloride transport at the 
receptor cell membrane side. This was shown by injecting CI- into frog taste cells. 
Depolarization was inhibited by furosemide, which demonstrated that the CI
accumulation into the cell was through aNa+ ;CI- cotransport system (Okada et al., 
1988). In rat taste cells, quinine applied to the tongue at 20 mM inhibited gustatory 
K+ channels (Ozeki, 1971). Other bitter compounds such as CaC}z, CsCl, TEA, and 
4AP have also been found to be effective blockers of K + channels in taste cells 
(Kinnamon and Roper, 1988; Behe et al., 1990; Bigiani and Roper, 1991), while 
denatonium (Spielman et al., 1989b) and sucrose octaacetate (SOA) (Spielman, A. 
1., J. F. MacDonald, and M. Salter, unpublished observations) ultimately led to the 
blockage of K+ channels in mouse taste cells. TEA binds to the outside of K+ 
channels, presumably occluding the channel pore. The binding site for TEA has been 
localized to the connecting extracellular linker of the SS and S6 transmembrane 
regions. Mutation of threonine 449 from the wild type to lysine or valine dramatically 
reduced the TEA sensitivity of the Shaker S4 K+ channel (MacKinnon and Yellen, 
1990). 

The bitter compounds listed above, quinine, TEA, CsCl, BaCl, and 4AP, are a 
class of general K+ channel blockers and show little specificity to particular K+ 
channels. As has been shown in Table Ill, a number of bitter compounds can affect a 
wide range of K+ channels. All of these compounds share structural characteristics: 
they are relatively small and positively charged compounds. It is therefore reason
able to expect that other positively charged ions with known bitter taste such as urea, 
carbamates, or their derivatives, may act in a similar way by blocking one or another 
type of K+ channel. It is also interesting that a number of charged amino acids, such 
as L-arginine or L-lysine and peptides containing them are bitter in both humans and 
mice. Although charged residues are a requirement for bitterness, the presence of 
flanking hydrophobic amino acids increases the bitterness (Arai, 1980). 

Since there is a large number of naturally occurring peptides that taste bitter, we 
were interested in the mechanism of action. To understand signal transduction of 
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bitter peptides, we looked at naturally occurring bitter peptides with known mecha
nisms of action on other cell systems. One such group is the potentially bitter peptide 
toxins and venoms, including representatives such as apamin (from the bee venom) 
and possibly dendrotoxin and charybdotoxin, with known K+ channel specificity. 
Apamin is an octadecapeptide containing a pair of arginines in position 13,14 flanked 
by hydrophobic amino acids. Binding of apamin to Ca2+ -activated K + channels is 
dependent on the presence of these two basic residues (Dreyer, 1990). It is 
noteworthy that tubocurarine, a bitter neuromuscular relaxant, also blocks the 
apamin-sensitive K + channel in hepatocytes, and this action was attributed to the 
presence of two charged nitrogens at a distance similar to those of the arginine 13,14 
in apamin. Other arginine-arginine-, lysine-arginine-, or lysine-lysine-containing 
peptides have also been described in other venoms and toxins (see below), and at 
least one mechanism of action for these peptides is binding to the apamin-sensitive 
K+ channel. 

Synthetic peptides containing two consecutive arginines followed by hydropho
bic amino acids have been found to be highly bitter (Arai, 1980). L-Arginine alone, or 
the pep tides Arg-Pro and Arg-Pro-Gly have also been found to be increasingly bitter 
in two inbred and an outbred strain of mice (Whitney, G., K. Leftheris, A. I. 
Spielman, and J. G. Brand, unpublished observations). It is quite possible that these 
peptides bind to the same site as apamin or to a similar K+ channel. Since peptide 
toxins have been found to act by several signal transduction mechanisms, alternative 
mechanisms for synthetic bitter peptides will be described later. 

Several bitter compounds are also known to affect sodium channels. A recently 
described group of sodium channel agents includes the pumiliotoxins, a class of 
alkaloid extracted from the skin of tropical frogs found to activate sodium influx via a 
voltage-gated channel (Gusovsky et al., 1988) and inositol phosphate breakdown 
(Daly et al., 1990). This mechanism could account for an additional bitter signal 
transduction leading to release of intracellular calcium and neurosecretion. 

The multiple mechanisms of action of quinine on cellular ion transport also 
include blocking of the Na+ fK+ ATPase, Na+ fK+ !2CI- cotransport, and Na+ fH+ 
antiport (Smith and Levinson, 1989). Such mechanisms have been found in other 
epithelia, and if present in the taste cell, could also lead to membrane depolarization 
(Mahnensmith and Aronson, 1985). 

Receptors 

In addition to ion channels and pumps, bitter compounds that are membrane 
impermeable can target specific receptors. One of the better studied bitter com
pounds is SOA, a representative of a group of acetylated sugars that also includes 
raffinose undecaacetate, sucrose heptaacetate, and others. Our interest in the bitter 
taste mechanism of SOA stems from the observation that there are genetic differ
ences among different strains of mice in their sensitivity to this compound. This 
observation, reported first by Warren and Lewis (1970), led Whitney and Harder 
(1986) to the development of a congenic pair of mice: the C57BL/6J, a mouse that 
does not differentiate between water and SOA at 10-4 M, and the taster congenic 
partner, the B6.SW, a mouse highly sensitive for SOA at the same concentration. 
The genetic difference has been narrowed down to a segment of chromosome 6 and 
is presumed to contain one or several genes that encode peripheral protein(s) 
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necessary for the SOA signal processing. This congenic pair is amenable to a 
molecular genetic approach to the problem of bitter taste transduction. 

We have studied the effect of SOA on taste tissue derived from this pair of 
congenic mice to seek answers to the following questions: (1) What is the mechanism 
of SOA (bitter) taste signal transduction in mice? (2) How general is this mechanism 
for other bitter compounds? and (3) What is the difference between the SOA taster 
and nontaster mice at the molecular level? 

A 8 

c=J IP3 

- MSE 

c 
Figure 2. The effect of SOAon IP3 production in taste tissue from C57BL/6J (SOA nontaster, 
A) or B6.SW mice (SOA taster, Band C). Each panel has four bars representing (from left) 
basal activity, stimulation with 10 ~M SOA, stimulation with 10 ~M GTP')'S, or stimulation 
with a combination of SOA + GTP')'S. Data are expressed as net cpm/20 ~g protein. MSE = 
standard error of the mean. SOA induced IP3 production in taste tissue from B6.SW (B) but 
not in C57BL/6J (A). GTP'YS increased generation of IP3 in both strains when compared with 
their basal activity, but this increase was not significant. When exposed to SOA + GTP'YS the 
taste tissue from both strains showed a statistically significant increase in IP3 production 
(3 .2-fold over basal level, *P < 0.002, n = 11 for C57BL; and 3.8-fold over basal level, *P < 
0.005, n = 11, for B6.SW). In another set of experiments (C) taste tissue was preincubated in 
the presence of 7.5 ~g/ml pertussis toxin. All responses to stimulants were diminished, but the 
response to SOA + GTP'YS was completely abolished in both strains (data shown only for 
B6.SW, n = 3). 

The production of IP3 was monitored either in taste tissue homogenates and 
membrane preparations using exogenous [3H]PIP2, or in intact taste buds by prelabel
ing with [3H]myoinositol. Taste tissue was collected using a glass capillary and 
punching the foliate and circumvallate papillae as previously described (Spielman et 
al., 1989a). The results demonstrate a 155% increase over basal levels of IP3 

production in taste tissue derived from the taster mice (B6.SW) in the presence of 10 
11M SOA, and a 320% increase in the presence of an additional to 11M GTP-yS. This 
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Figure 3. Ca2+ dependence of 
PIPz-specific PLC. The activity 
of the enzyme was monitored 
in homogenates of taste tissue 
from SOA taster (B6.SW) and 
nontaster (C57BL/6J) mice af
ter exposure to [3H]PIP2 at 
Ca2+ concentrations ranging 
from 13 nM to 1 f.LM. At 53 nM 
Ca2+ taste tissue from B6 mice 
showed a higher PIPz-specific 
PLC activity than in tissue de
rived from nontasters. 

was statistically significant at P < 0.005. Nontaster mice also demonstrated an 
increase of IP3 production of 260%, but only if both SOA and GTP')'S were used. 
Similar to the taster, this increase was statistically significant at P < 0.002. The 
results are shown in Fig. 2. These experiments suggest that bitter taste of SOA may 
employ the inositol phosphate pathway and a G protein for signal transduction, and 
IP3 is a probable second messenger. 

The next question focused on the nature of the G proteins involved. Taste tissue 
from both SOA taster and nontaster mice showed an inhibition with pertussis toxin 
in response to either GTP')'S or GTP'YS + SOA (Fig. 2). This suggests that the bitter 
taste of SOA is mediated through a pertussis toxin (PTX)-sensitive G protein in both 
strains of mice, probably a Gi type. Further evidence for involvement of G proteins in 
SOA signal transduction comes from experiments where exogenous [3H]phosphati
dylinositol 4,5-bisphosphate (PIP2) was added to taste tissue preparations and the 
production of [3H]IP3 was monitored. IP3 was increased in the presence of GTP')'S to 
a greater degree in the taster than in the non taster mice (Spielman et al., 1990, 1991). 
This effect appeared Ca2+ dependent, as shown in Fig. 3. There was also a direct 
correlation between the concentration of SOA and the IP3 levels generated (Fig. 4). 
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Figure 4. The relationship be
tween PIP2 PLC activity and 
concentrations of SOA. SOA 
at concentrations ranging from 
10-4 to w-9 M was tested in 
both taster (B6.SW) and non
taster ( C57BL/ 6J) mice. Higher 
enzymatic activity was mea
sured in taste tissue derived 
from taster mice, and the activ
ity was concentration depen
dent. At w-s there was a sud
den increase in enzyme activity 
in taste tissue from both strains, 
but no obvious explanation 
could be found at this time. 
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Figure 5. The effect of various bitter agonists on IP3 production in C57BL/6J (nontaster) 
mice. Caffeine (10 mM), denatonium (10 JLM), and strychnine (10 JLM), but not SOA (10 JLM) 
showed an increase in IP3 production. Data are expressed as net cpm/20 ILg protein. MSE = 
standard error of the mean, n = 3-11. 

To see how general the involvement of the inositol pathway is among bitter 
compounds, we have tested denatonium, strychnine, and caffeine. The results are 
shown in Fig. 5. All bitter compounds that we tested induced an increase in IP3 

production. Strychnine and denatonium appeared to be G protein mediated, while 
caffeine was not (data not shown). 

These experiments demonstrated that the nontaster mice show very little 
response to SOA at t0-4 M, as was previously seen in behavioral studies. However, in 
the presence of GTP-yS + SOA both strains responded and there was only a 
qualitative difference in their responses. 

Based on these results one can formulate a possible mechanism of signal 
transduction for SOA. This is shown in Fig. 6. SOA and other acetylated sugars act 

C57BL SOA, Denatonlum B6.SW Figure 6. Receptor-mediated 
bitter taste signal transduction. 
SOA and denatonium are pro
posed to have a cell surface 
receptor associated with spe
cific G proteins. Both strains 
possess a PTX-sensitive G pro
tein, probably of G; type. The 
G proteins in turn activate the 
Ca2+-dependent PLC, generat
ing DG and IP3 from mem

brane-associated PIP2• The latter will induce release of intracellular Ca2+, which will lead to 
an influx of extracellular Ca2+. The magnitude of the response is different in the two strains 
(SO A-sensitive, right side, SOA-insensitive, left side) as shown by the size of the generated IP3. 
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on a membrane receptor that is linked to a specific PTX-sensitive G protein. In both 
mice the G proteins are activating PLC and generating IP3, but this is done more 
efficiently in the taster mouse. Activation of PLC is presumably followed by release 
of intracellular Ca2+, and perhaps influx of extracellular Ca2+. 

Since PLC is a Ca2+ -dependent enzyme, its involvement in SOA signal transduc
tion was further investigated. We have noticed a marked Ca2+ dependence in our 
experiments. The maximal effect was noticeable near 53 nM Ca2+, the same 
concentration Akabas et al. (1988) have reported for rat taste cells. There is no 
experimental evidence for release of intracellular Ca2+ in the presence of SOA. 
However, denatonium did increase the level of intracellular Ca2+ in a subset of taste 
cells from rats (Akabas et al., 1988), and it is thought that, like SOA, denatonium 
may also be receptor mediated. Further evidence for the involvement of IP3 and Ca2+ 

in bitter taste signal transduction of denatonium comes from the work of Hwang et 
al. (1990). Using immunohistochemistry and IP3 radioreceptor assay, they have 
shown that there was a 17% increase of IP3 over basal levels upon stimulation with 10 
J.LM denatonium and a 25% increase when 1 mM denatonium was employed. They 
have also demonstrated an ATP-dependent accumulation of Ca2+ during denato
nium stimulation and have found that the IP3 receptors and PI turnover are localized 
to the apical segment of the taste cells. 

The net effect of some bitter compounds is the release of intracellular Ca2+, 

probably followed by activation of Ca2+ -sensitive Ca2+ channels and entry of extracel
lular Ca2+. This calcium in turn can release further calcium from IPTinsensitive 
pools. These processes could lead to a wave-like propagation of Ca2+ oscillations 
throughout the cytoplasm of the elongated taste cells, leading to a calcium spike and 
finally neurosecretion. The sequence may be similar to that described for excitable 
cells (Berridge and Irvine, 1991). 

Intracellular Targets 
A second class of compounds, just as diverse as the first, are bitter compounds that 
can penetrate or be artificially introduced into the cytoplasm. Some of the already
mentioned bitter K+ channel blockers such as TEA or quinine can exert a mecha
nism similar to the one described earlier, this time blocking the channel from the 
inside (see Fig. 1). 

In order for charged bitter molecules to penetrate the cell membrane they need 
to possess an amphiphilic structure. Many of the peptide venoms and certain 
neurotransmitters have such a sequence. A common theme in bitter I amphiphilic 
venom peptides is the presence of positively charged residues flanked by hydropho
bic regions. In Table IV some amphiphilic neuropeptides, venoms, and synthetic 
peptides have been compared and their sequences aligned. The amphiphilic nature 
permits these molecules to penetrate the plasma membrane and exert direct effect 
on intracellular targets. 

G Proteins 

One of the possible mechanisms of gustatory stimulation by amphiphilic peptides is a 
direct activation of G proteins (Mousli et al., 1990). Bradykinin can either act 
through specific receptors or, because of its amphiphilic nature, activate Gi and G0 

directly, leading to an increase in IP3 production. Due to their hydrophobic campo-
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nent, amphiphilic peptides penetrate the cell membrane and are predicted to form 
an alpha-helical structure parallel to the lipid bilayer, with the hydrophobic domain 
embedded in the cytoplasmic side of the membrane and a cationic cluster of positive 
charges, including the NH2-terminal amine group exposed (Higashijima et al., 1990). 
This structure is thought to be similar to the clusters of basic residues exposed in the 
G protein regulatory domains by many receptors. Similar to bradykinin, direct 
activation of Gi and G0 proteins has also been described to other amphiphilic and 
potentially bitter peptides such as mastoparan, mellitin, substance P, and somato
statin (Higashijima et al., 1990). Using this mechanism, amphiphilic bitter neuropep
tides, toxins, and synthetic peptides could also directly activate the taste-specific Gi. 

TABLE IV 
Amphiphilic Neuropeptides, Venom Peptides, and Synthetic Bitter 
Peptides 

Apamin C N C K A P E T A L C A R R C Q Q 
Crabolin L P L I L R K I V T A L 
Mastoparan/wasp I N L K A L A A L A K K I L 
Mastoparan/hornet L K L K S I V S W A K K V L 
Mellitin G I G A V L K V L T T G L P A L I S W I K R K R Q Q 
Neurotensin E L Y E N K P R R P Y I L 

= = 
Neuromedine* F K V D E E F Q G P I V S Q N R R Y F L F 

Bradykinin 
Kinin (wasp venom) 
Kinin (wasp venom) 
Substance P 
Kinetensin 
Synthetic bitter peptide (Arai, 1980) 
Synthetic bitter peptide (Arai, 1980) 

RPPGFSPFR 
ARPPGFTPFR 
GRPPGFSPFRID 

RPKPQQFFGLM 
IHRRHPYFL 

RRRPP FFF 
RPP FIV 

Comparison of neuropeptides, venom peptides, and synthetic bitter peptides. Although there 
is no obvious sequence similarity among the aligned peptides, there is a high degree of 
similarity in charge distribution. Note the alignment of basic residues (bold) flanked by 
hydrophobic amino acids (underlined), or the flanking of hydrophobic residues by basic amino 
acids in some of the peptides. This charge distribution provides an amphiphilic nature to the 
listed peptides. Asterisk indicates a partial sequence. 

At least seven G proteins, including Gq, Gi, and a gustatory-specific protein (Ggust), 
have been identified in the rat taste tissue (McLaughlin et al., 1991). What is the 
evidence that bradykinin or any of the above-listed amphiphilic peptides similar to 
bradykinin could act on taste cells? It is noteworthy that bradykinin is a bitter 
neuropeptide (Spielman, A 1., unpublished observations) and has sequence homol
ogy with two highly bitter synthetic peptides (Arai, 1980), substance P, and kinins 
from wasp venoms. Bradykinin induced a 565% increase in IP3 production over basal 
levels in taste tissue derived from taster (B6.SW) mice and a 265% increase in 
nontaster (C57BL) mice (Spielman, A 1., T. Huque, G. Whitney, and J. G. Brand, 
manuscript in preparation). The response was further increased by an additional 
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70% in the presence of GTP-yS in the taster and 80% in the non taster. It appears that 
bradykinin utilizes the IP3 pathway in taste cells similar to other cell systems and it 
does so with the aid of a G protein. It is unlikely, although one cannot exclude the 
possibility, that taste cells possess bradykinin receptors. We propose that bitter 
peptides with an amphiphilic nature, like bradykinin, could act in a similar manner. 

Phospholipases 
An alternative mechanism for amphiphilic peptides has been described: direct 
activation of phospholipase A2 (PLA2). Among PLA2 activators are bradykinin, VIP, 
serotonin, and mastoparan (Argiolas and Pisano, 1983). Many snake venoms and 
toxins have PLA2 activity themselves. It is possible that these peptides can activate 
the intracellular machinery that signals bitter taste. PLA2 releases arachidonic acid 
leading to a build-up of its metabolites: thromboxanes, leukotriens, epoxides, 
hydroxyeicosatetraenoic acids, and prostaglandins. Activation of the PLA2 pathway 
parallels that of the PLC and is similarly Ca2+ dependent. Arachidonic acid and its 
metabolites can act as second messengers and they can activate PLC and protein 
kinase C (Snyderman et al., 1986) and also affect release of intracellular Ca2+ (Volpi 
et al., 1984). It is therefore proposed that amphiphilic peptides or venoms with PLA2 

activity penetrate the membrane of the taste cell and tap into the taste cell PLA2 

pathway, leading to a parallel activation of the PLC pathway and release of 
intracellular Ca2+. 

Similar to activation of PLA2, bradykinin and certain amphiphilic venom 
peptides can also directly activate PLC and PLD. It is known that there is an 
interrelationship among the pathways of various members of phospholipase family, 
PLA2, PLC, and PLD, all of which can lead to generation of IP3 as second 
messengers, release of intracellular Ca2+, and neurosecretion (Dennis et al., 1991 ). If 
phospholipases are targets of bitter peptides in the taste cell, they can provide an 
easy and varied substrate for signal transduction. 

Ca2+ Stores 

Finally, a mechanism of generation of bitter taste, perhaps the simplest of all, is one 
that bypasses receptors, G proteins, phospholipases, and second messengers, and 
acts directly on the release of Ca2+ from intracellular stotes. The primary example of 
this mechanism would be stimulation by caffeine, which is thought to involve a direct 
activation of Ca2+ channels (Schmid et al., 1990). There is no reason to believe that 
caffeine elicits bitterness using a mechanism different from its pharmacological 
activities in muscle, for instance. Release of Ca2+ from caffeine-sensitive pools can 
activate the Ca2+ -sensitive PLC and induce additional influx of extracellular Ca2+. 

The indirect activation of PLC may be the reason for GTP-independent increased 
levels of IP3 in mouse taste tissue. 

Conclusions 
We have considered several possible mechanisms to explain bitter taste signal 
transduction. Our working hypotheses considered extracellular targets for bitter 
compounds such as ion channels and receptors, and intracellular targets for mem
brane-permeable compounds. The latter group includes G proteins, the family of 
phospholipases, and intracellular Ca2+ stores. Many of these mechanisms converge 
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to a single second messenger, IP3, and probably involve release of calcium. Fig. 7 
shows all targets proposed in this study, and convergence of signal mechanisms 
toward Ca2+. All bitter compounds so far tested in the mouse taste system, SOA, 
denatonium, strychnine, caffeine, bradykinin, bitter extracts from hops, and sucrose 
heptaacetate (data for the last three compounds not shown) increase IP3 production 
and probably lead to release of Ca2+. 

How can a taste cell determine which signal is bitter or sweet if both occur in the 
same cell and ultimately lead to the same messenger, Ca2+? A possible explanation 
lies in the variety of Ca2+ stores and signals. There are several Ca2+ stores in 
excitable cells, some IP3 sensitive, others caffeine sensitive, etc. In addition to 
intracellular calcium, in many cells extracellular calcium is permitted to enter 
through voltage-activated, ligand- and second messenger-gated, and Ca2+ -depen
dent calcium channels. The activation of different calcium channels may ultimately 

Bitter compo-unds\~+~ Figure 7. Summary of the proposed 
~ ~~----- mechanisms. A variety of bitter com-

pounds could target extra- and intra
cellular proteins which include K+ 
and Na+ channels (Na+), Na+ /K+ 
ATPase, and specific receptors (Rec). 
Proposed intracellular targets in
clude G proteins (G), phospholipase 
C (PLC), phospholipase D (PLD), 
and phospholipase A2 (PLA). All pro
posed mechanisms lead to release of 

intracellular Ca2+ and/or generation of IP3. K+ channels can be inhibited either from outside 
(see Fig. 1) or from inside (TEA), leading to depolarization and activation of voltage-gated 
Ca2+ channels. The latter channels could be opened if depolarization was induced by 
activation of Na+ channels (pumiliotoxins) or blockage of Na+fK+ ATPase (quinine). As a 
result, an influx of Ca2+ could induce further release of Ca2+ from intracellular stores. For 
receptor-mediated bitter taste signal transduction mechanism, see Fig. 6. Certain amphiphilic 
bitter peptides could directly activate G proteins or members of the phospholipase family 
(PLC, PLD, or PLA2), leading to release of intracellular Ca2+ or activation of PKC and closure 
of K+ channels. Caffeine could directly affect the release of intracellular Ca2+. A + sign 
indicates activation, and a - sign represents inhibition. 

define the type of calcium signal they generate. Voltage-operated calcium channels 
from excitable cells give rapid and very short calcium pulses following depolarization. 
In turn, receptor-operated calcium channels have a more prolonged opening and 
long-term maintenance of calcium levels. Further amplification may be obtained by 
the influx of calcium and the increase of calcium-dependent PLC activity leading to 
generation of more IP3. Calcium and IP3 may be positive regulators of each other. 
Calcium waves spread through the cytoplasm by a calcium-induced calcium release 
leading to neurotransmission. Calcium oscillations are cell specific and reproducible 
for a particular agonist. 

The proposed mechanisms of bitter signal transduction still do not answer the 
question of how thousands of bitter compounds can convey their individual signals. 
There obviously must be more peripheral processing pathways than those described. 
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Therefore, we have to consider possible points of diversification in signal transduc
tion mechanisms: 

(1) For bitter compounds that cannot penetrate the taste cell, K+ channels can 
provide a point of diversification. There are several types of K + channels with 
different pharmacological characteristics, kinetics, and agonist sensitivities. 

(2) Receptor-mediated transduction in turn can rely on a number of receptors, 
as has been recently suggested for olfaction (Buck and Axel, 1991). A family of 
receptors associated with related acetylated sugars is very likely. Another family may 
be present that recognizes denatonium and related compounds. 

(3) There are several G proteins associated with each receptor, including the 
newly identified G(gust) (McLaughlin et al., 1991). Each receptor may be coupled to 
several types of G proteins, as is the case with the muscarinic receptor, where each 
subtype is able to stimulate IP3 production through different G proteins (Askhenazi 
et al., 1987, 1989). In addition, the muscarinic receptors in the kidney are also 
connected to the adenylyl cyclase pathway. The HM2 and HM3 is inhibitory of cAMP, 
while HM1 and HM4 are stimulatory of cAMP by activating protein kinase C. 

( 4) With at least three phospholipases and nine isoforms, this family of enzymes 
can provide diversity in signal processing. Whether all or any are direct targets for 
bitter peptides in the taste cells remains to be determined. So far only the JH isoform 
was shown to be activated by Gq, leading to increased IP3 production (Taylor et al., 
1991). 

(5) In addition to the structural diversity of receptors and signal transduction 
components, the density of taste buds on the tongue could also influence the 
summated effect of a taste stimulant and signal efficiency. It has been shown that 
SWR inbred mice, SOA taster mice, have twice as many taste buds as the C57B1, 
non taster mice (Miller and Whitney, 1989). 

( 6) The quality of response for bitter compounds can be further modified by the 
interaction between receptors. Two sets of receptors utilizing the same G proteins, 
e.g., sweet taste and bitter taste, may interact. The amount of J3 and 'Y subunits set 
free by one pathway may limit the amount of free and associated Ga subunits of the 
second pathway (Ross, 1989). Other interactions could also take place between the 
PI and cAMP pathways. Protein kinase C, activated by the diacylglycerol, can 
regulate cAMP levels. For example, phorbol esters, for which protein kinase C is a 
receptor, activate cAMP in response to beta-adrenergic receptor activation in pineal 
glands, frog erythrocytes, and S49lymphoma cells (Katada et al., 1985). 

(7) Finally, time should be considered an important factor in signal processing. 
While two antagonistic or different taste signals may ultimately induce the same 
effect, e.g., potassium channel blockage (saccharine and denatonium), one has to 
bear in mind that the degree of inhibition, time scale, calcium signaling, and final 
firing pattern may be different, sufficient for coding a sweet and a bitter signal. 
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Auditory and 
Vestibular Transduction 

As to the filaments that seiVe as a sense 
organ of hearing, . .. it suffices to suppose: 
[a] that they are so arranged at the back of 
the ear cavities that they can be easily 
moved, together and in the same manner, by 
the little blow with which the outside air 
pushes a certain very thin membrane 
stretched at the entrance to the e cavities; 
and [b] that [these filaments] cannot be 
touched by any other object than by the air 
that i under this membrane. For it will be 
these little blows which, passing to the brain 
through the intermediation of these neiVes, 
will cause the souJ to conceive the idea of 
sound. 
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Introduction 
An avowed aim of much of molecular neurobiology is the understanding of "structure
function relationships." The exploding knowledge of amino acid sequences, the 
possibility of site-directed mutagenesis, and the growing ability to predict tertiary 
structure of proteins combine to produce exciting insights into the functional 
components of molecular structure. Although work in the auditory system is not 
(quite) yet at the level of single molecules, the same general approach has driven 
recent, rapid advances in understanding transduction and adaptation. This is in part 
because we have little choice: the molecular components of the transduction 
apparatus are in painfully low abundance, more or less precluding a biochemical 
approach. It is also because transduction in hair cells is fundamentally mechanical in 
nature: it uses cellular structures to focus forces onto mechanically sensitive mole
cules, and these structures are visible in the light and electron microscopes. 

In this chapter we will summarize the current models for transduction and 
adaptation by hair cells, dealing first with physiological or biophysical descriptions 
(function) and then with the anatomically described elements that mediate them 
(structure). The chapter is necessarily limited in scope; for a broader viewpoint the 
reader is referred to several recent reviews (Howard et al., 1988; Roberts et al., 1988; 
Hudspeth, 1989; Ashmore, 1991; Corwin and Warchol, 1991) and to other chapters 
in this volume. 

Transduction 
When you first see the sensory hair bundle (Fig. 1 ), you can tell it's for something 
special. Rising from the apical surface of each hair cell in the sensory epithelium, the 
bundle in the bullfrog saccule is made up of 50-60 actin-based stereocilia, and up to 
300 stereocilia in some other organs. A single microtubule-based kinocilium adjacent 
to the tallest stereocilia is attached to the stereocilia at its terminal bulb (see 
left-most bundle). The bundle structure defines a morphological axis of polarity, in 
which positive is toward the kinocilium and the taller stereocilia. Experiments in 
which individual bundles were stimulated (Hudspeth and Corey, 1977) showed that 
deflection of the bundle in the positive direction is excitatory; it increases the cell 
membrane conductance and increases an inward (depolarizing) current. The cells 
are remarkably sensitive: deflections of 0.3-0.4 1-Lm (about the diameter of one 
cilium) along the morphological axis are sufficient to activate the conductance 
completely. Deflections of the bundle perpendicular to the morphological axis 
produce no response at all, even for deflections 10 times greater than the sensitive 
range on axis (Shotwell and Hudspeth, 1981). 

The channels opened by mechanical deflection are not particularly selective. 
Like the acetylcholine-receptor channel, they pass all alkali cations, some divalent 
cations (including Ca2+), and some small organic cations up to -0.7 nm in diameter 
(Corey and Hudspeth, 1979b; Ohmori, 1985). Since the bundles are bathed by the 
K+-rich endolymph in vivo, K+ must carry the bulk of the transduction current. The 
single-channel conductance is -100 pS (Crawford et al., 1991). With a maximum 
transduction current of 300-400 pA at a membrane potential of -60 mY, this 
suggests a total of - 60 channels per cell. Several compounds will block the pore. 
Best known are the aminoglycoside antibiotics, such as streptomycin, which block the 
channel in a voltage-sensitive manner that indicates binding within the pore (Jor-
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gensen and Ohmori, 1988; Kroese et al., 1989). Amiloride also blocks, at a similar 
concentration (20-50 J.LM) (Jorgensen and Ohmori, 1988). Ca2+ passes through the 
pore, but also binds within it, partially blocking the flux of other ions. Reducing Ca2+ 
to below the millimolar range can double the total transduction current. 

The Direct-gating Model for Transduction 

The chapters in the vision section of this volume amply demonstrate the complexity 
of the biochemical cascade that mediates transduction by photoreceptor cells. One 
consequence of that complexity is the slow response time of the photoresponse, 

Figure 1. The sensory epithelium of the bullfrog saccule; scanning electron micrograph. Three 
of the -3,000 hair bundles in the sensory macula are visible. These illustrate the graded 
heights of the stereocilia, which range from 4 t-tm at the (-) side of the bundle to 8 t-tm at the 
(+)side. Stereocilia are normally straight and stiff; their slight curvature in this image is due to 
dehydration during sample preparation. The two lower bundles show the more sinuous 
kinocilium, which terminates in a bulb in this organ. Conventional microvilli on the supporting 
cells carpet the apical surface of the epithelium between the hair cells. (Reproduced from 
Neuroscience Year: Supplement 3 to the Encyclopedia of Neuroscience, in press, by copyright 
permission of Birkhauser Boston.) 

which is typically -100 ms. Some early experiments indicated that the mechanism of 
transduction by hair cells is much more simple. When bundles are abruptly deflected 
by a fast stimulus probe, the transduction current increases with a delay of - 40 J.LS at 
room temperature (Corey and Hudspeth, 1979a). This is thought to be too rapid to 
permit an enzymatic or biochemical step in the transduction process. Moreover, the 
speed of channel opening, as measured by the transduction current, is faster for 
larger deflections (Corey and Hudspeth, 1983b), suggesting a mechanical influence 
on the energies of conformational states of the channel. A simple theory that can 
explain both the rapidity and variable kinetics of channel opening is that bundle 
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deflection exerts a mechanical force directly on the channel proteins (Corey and 
Hudspeth, 1983b). This force regulates the opening and closing of channels in the 
same way as an electric field across the membrane, acting on a charged portion of the 
protein, regulates the gating of voltage-sensitive channels. In hair cells, deflection of 
the bundle is hypothesized to stretch an elastic "gating spring;" the stretch multi
plied by the spring constant is the tension exerted (Fig. 2 C). The energy difference 
between open and closed states, which determines the probability of being open, 
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Figure 2. Schematic diagram of a model for transduction. (A) Deflection of the hair bundle 
causes stereocilia to pivot at their bases. The tips remain touching, but slide relative to one 
another so that the tip links are stretched by positive deflections. (B) The deflection of the 
bundle over a narrow range (measured at the tips of the cilia) opens or closes transduction 
channels; further deflection in either direction saturates the response. (C) A cartoon of the 
channel illustrates a biophysical model for transduction. Stretch of the distal end of a gating 
spring increases tension on a gate region of the channel, causing it to open. (D) An energy 
diagram of the channel shows that the closed-state energy is increased by tension more than 
the open-state energy, shifting the equilibrium probability toward open. The energy barrier to 
transitions determines the opening and closing rates. (Reproduced from Trends in Neuro
sciences, 1992, in press, by copyright permission of Elsevier Trends Journals.) 

includes a term that is the product of the tension and the movement of the channel 
on opening (Fig. 2 D). 

A more subtle suggestion from the kinetics is the possibility that the transduc
tion channels has more than two states: An asymmetry in the P(X) curve that relates 
channel open probability to bundle deflection, and a short delay in channel opening 
before the exponential approach to equilibrium, could both be explained by suppos
ing that there are two closed states before the open state (Corey and Hudspeth, 
1983b). Although the degree of asymmetry varies among hair cell preparations (cf. 
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Howard and Hudspeth, 1988; Assad et al., 1989; Crawford et al., 1989), the delay in 
channel opening has been confirmed in another preparation (Crawford et al., 1989). 
The exact number of kinetic states remains an open question, however. 

Another suggestion from the kinetics is that the gating spring is like a string, 
which can pull but not push on the channel (Corey and Hudspeth, 1983b). If so, the 
nonzero resting conductance (Fig. 2 B) would indicate a nonzero resting tension in 
the gating spring. 

Tests of the Model 

The opening of voltage-gated channels is thought to be associated with a conforma
tional change of a few tenths of a nanometer, far below the resolution of most 
mechanical measuring systems. Thus the direct-gating theory was expected to remain 
no more than a theory for some time. A stunning achievement of recent years has 
been the direct detection of movements associated with hair-cell channel opening 
(Howard and Hudspeth, 1988). 

Force applied to a hair bundle via a flexible glass fiber deflects the bundle. In the 
direct-gating model, the amount of deflection depends on the stiffness of the 
stereocilia plus the stiffness of the gating springs. Thus the sum of these stiffnesses 
can be determined by deflecting the bundle with known forces and measuring the 
deflection optically. However, if the channels open as a consequence of the tension in 
the gating springs, that would relieve the tension slightly and would allow the bundle 
to deflect a tiny bit more for the same force. Over the range of bundle deflections for 
which channels open and close, the measured stiffness of the gating springs would be 
slightly less. This stiffness decrease, or "gating compliance," was actually detected by 
Howard and Hudspeth (1988). Its narrow range indicated a movement of -4 nm 
associated with channel opening, in good agreement with the direct-gating model 
and the inferred stiffness of the gating spring. While 4 nm is much larger than the 
movement supposed for other channels, it is not altogether surprising: the sensitivity 
of transduction in this model is proportional to the gating displacement, and it makes 
sense that hair cells should have evolved a channel with the highest sensitivity 
possible. A further conclusion from the magnitude of the gating compliance is that 
hair cells have about 85 transduction channels, which agrees well with the more 
recent calculation using single-channel conductance. 

The experiments do not distinguish, however, between direct displacement of 
the channel protein and displacement of a tension sensor which then communicates 
with the channel itself by a nonmechanical means. Howard and Hudspeth (1988) 
then showed that an aminoglycoside antibiotic, known to bind in the channel pore, 
abolished the measured gating compliance. The most reasonable interpretation is 
that the pore could not open or close with the drug bound. 

Further confirmation of the model came from experiments to measure the 
movement of an unrestrained bundle (Denk et al., 1992). Iontophoretic application 
of streptomycin to the bundle caused a rapid positive movement of - 13 nm, 
reasonably near the 19 nm expected if streptomycin locks the channel in the open 
conformation when it binds. 

Thus three different manipulations influencing the opening of the channel have 
a mechanically observable correlate. The theory is now generally accepted that 
channels open as a consequence of mechanical force applied to them. 
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The Tip-Links Model for Transduction 

Where are the channels, and what pulls on them? The location of the channels was 
initially determined by extracellular recording of the transduction current (Huds
peth, 1982). As the current flows through the resistance of the saline, a tiny potential 
is developed which is most negative at the site of current entry. By "sniffing" around 
the bundle with a fine micropipette, it was found that the channels are at the top end 
of the stereocilia, somewhere in the distal micrometer or so. This implies that 
transduction current flows down within the stereocilia to enter and depolarize the 
cell body. Measurements with a calcium indicator dye, to detect the flux of Ca2+ 
through the channels, suggested instead that the channels were more likely to be at 
the base of the bundle (Ohmori, 1988). However, a recent repetition with another 

Figure 3. Transmission electron mi
crograph of a pair of stereocilia tips 
from a bullfrog saccular hair cell. The 
actin core of each cilium is clearly 
visible as vertical striations; these fila
ments are crosslinked by fimbrin, and 
bound to the surrounding membrane 
by a distinct but presently unidenti
fied linker. The 150-nm-long tip link 
extends from the tip of the left stereo
cilium upward to the side of the right; 
its insertions are marked at each end 
by osmophilic densities that lie be
tween the membrane and the actin 
core. The scale is indicated by the 
350-nm diameter of the stereocilia. 
(Reproduced from Neuroscience Year: 
Supplement 3 to the Encyclopedia of 
Neuroscience, in press, by copyright 
permission of Birkhauser Boston.) 

calcium dye confirmed the channel localization at the tips (Huang and Corey, 1990), 
and an independent measurement of the site of streptomycin block of the transduc
tion current also indicated a location at the tips (Jaramillo and Hudspeth, 1991). 

The geometry of the bundle also focuses attention toward the tips of the 
stereocilia. The staggered arrangement of heights is a universal feature of hair 
bundles in vertebrates. When a bundle is deflected, the tips of stereocilia remain 
touching but slide past one another, each tip sliding along the side of the next taller 
stereocilium (Corey et al., 1989; Jacobs and Hudspeth, 1990). 

Thus it was particularly exciting when a fine extracellular filament, or "tip link," 
connecting each tip to the side of its taller neighbor, was found by electron 
microscopy (see Fig. 3; Pickles et al., 1984). It was immediately appreciated that 
these provide an attractive structural candidate for the gating springs, and a simple 
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model for transduction (Fig. 2A ). Deflection of the bundle in the positive direction 
would stretch the tip links, which would pull on the ion channels to open them. 
Deflection in the negative direction would relax the tension and allow the channels to 
close (Pickles et al., 1984). 

The estimated number of channels is one or two per stereocilium, so it is still 
unclear whether a channel is at the top end of the tip link, the bottom end, or both. 
Further complicating the issue is an apparent forking of the tip link near its upper 
end, as observed in bullfrog saccule and guinea pig cochlea. Such structures push the 
limits of microscopy, but will be very important in working out the details of 
connections. 

Tests of the Model 
Although extremely attractive, the tip-links model had not been directly tested. 
Recently, both we and Crawford et al. (1991) found that transduction was abolished 

Time (s) 

Figure 4. Abolition of mechanical sensitivity by low Ca2+. Hair cells were dissociated by a 
nonenzymatic method (Assad eta!., 1991), and patch-clamped at -80 mV in the whole-cell 
configuration. A normal frog saline bathed all surfaces. A glass stimulus probe attached to the 
bulb of the kinocilium moved the bundle along its sensitive axis with a 1-1-1m peak-to-peak 
triangle wave (bottom trace). Each deflection induced an inward receptor current of -200 pA 
(top trace). At the time indicated by the bar, a saline containing BAPTA to buffer the Ca2+ at 
I0-9 M was puffed onto the bundle. The receptor current momentarily increased, presumably 
due to relief of Ca2+ block, and then stopped. The bundle remained well coupled to the probe 
and the cell remained healthy in appearance. (Reproduced from Neuron, 1991, 7:985-994, by 
copyright permission.) 

by reducing the Ca2+ concentration in the solution bathing the bundle, confirming 
earlier observations that Ca2+ is a necessary cofactor for transduction (Sand, 1975; 
Corey and Hudspeth, 1979b ). The abolition of mechanical sensitivity is very fast: the 
response is gone within a few hundred milliseconds, and never recovers during the 
time course of an experiment (Fig. 4; Assad et al., 1991). 

How does low Ca2+ abolish transduction? We treated intact saccular maculi 
with a similar low-Ca2+ solution for a few seconds, and then returned them to normal 
saline before fixation for scanning electron microscopy. Observation at high power 
with a field-emission SEM revealed a striking result: low Ca2+ destroyed the tip links 
(Fig. 5). In control bundles typically 40-60% to the stereocilia pairs were joined by a 
tip link (Fig. 5 A). For bundles treated with the low-Ca2+ BAPTA solution, all but 
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-1% were missing tip links. No other morphological change was noticed. The 
experiment was repeated with transmission electron microscopy, with the same 
result: about half of stereocilia pairs in each control section were joined by a tip link, 
but only 1% of BAPTA-treated stereocilia had them (Assad et al., 1991). 

It remains possible that the simultaneous abolition of tip links and mechanical 
sensitivity is purely coincidental. However, the speed and irreversibility of both 
effects argues for a causal relationship, and suggests that the morphologically 
described tip links are the physiologically defined gating springs, or are mechanically 
in series with them. 

Adaptation 
In the tip-links model, the open probability of channels depends on tension in the 
links, and the tension should be constant for as long as the bundle is deflected. In 
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Figure 5. Abolition of tip links by BAPT A. Sacculi were dissected into a normal 4 mM Ca2+ 

saline as for physiology, and then treated for 10 s either with the same saline (Control), or with 
a saline with Ca2+ buffered to w-9 M (BAPTA ). Samples were then returned to normal saline 
and fixed for scanning electron microscopy. Two representative bundles are shown here; these 
were viewed and photographed on a JEOL 6400 field-emission SEM. 63 such images were 
scored in a blind procedure by four observers to quantify the presence of tip links. 
(Reproduced from Neuron, 1991, 7:985-994, by copyright permission.) 

fact, the open probability declines during a maintained deflection, returning to near 
the resting probability over a hundred milliseconds or so (Corey and Hudspeth, 
1983a; shown schematically in Fig. 6A ). This adaptation is especially pronounced in 
hair cells of the bullfrog saccule, where it has been shown to occur in vivo (Eatock et 
al., 1987), but it occurs also in the turtle cochlea with similar kinetics (Crawford et al., 
1989). Adaptation also occurs for negative deflections: a maintained stimulus that 
closes all channels is followed by reopening, with a somewhat slower time course. 

In either direction, the change in open probability is accompanied by a shift of 
the sensitivity curve. A typical P(X) curve, relating open probability to deflection, is 
shown in Fig. 7 (bottom panel). At rest (solid symbols) -15% of the channels are 
open. During a deflection of +0.7 or -0.7 IJ.m, the P(X) curve shifts along the 
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Figure 6. Schematic diagram of 
a model for adaptation. (A) A 
positive deflection of the bun
dle by 0.5 1-1m opens almost all 
the channels, but the open 
probability declines rapidly to 
near the resting level. At the 
end of the deflection nearly all 
channels are closed, but some 
then reopen. (B) The decline 
in probability is accompanied 
by (and explained by) a shift of 
the P(X) relation along the 
deflection axis. (C) A model 
that explains the shift of the 
P(X) relation without a shape 
change is that the upper tip

link attachment point can move along the side of a stereocilium. It would thus slip to relax 
tension if stretched, and could climb up to restore tension when slack. (Reproduced from 
Trends in Neurosciences, 1992, in press, by copyright permission of Elsevier Trends Journals.) 

deflection axis by an amount almost equal to the deflection. Two features of the shift 
are that the amplitude doesn't change-all the channels remain available for 
opening or closing, given a sufficient stimulus-and the shape of the curve changes 
only slightly. Although there is some broadening, as seen in Fig. 7, this is a much 
smaller effect than the shift. 
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Figure 7. Shift of the P(X) 
curve with mechanical stimuli 
or with depolarization of the 
hair cell membrane. (Top) The 
P(X) curve was measured by 
presenting a series of quick 
deflections to the bundle of a 
voltage-clamped hair cell. The 
inward receptor current was 
plotted as a percentage of the 
maximum to generate the curve 
at -80 mV (solid symbols). The 
cell was then held at +80 mV, 

o where the receptor current was 
outward, and the curve was 
remeasured (open symbols). 
The solid line through the +80 
data points is a line fitted to the 
-80 data and shifted nega
tively by 0.19 1-1m. (Bottom) The 
P(X) curve was measured be-

fore and at the end of maintained 0.7-~J-m stimuli, all at -80 mV. The solid lines are a curve 
fitted to the resting data and shifted by -0.56 or +0.62 ~J-m. (Reproduced from J. Neurosci., 
1992, in press, by copyright permission of Oxford University Press.) 



334 Sensory Transduction 

The Active Motor Model for Adaptation 

How can this shift be reconciled with the tip-links model? If channels close after a 
deflection that would stretch tip links, then the tension on the channels must have 
declined, in that model. This could happen by a decrease in the stiffness of the gating 
spring, or by a change in its length. Since the P(X) curve does not substantially 
broaden as it shifts, the stiffness is apparently unchanged. The alternative is a 
movement of the gating spring attachment point. 

Based on mechanical measurements of hair bundle stiffness, Howard and 
Hudspeth (1987) made the suggestion that the gating springs were connected in 
series to an element that could slip in response to changes in tension. They found 
that a force applied to the bundle rapidly moved the bundle a certain distance, but 
the bundle then moved further, with a slower time course that matched the rate of 
adaptation. The initial deflection was thought to represent the combined stiffnesses 
of stereocilia and gating springs, and the final deflection represented the stereocilia 
alone, when the gating springs had relaxed. Calculated stiffnesses were -0.5 mN/m 
for stereocilia and 0.4 mN/m for gating springs (measured at the top of the 
kinocilium; in bullfrog saccular hair cells). 

Because both the closing kinetics (Corey and Hudspeth, 1983b) and the struc
ture of the tip links (Pickles et al., 1984) suggested that the gating spring could not 
work in compression, Howard and Hudspeth (1987) also posited an active force 
generator that could restore tension when the gating springs were slack. Thus the 
resting tension would be set by the balance between slipping and climbing of the 
gating spring attachment point (Hudspeth, 1985). 

Tests of the Model 

We have put this "active-motor" model in a more quantitative form in order to test it 
physiologically (Fig. 8 B; Assad and Corey, 1992). Kg and Ks represent the gating and 
stereocilia springs; the probe spring KP is either infinitely stiff or absent in our 
experiments. Deflection of the bundle is shown as Xs; stretch of the gating spring is 
Xg. The attachment-point motor is shown as an element that can walk a distance Xm 
from its zero position. The motor and gating spring are in series with the channel (at 
left); a series decoupler allows the gating spring to become slack with larger negative 
deflections when its lengthXg is less than 0. Distances are relative to deflection at the 
top of the bundle. 

We started by characterizing the motor, using the shift of the P(X) curve after 
bundle deflection as a measure of the motor position Xm (Assad and Corey, 1992). 
The initial rate of the movement (before much shift had occurred) was plotted as 
rate vs. deflection to form an R (X) curve (Fig. 9). At a holding potential of -80 m V 
(open squares) the initial rate was roughly linear with deflection for positive deflec
tions; the slopeS= 81 s- 1• At large negative deflections the rate had a constant value 
of C = 16 J.Lm/s, independent of deflection. We interpret the intersection of these 
two lines as representing the point at which the gating springs become slack. Then 
the motor can be characterized by two equations, with the rate dXml dt depending on 
whether Xg > 0: 
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and 

dXm/dt = C (Xg < 0) 

Steady state in this model occurs when Xg = CIS, so we expect a resting stretch of the 
gating springs of -0.2 1-1m. 

A 

8 

Viscous drag 
and friction 

Stereociliary 
pivot 

Force or 
displacement 

Figure 8. Mechanical model for adap
tation. (A) A structural model for 
adaptation, redrawn from Howard 
and Hudspeth (1987), supposes that 
the upper tip-link attachment point 
can move along the side of the stereo
cilium. A force-generating active mo
tor element is imagined to be associ
ated with the osmiophilic density seen 
in transmission electron micrographs 
(see Fig. 3); it is shown walking up the 
side of the cilium. (B) A physical 
model for adaptation incorporates the 
physiologically defined elements, 
without reference to where they might 
occur in the bundle. (Reproduced 
from J. Neurosci., 1992, in press, by 
copyright permission of Oxford Uni
versity Press.) 

The adaptation rate depends on calcium concentration in the saline around the 
bundles, being faster with higher calcium (Eatock et al., 1987; Crawford et al., 1989; 
Hacohen et al., 1989). Ca2+ probably acts at an intracellular site, because even in 
high extracellular Ca2+, adaptation is slower at positive potentials, where the driving 
force for Ca2+ entry is less (Assad et al., 1989; Crawford et al., 1989). Consequently, 
we also measured the R(X) curve at +80 mV (Fig. 9, solid diamonds). Both the 
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slipping and climbing rates were less at +80, but the slipping rate declined more; 
average values were S = 15 s- 1 and C = 5 1-Lm/s. The expected steady-state stretch of 
the gating spring was therefore 0.32 1-Lm at +80 mV, indicating greater tension at the 
depolarized potential. 

The ability to change adaptation rates with depolarization offers a number of 
tests of the model. First, we expect that the greater steady-state tension at + 80 would 
be manifest as a higher open probability at rest, or alternatively as a shift of the P(X) 
curve to the left by 0.12 1-Lm. Fig. 7 (top) shows that the curve is shifted to the left by 
depolarization, leading to a high open probability at rest. In this cell the shift was 
0.19 1-Lm; the average for all cells was 0.14 1-Lm. 

The theory also can predict the time course of the shift. Assuming that the initial 
rates are constant at longer times, the time course should be an exponential function 
with a time constant of 1/S. We measured the position of the P(X) curve at various 
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Figure 9. The R(X) curve, mea
sured at two potentials. Solid 
diamonds show data taken at a 
holding potential of +80 mV; 
open squares are at -80 mV. 
P(X) curves were mapped with 
a series of short deflections, 
presented before and during a 
maintained deflection of 20-ms 
duration. For each time during 
the deflection, the resting P(X) 
curve was shifted to match the 
curve measured at that time. 
The initial rate of shift was 
taken as the slope, at t = 0, of 
an exponential curve fitted to a 
plot of shift vs. time. (Repro
duced from J. Neurosci., 1992, 
in press, by copyright permis
sion of Oxford University 
Press.) 

times after the depolarization; the data are shown in Fig. 10. Upon repolarization to 
-80 mV, the predicted time constant is 12 ms. The measured average offour cells 
was 9 ms. The slope S is less at +80 mV, so the predicted time constant for 
depolarization (11 S = 65 ms) is slower. The measured time course actually required 
two exponential terms for a reasonable fit. One, of 61 ms, was close to the predicted 
value; the second was much faster, at 4 ms. We do not understand the faster time 
constant. It can be quantitatively explained by supposing that Ca2+ requires a few 
milliseconds to leave its site of action on the climbing rate, or it may be related to a 
calculated cycle time of a motor molecule of ~ 6 ms (Assad and Corey, 1992). 

An intriguing prediction of the theory is that the increase in gating spring 
tension with depolarization should act against the stereocilia spring to move the 
bundle. If the bundle is not restrained by a stimulus probe, the predicted movement 
is the change in motor position times a factor Kg/ Ks, or ~ 0.10 1-Lm in the negative 
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100% 

0 100 ms 200 

Figure 10. Time course of the P(X) curve shift with depolarization. The position of the P(X) 
curve was measured at various times after a depolarization from -80 to +80 mV, and 
(separately) after repolarization to -80 mV, using a protocol similar to that of Fig. 9. The time 
course was plotted as a percentage of the maximum shift and averaged for several cells. The 
solid curve is a fit by eye of the data, using one exponential term (repolarization) or two 
(depolarization). (Reproduced from J. Neurosci., 1992, in press, by copyright permission of 
Oxford University Press.) 

Figure 11. Movement of an un
restrained bundle with depolar
ization. (Top) Video image of a 
dissociated hair cell, observed 
with DIC optics. The patch 
electrode was attached to the 
basolateral cell surface, and is 
out of the field. Bars at the 
bottom indicate the voltage
clamp potential. (Bottom) Sub
traction of video frames ac
quired with a clamp potential 
of -80 and +80 mY. A uni
form gray indicates areas where 
no movement occurred between 
video frames. Light and dark 
fringes reveal a voltage-depen
dent movement of the bundle, 
which was greatest at the top 
and diminished to nothing at 
the base, consistent with a piv
oting of stereocilia. Movement 
in the cell body was < 10 nm, 
based on calculated image 
shifts. (Reproduced from J. 
Neurosci., 1992, in press, by 
copyright permission of Oxford 
University Press.) 
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direction. While this is below the two-point resolution of light microscopes, the 
movement could be detected by subtracting video images of the bundle acquired at 
the two potentials (Fig. 11 ). The subtracted image shows a movement consistent with 
a pivoting of the hair bundle, and shows no movement in the cell body or cuticular 
plate. 

The amplitude of the bundle movement was quantified by measuring the 
intensity profile of a line of pixels through the kinociliary bulb, and shifting a 
reference profile to match the profile for each video frame. Fig. 12 shows the 
movement for four representative cells. More than 60 cells showed active bundle 
movement of this sort; among them the amplitudes ranged up to 0.11 IJ.m, but 
averaged -0.05 IJ.m. 

The theory also predicts an exponential time course for the movement with a 
time constant of (Kg + Ks) IS K" which is 117 ms for depolarization and 22 ms on 
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Figure 12. Measurement of the ac
tive bundle movement caused by de
polarization. The position of the bun
dle was measured for each video 
frame by shifting a reference intensity 
profile. Positive bundle position is 
shown as upwards. (A) Four exam
ples of active movement caused by 
alternating the membrane potential 
between -80 and +80 mV (lower 
trace). (B) Average of the 10 cycles 
shown in the fourth example trace, 
fitted with exponential curves. In 
nearly all cells, the negative move
ment with depolarization was slower 
than the positive movement with repo
larization. (Reproduced from J. Neu
rosci., 1992, in press, by copyright 
permission of Oxford University 
Press.) 

repolarization. The average measured time constants (Fig. 12 B) were 193 and 56 
ms, respectively. Part of the discrepancy is caused by the lag in the video recording 
system, but part (especially for the slower time constant) is not completely under
stood. Given uncertainties in the spring constants, we feel the correspondence is 
reasonable. 

What would happen to a free-standing bundle if we cut the tip links? Resting 
tension in the gating spring is expected to produce a resting bundle deflection of 
(C/S)(Kg/Ks), or -0.15 IJ.m. If the tip links are the gating springs (or are mechani
cally in series with them), then cutting the tip links with BAPTA is predicted to 
abolish the voltage-dependent bundle movement and allow the bundle to relax 
forward by 0.15 IJ.m. Fig. 13 shows one example of this experiment; in three cells the 
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active movement was abolished and the average forward movement was 0.13 ± 0.7 
J.1m. 

In a number of tests, a theory for adaptation based on an active motor element 
gave reasonably good predictions of both the movement of the P(X) curve and the 
movement of the hair bundle, strongly suggesting that adaptation is caused by 
adjustment of tension on the channels. 

The Moving Insertion Model for Adaptation 

The active motor model, as described above, does not rely on a particular structural 
correlate of transduction. However, acceptance of a mechanical basis for adaptation, 
and of the tip-links model for transduction, raises the unsettling possibility that the 
upper tip-link attachment can run up and down the side of the stereocilium in 
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Figure 13. Abolition of active bundle movement by BAPT A treatment. (A ) The movement of 
a free-standing bundle was measured as above while the cell was voltage clamped. The 
membrane potential (lower trace) alternated between -80 and +80 mY, with a 2-s period. At 
the time indicated by the bar, a BAPTA-buffered low Ca2+ saline was gently puffed onto the 
bundle from a distance of ~ 60 1-1m. In two of three cells, the bundle movement was opposite 
the direction of the puff. (Reproduced from Neuron, 1991, 7:985-994, by copyright permis
sion.) 

milliseconds. Such a suggestion was made by Howard and Hudspeth (1987) and has 
since appeared in numerous cartoons (e.g., Figs. 6 and 8). Yet one has to wonder how 
credible this is, especially given the rather solid appearance of the osmiophilic 
density that marks the upper tip-link attachment (see Fig. 3). 

This model specifically supposes that the tip link is attached to the osmiophilic 
density through a transmembrane protein, which may or may not be a channel, and 
that the transmembrane protein is attached to one or more active motor proteins 
such as myosin or kinesin. The power stroke of these motors would pull the insertion 
up; under tip-link tension it could slip passively down. The density would move in the 
space between the membrane and the actin core of a stereocilium, dragging the 
transmembrane protein with it. 
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Tests of the Model 

A convincing test would be to observe the tip links during the process of adaptation 
in a live cell. There is little chance that these 5-nm filaments could be seen in the light 
microscope; moreover, the expected range of movement is no more than - 200 nm 
(about half a stereocilium diameter) and the speed is generally faster than video 
recording. 

Instead, we have deflected bundles with stimuli that would cause adaptation, 
and then fixed them in that position for transmission electron microscopy (Shepherd 
et al., 1991). Sacculi were dissected into a chamber and fixed in position, and the 
otolithic membranes were left attached. Bundles were stimulated along the axis of 
symmetry of the sensory macula by moving the otolithic membrane with a glass 
stimulus probe. This provides a positive stimulus to about half the hair cells situated 
along the axis, and a negative stimulus to the half on the other side of the striola, 
where polarities reverse. About 30 s after the start of a maintained deflection, the 
chamber was perfused with glutaraldehyde fixative. 

The movement of the upper tip-link insertions was assayed by measuring the 
distance from the osmiophilic densities on the side of a stereocilium to the top of that 
stereocilium. The average distance on one side of the striola was compared with that 
for the other side of the striola. For the side in which tip links were stretched and the 
insertions would be expected to slip, we found that the densities were lower than in 
controls. For bundles in which the stimulus would have relaxed the tip links, we 
found the densities higher. The difference between the two sides was - 130 nm 
(uncorrected for shrinkage) and was statistically significant. 

We also caused relaxation of the tip links simply by cutting them with a BAPTA 
solution. The average position of the densities was found to be - 75 nm higher than 
in control bundles. 

Unfortunately, in these experiments there is a large amount of scatter in the 
distances from density to tip. Arguments are necessarily statistical, and experiments 
should be repeated over a wider range of stimuli and times. However, these 
preliminary observations are at least consistent with the hypothesis that adaptation 
involves movement of the upper tip-link insertion. 
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Introduction 
Cochlear hair cells are mechanoreceptors that detect sound pressure fluctuations 
impinging on the inner ear and convert them into an electrical message. In the initial 
stage of transduction, submicron motion of the hair cell's stereociliary bundle opens 
mechanoelectrical transducer channels, causing a depolarizing current to flow into 
the cell. The transducer channels are thought to be gated directly by cytoskeletal 
attachments located at the distal tips of the stereocilia (Hudspeth, 1982, 1989; 
Pickles et al., 1984; Hackney and Furness, 1991) and when opened by hair bundle 
displacement they allow permeation of small cations such as N a+, K +, and Ca2+ 
(Corey and Hudspeth, 1979; Ohmori, 1985). In the intact labyrinth, the hair cells are 
situated in an epithelium separating two extracellular fluids of different ionic 
composition. The hair bundle at the apical pole of the cell is enveloped in endolymph 
with a Ca2+ concentration of -20 J.LM in mammals (Bosher and Warren, 1978). The 
significance of such a low concentration is unclear, though it is known that in the 
absence of Ca2+ hair cells are unable to transduce (Sand, 1975; Corey and Hudspeth, 
1979). By contrast, the basolateral surface of the hair cell is exposed to perilymph 
with a Ca2+ concentration of a few millimolar (Bosher and Warren, 1978) which is 
required to support synaptic transmission onto the afferent nerve terminals. This 
article describes the effects of Ca2+ on transducer currents recorded in isolated turtle 
hair cells (Crawford et al., 1989, 1991) and summarizes the evidence that intracellu
lar Ca2+ controls adaptation (Eatock et al., 1987; Assad et al., 1989) to set the 
dynamic range of the transduction mechanism. It also assesses the relevance of these 
observations for performance of hair cells in the intact cochlea where the opposite 
poles of the cell will face different Ca2+ gradients. 

Methods 
Most experiments were performed on hair cells isolated from the basilar papilla of 
the turtle Pseudemys scripta elegans (Art and Fettiplace, 1987; Crawford et al., 1989), 
which were plated onto coverslips precoated with 2 mg/ml concanavalin A, thus 
immobilizing the cell body but not the stereociliary bundle. Mechanical stimuli were 
delivered by deflecting the hair bundle toward or away from the kinocilium with a 
rigid glass stylus attached to a piezo-electric bimorph (see insert to Fig. 1). Photomet
ric calibrations (Crawford et al., 1989) demonstrated that the bundle could be 
rotated and held in a new position relative to the stationary apical pole of the cell 
body, and that there was no sign of slippage during a prolonged (100 ms) stimulus. 
Transduction currents were recorded under whole-cell voltage clamp using patch 
electrodes filled with a solution containing (mM): 125 KCl (or CsCl), 3 MgC12, 5 
HEPES, 5 EGTA, and 2.5 Na2ATP, adjusted to pH 7.2. In experiments to rapidly 
buffer the intracellular Ca2+, 10 mM BAPTA was substituted for EGT A and the KCl 
was reduced to 116 mM. The external control solution contained (mM): 130 NaCl, 
2.2 MgCl2, 2.8 CaCh, 5 HEPES, and 4 glucose, pH 7.6. In some experiments, test 
solutions of reduced Ca2+ content were introduced using a U-tube superfusion 
method (Art and Fettiplace, 1987). All measurements were made at room tempera
ture, - 23°C. 

Recordings from hair cells in the turtle's intact cochlea were obtained in an 
isolated half-head preparation using high-resistance intracellular microelectrodes 
inserted into the basilar papilla (Crawford and Fettiplace, 1980). Sound stimuli, 
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Figure 1. Averaged mechano
electrical transducer currents 
measured in an isolated hair 
cell under whole-cell voltage 
clamp. Top traces give timing 
of displacement steps deliv
ered to the tip of the hair 
bundle; positive steps are to
ward the tallest rank of stereo
cilia which evoke inward cur
rents shown as downward-going 
traces. The method of stimula
tion is illustrated in the inset, 
the cell body being fixed to the 
floor of the recording chamber. 
Holding potential -74 m V. 

generated with a Beyer DT48 earphone, were delivered to the eardrum through a 
coupler and the sound pressure was monitored with a condenser microphone. The 
scala tympani was filled with artificial perilymph similar in composition to the 
external control solution given above, but with 15 mM tetraethylammonium bromide 
(TEA) substituted for an equimolar amount of NaCl. The Ca2+ concentration of the 
endolymph was measured in the same type of preparation using Ca2+ ion-sensitive 
microelectrodes advanced into the cochlear duct through the region of basilar 
membrane not covered by hair cells (Crawford et al., 1991). 

Adaptation of Transducer Currents 
A family of transducer currents, generated by a range of step displacements to the 
hair bundle, is shown in Fig. 1 for an isolated hair cell immersed in control saline. At 
the holding potential of -74 m V, steps toward the kinocilium (denoted as positive in 
the stimulus monitor) evoked an increase in inward current whose initial amplitude 
was graded with the size of displacement; steps away from the kinocilium produced a 
smaller decrease in inward current and an overshoot at the step's termination. The 
peak amplitude of the current saturated for both positive and negative stimuli over a 
range of tip deflections of - 1 J.Lm but the responses were asymmetric in that only 

nA 

Bundle displacement, fJm 

• 05fJm 
adapting step 

Figure 2. Plots of the peak 
transducer current versus dis
placement of the tip of the hair 
bundle before (open circles) and 
at the end of (filled circles) a 
prolonged 0.5-~J.m adapting 
step. Note that the plot in the 
adapted condition has the same 
saturating current but is shifted 
along the displacement axis. 
Smooth curves calculated from 
the model described in text. 
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about one-tenth of the total current was activated at the resting position of the 
bundle. The maximum current obtained in this experiment was 210 pA, and in other 
cells bathed in normal saline currents up to 400 pA were observed which, assuming a 
reversal potential of ~ 0 m V (Ohmori, 1985; Crawford et al., 1989), translates into a 
maximum transducer conductance of 5.4 nS. 

Transducer currents for positive steps adapted to a maintained stimulus in a 
manner similar to that observed in bullfrog hair cells (Eatock et al., 1987; Assad et 
al., 1989); for small displacements the current decayed to about one-fifth of its peak 
value with a time constant of 4 ms, but the adaptation became progressively slower 
with larger stimuli (Fig. 1 ). That the decline in the current reflects a resetting of the 
bundle's operating range rather than inactivation of opened transduction channels 
can be demonstrated by determining the instantaneous current-displacement rela
tionship at the beginning and end of an adapting step. The maximum current 
evokable in the adapted state was identical to that of the control, but the entire 
current-displacement relationship was shifted in the direction of the stimulus (Fig. 
2), thus reducing the mechanical input to the transduction channels. Since adapta
tion was never complete, the extent of the shift was always less than the amplitude of 
the displacement step. 
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Figure 3. Averaged transducer 
currents for ± 0.7-j.Lm steps in 
a control saline containing 2.8 
mM Ca2+ (left) and one in 
which Ca2+ was reduced to 50 
ILM (right). Note the increase 
in amplitude and lack of adap
tation in the low Ca2+ solution. 
All effects were reversible. 
Holding potential -85 mV. 
(Reproduced from Journal of 
Physiology, 1991, 434:369-398, 
by copyright permission of The 
Physiological Society.) 

There is ample evidence that adaptation is sensitive to the amount of Ca2+ in the 
bathing medium (Eatock et al., 1987; Assad et al., 1989; Hacohen et al., 1989; 
Crawford et al., 1991). When the Ca2+ concentration around the turtle's hair bundle 
was reduced from its control value of 2.8 mM to 1 mM, adaptation became slower; if 
the concentration was lowered further to 50 JLM, adaptation was abolished entirely. 
The effects of lowering the external Ca2+ are visible in the transducer currents in Fig. 
3, where the responses in 50 11-M Ca2+ show no hint of adaptation but instead display 
an additional slow component of growth at the onset and a slower offset. Quite apart 
from loss of adaptation, there were other changes caused by lowering the Ca2+ 

concentration: the maximum current approximately doubled in amplitude (mean 
increase in four cells = 2.4) and the proportion of the current activated at rest 
changed from 10% to >50%. The latter effect is quantified in Fig. 4, where it may be 
seen that the current-displacement relationship in 50 11-M Ca2+ has been shifted in 
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Figure 4. Current-displace
ment relationships in control 
saline with 2.8 mM Ca2+ (open 
symbols) and in a saline contain
ing reduced, 50 J.LM, Ca2+ (filled 
symbols). Transducer currents, 

o 2.8 mM Ca L were peak values measured 
• 50 !lM Ca from the current level pro

duced by the largest negative 
deflection, and have been nor-

o 2 malized to Irnax• their maximum 
Bundle displacement, 11m values: 115 pA (control), 261 

pA (50 J.LM Ca2+). The smooth curves were calculated using a theoretical model described in 
the text in which Ca2+ stabilizes the transducer channel in its closed state. (Reproduced with 
modification from Crawford et al., 1991.) 

the direction of negative displacements and its slope has been substantially reduced 
relative to that of the control. Thus lowering extracellular Ca2+ produces an effect 
that is the opposite of adaptation, increasing the apparent mechanical stimulus to the 
transducer channels. However, the reduction in the slope of the current-displace
ment relationship in low Ca2+ is not consistent with a simple biasing of the 
mechanical input, where the current-displacement relationship should have been 
translated along the displacement axis without a change in shape. 

There are two lines of evidence which argue that calcium's action to regulate 
adaptation and the position of the current-displacement relationship is produced 
through changes in its intracellular concentration. These derive from experiments 
that suppressed Ca2+ entry or buffered it intracellularly. Effects identical to those of 
reducing the concentration of Ca2+ extracellularly could be achieved by depolarizing 
the hair cell to +66 mV, which is near the Ca2+ equilibrium potential. To make this 
measurement, the recording electrode was filled with CsCl rather than KCl so as to 
prevent activation of the large Ca2+ -activated K+ current (Art and Fettiplace, 1987). 
Changing the holding potential to +66 m V caused a loss of adaptation and a negative 
shift and a reduction in slope of the current-displacement relationship (Assad et al., 
1989; Crawford et al., 1989). These effects are explicable if in isolated hair cells Ca2+ 
ions enter the stereocilia via the transducer channels (Ohmori, 1985) and then 

BAPTA Electrode 

Figure 5. Averaged transducer 
currents recorded with an elec
trode containing 10 mM BAPTA 
as the Ca2+ buffer. Note the 
absence of adaptation during 
the stimulus and the slow tails 
at the offset. Holding potential 
-74 mV. (Reproduced from 
Journal of Physiology, 1991, 419: 
405-434, by copyright permis
sion of The Physiological Soci
ety.) 
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induce adaptation at an intracellular site. Depolarization would reduce the driving 
force on the entry of Ca2+, thus preventing its intracellular accumulation. 

Second, the changes in intracellular Ca2+ that occur during a bundle displace
ment could be minimized by including a high concentration of the Ca2+ chelator 
BAPT A in the filling solution for the patch electrodes. Lack of adaptation in 
transducer currents recorded with a BAPTA-filled electrode is illustrated in Fig. 5. 
Since the electrode-filling solution rapidly equilibrated with the cytoplasmic con
tents, it was not possible to first obtain a control measurement, though BAPTA's 
ability to rapidly buffer the intracellular Ca2+ was confirmed by the simultaneous 
abolition of the Ca2+-activated K+ current. As in other experiments where adapta
tion was removed, the offset of the currents became markedly slowed when the hair 
bundle was returned to its resting position. Such behavior may indicate that the open 
state of the channel is being progressively stabilized throughout the stimulus. 

Mechanism of Calcium's Action 
The mechanism by which intracellular Ca2+ can influence the time course of the 
transducer current and the position of the current-displacement relationship is still 
not firmly established. Two types of explanation are available, one involving an action 
on the gating springs thought to deliver force to the transducer channels (Howard 
and Hudspeth, 1987; Assad et al., 1989) and the other postulating a direct interaction 
with the channel itself (Crawford et al., 1991). The most likely structures to be 
identified as the gating springs are the "tip links" connecting adjacent stereocilia 
(Pickles et al., 1984), and if their anchorage point were a cytoplasmic motor that 
could drag the channel up the stereocilium (Howard and Hudspeth, 1987; Hudspeth, 
1989), then intracellular Ca2+ might control the motor's activity so as to set the bias 
point on the mechanical input. While this hypothesis accommodates the shifts of the 
current-displacement relationship, it does not account for the reduced slope in low 
Ca2+ or explain the observation that adaptation is never complete. Furthermore, we 
have been unable to show that in turtle hair cells there are the requisite changes in 
bundle mechanics linked directly to adaptation (Crawford et al., 1989). In experi
ments where the hair bundle mechanics were assayed by deflecting the bundle with a 
flexible glass fiber, positive holding potentials that abolished adaptation had no effect 
on the time course of motion of the fiber. 

An alternative approach is to propose a direct interaction of Ca2+ with the 
transducer channel. The form of the transducer's current-displacement relationship 
can be described by a scheme where the channel has two closed states and one open 
state (Corey and Hudspeth, 1983; Crawford et al., 1989). Both equilibrium constants 
(K1 and K2) are assumed to be regulated by displacement of the bundle, x, according 
to a Boltzmann relation (Ki(x) = KiOexp [ -zx]), where KiD and z are constants; and, 
provided the two reactions have different displacement sensitivities, this can account 
for the asymmetric saturating relationship between current and bundle deflection. 
To explain the role of intracellular Ca2+, it will be assumed that Ca2+ binds to the 
second closed state, thus stabilizing the channel in its closed conformation: 

K1(x) K2(x) 
CaC.......-->-C.......-->-0 

Ca 

With these assumptions it is possible to fit the changes in both position and slope 
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of the current-displacement relationship that occur during adaptation or reduced 
extracellular Ca2+ (Crawford et al., 1991). As examples, the smooth curves drawn 
through the experimental points in Figs. 2 and 4 have been calculated on such a 
scheme. It may be seen qualitatively that with this channel mechanism the action of 
Ca2+ is to counter the effects of bundle displacement. Thus, as intracellular Ca2+ is 
lowered consequent to the reduction in its extracellular concentration, or during 
depolarization of the hair cell, the concentration of the unbound closed state (C) 
increases, raising the probability of the channel being open. Conversely, as intracel
lular Ca2+ grows during a displacement step, it binds to the closed state and pulls the 
reaction to the left, thus causing adaptation. 

Single Transducer Channels 
In the course of experiments to reduce the extracellular Ca2+ concentration, it was 
unexpectedly found that if the hair bundle was exposed to 1 1-LM Ca2+ for more than a 
few seconds, the transducer current vanished irreversibly. Immediately after the 
introduction of the 1 1-LM Ca2+, a large inward current developed and the response to 
positive deflections of the bundle was severely attenuated. However, after a few 
seconds exposure, the standing inward current declined back to near its control 
value. The disappearance of the inward current was associated with an irretrievable 
loss of sensitivity to hair bundle stimulation, and transduction could not be restored 
even when the cell when returned to a solution containing normal (2.8 mM) Ca2+. An 
interpretation of these events is that during development of the standing inward 
current the transducer channels become fully activated, but if the exposure to very 
low Ca2+ is prolonged, the mechanical attachments to the channel are eventually 
ruptured (Crawford et al., 1991). This latter effect may be an external action of the 
low Ca2+ to cause a slight splaying of the stereocilia. 

Occasionally after brief exposures to 1 1-LM Ca2+ a very small transducer current 
consisting of only one or a few channels remained when the Ca2+ in the bathing 
solution was restored to its control value (2.8 mM). This fortuitous observation 
allowed some of the single-channel properties to be estimated. Examples of inward 
single-channel currents are shown in Fig. 6; it should be stressed that these currents 
were obtained from whole-cell recordings. The measurements were made at a 
holding potential of -85 mV, within a few millivolts of the K+ equilibrium potential 
(thus eliminating any contamination from K+ channels), where they had an ampli
tude of about -9 pA. In six experiments the channel amplitude was determined as 
-9.3 ± 1.3 pA (mean ± SD), yielding a single-channel conductance of -100 pS. 
This large size distinguishes them from other channels that have been found in hair 
cells, such as voltage-sensitive Na+ or Ca2+ channels, which would also generate 
inward currents at this holding potential. For comparison, the size of the voltage
sensitive Ca2+ channel in hair cells has been estimated as -1.2 pA at -65 mV 
(Roberts et al., 1990). 

A more compelling argument that these represent the mechanoelectrical trans
ducer channels is that they were activated by small positive (but not negative) 
deflections of the hair bundle. Channel activity in Fig. 6 is clearly higher during the 
step; this was confirmed from an ensemble average on 55 sweeps from which it was 
estimated that the 0.15-1-Lm displacement of the hair bundle increased the probability 
of the channel being open from 0.15 to 0.5. In another cell the probability of the 
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channel being open was shown to be graded with displacement amplitudes up to - 1 
J.Lm. The channels also displayed appropriately fast kinetics to be consistent with the 
onset of the macroscopic transducer current. For the cell illustrated in Fig. 6, the 
distribution of open times could be well fitted by a single exponential; the mean open 
time in the resting state was 1.1 ms, this value increasing with bundle displacement 
along with a concomitant reduction in the mean closed time. 

There have been two prior estimates of the amplitude of transducer channels in 
hair cells. One was based on observations of unitary events in chick vestibular cells 
(Ohmori, 1985), many of which had an amplitude in the region of 100 pS, though in 
some recordings channels of about half this size were detected. The other estimate 
was derive(,i from the variance of current noise and gave a value of 17 pS when 
corrected to room temperature (Holton and Hudspeth, 1986). This latter value is not 
necessarily inconsistent with the present observation since such fluctuation measure
ments often underestimate the true channel size due to the limited bandwidth of the 
recording system. If the channel amplitude is assumed to be 100 pS and the 
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Figure 6. Responses of a single 
channel to 0.15-~..t-m deflections 
of the hair bundle toward the 
kinocilium. Recording was 
made in the whole-cell condi
tion in a hair cell that had 
previously been exposed to a 
saline containing 1 ~..t-M Ca2+ 

and was then returned to nor
mal saline. Pairs of lines of 
9-pA separation are superim
posed on the individual traces, 
C and 0 indicating closed and 
open levels. From amplitude 

histograms, channel size was -8.3 ± 2.9 pA. Holding potential -85 mV, data filtered at 1.2 
kHz. (Reproduced with modification from Crawford et al., 1991.) 

maximum transducer conductance in normal saline is 5.4 nS (see above), then the 
total number of channels per hair cell is 54, comparable to the number of stereocilia 
in the bundle (50-100). Given the possibility that even in the best recordings some 
channels were lost during hair cell isolation ( c.f. the value of 25 nS for the maximum 
transducer conductance in the intact cochlea), there are still likely to be no more 
than a few channels per stereocilium, a conclusion that has also been reached from 
measurements of the channel's gating compliance (Howard and Hudspeth, 1988). 

Transducer Conductance in the Intact Cochlea 
In addition to a transducer conductance, turtle hair cells possess both a voltage
dependent Ca2+ conductance and a Ca2+ -activated K + conductance which partici
pate in tuning the receptor potentials to a particular acoustic frequency (Art and 
Fettiplace, 1987). The presence of these voltage-sensitive conductances makes it 
difficult to relate the receptor potentials recorded in the intact ear to the perfor-
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mance of the mechanoelectrical transduction process, since it is not possible to 
voltage clamp hair cells in the cochlear epithelium. However, the transducer 
conductance may be estimated if the K + channels are blocked by external application 
of 15 mM TEA, thus rendering the cell's current-voltage relationship ohmic. 
Receptor potentials measured in a hair cell from an intact preparation are shown in 
Fig. 7. An obvious feature of these records is that for a sinusoidal pressure change at 
the eardrum the membrane potential swings asymmetrically about the resting 
potential, and at the highest sound level the cell depolarizes by 32 m Von one phase 
of the stimulus but hyperpolarizes by only 5 mV on the opposite phase. This 
asymmetry suggests that only a small fraction of the transducer conductance is 
activated at the resting position of the hair bundle, a conclusion that is confirmed by 
constructing the conductance-displacement relationship. 

To determine the transducer conductance, values for the peak excursions of the 
receptor potential were corrected for the instantaneous changes in driving force on 
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Figure 7. Intracellular recep
tor potentials evoked by a 
23-Hz tone burst (top trace) at 
increasing sound pressures, in
dicated beside traces in dB rel
ative to 20 j.LPa. Ordinate scales 
are given relative to the resting 
potential ( -44 mV). 15 mM 
TEA was added to the peri
lymph. 

ion flow through the transducer channels (Crawford and Fettiplace, 1981b) using a 
measured reversal potential of 0 m V. The corrected values were converted to 
conductances using the cell's input resistance of 100 MO and are plotted as a 
function of stimulus level in Fig. 8, where they have been normalized to a maximum 
transducer conductance of 25 nS. The results indicate that only -5% of the 
transducer conductance was turned on in the absence of acoustic stimulation even 
though the hair bundles were surrounded by endolymph. Similar results were 
obtained in other cells. Furthermore, a highly asymmetric transducer function 
similar to that in Fig. 8 was required to model the receptor potentials in the intact 
cochlea (Crawford and Fettiplace, 1981b). In separate experiments, the free Ca2+ 

concentration in turtle's endolymph which normally envelopes the hair bundle in 
vivo was measured as 65 J.LM (Crawford et al., 1991 ). 

In recordings in isolated cells, it was not possible to mimic the cochlear 
environment and expose the apical and basal facets to different solutions. However, 
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for comparison, Fig. 8 also includes results from an isolated hair cell entirely 
immersed in control saline containing 2.8 mM Ca2+. To display the results on the 
same abscissa scale, a conversion factor of 50 nm displacement at the tip of the 
bundle per Pascal of sound pressure (Crawford and Fettiplace, 1983) has been 
applied to the measurements in the intact cochlea, which predicts a bundle motion of 
0.1 nm r.m.s. at the turtle's behavioral threshold of 40 dB s.p.l. (Patterson, 1966). The 
close agreement between the measurements obtained in the two different types of 
preparation suggests that in vivo the transducer's current-displacement relationship 
is not significantly shifted to the negative displacements of the bundle found in 
isolated cells bathed in 50 J.LM Ca2+ (Fig. 4). Since in both types of experiment the 
basolateral membrane of the hair cell was exposed to the same Ca2+ concentration 
(2.8 mM), the simplest conclusion is that in the intact cochlea the intracellular Ca2+ 

concentration and hence the set point of the transducer channels is dictated largely 
by Ca2+ influx from the perilymph across this basolateral membrane. 
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Figure 8. Fraction of the trans
ducer conductance (G/Gmax) 
activated is plotted against bun
dle displacement in an isolated 
hair cell in normal saline (trian
gles) and a cell in the intact 
cochlea (circles). Measurements 
in the intact cochlea were de
rived from the records in Fig. 7 
as described in the text, with 
the abscissa being scaled for 
50-nm displacement of the hair 
bundle per Pascal of sound 
pressure (Crawford and Fetti
place, 1983). 

The main sites of Ca2+ entry are likely to be the ubiquitous voltage-dependent Ca2+ 

channels whose properties have been documented for many types of hair cell 
(Ohmori, 1984; Art and Fettiplace, 1987; Hudspeth and Lewis, 1988; Fuchs et al., 
1990). Inward Ca2+ currents recorded in an isolated turtle hair cell under voltage 
clamp are shown in Fig. 9 A. The Ca2+ current, revealed by blocking the large 
outward Ca2+ -activated K + current with TEA, is a fast sustained current turned on at 
membrane potentials positive to -55 mV (Fig. 9 B). Confirmation that the current 
did not inactivate comes from the observation that if the cell was held at its resting 
potential ( -47 mV in the example illustrated), a fraction of the inward current could 
always be turned off by hyperpolarization (Art and Fettiplace, 1987). In hair cells of 
turtle, frog, and chick, the Ca2+ channels most closely resemble L-type channels (Fox 
et al., 1987) in their high permeability for Ba2+ (Art and Fettiplace, 1987) and 
sensitivity to block by cadmium or dihydropyridines (Fuchs et al., 1990; Roberts et 
al., 1990), but the hair cell's Ca2+ current activates at membrane potentials -40 mV 
more negative than the L-type Ca2+ current in nerve cell bodies. This difference is 
not surprising, however, since Ca2+ influx in hair cells must be capable of regulating 
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transmitter release for small voltage excursions about the resting potential. Besides 
its role in releasing transmitter, the Ca2+ current in turtle hair cells must also control 
the gating of the Ca2+ -activated K+ current. The combined action of these two 
currents is thought to underlie the electrical resonance which tunes the receptor 
potentials to a particular frequency of stimulation (Crawford and Fettiplace, 1981a ). 
Since the electrical resonance operates on the smallest receptor potentials, it is also 
important for this function that the Ca2+ (and hence K+) current be partially 
activated at the resting potential. 

The size of the Ca2+ current is remarkable for so small a cell. In the example 
illustrated, the peak current density averaged over the basolateral membrane was 
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Figure 9. (A) Ca2+ currents re
corded in an isolated turtle hair 
cell in response to voltage steps 
from a holding potential of -79 
mV; the membrane potential 
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vated K+ current was blocked 
with 25 mM TEA. (B) Current
voltage relationship derived 
from records in A. Note that 
the current is partially acti
vated at the cell's resting poten
tial (V., -47 mV). 

-0.7 J.LA/mm2, and at the resting potential -60 pA of inward current was flowing to 
continuously load the cell with Ca2+. The cellular mechanism for extruding this large 
Ca2+ load is unknown, but there is evidence that cochlear hair cells contain a 
substantial amount of the Ca2+ buffer calbindin (Rabie et al., 1983), the concentra
tion of which has been estimated to be as high as 1 mM (Oberholtzer et al., 1988). 
The large size of the Ca2+ current in turtle hair cells is undoubtedly related to its role 
in gating of the Ca2+-activated K+ conductance and producing a high quality factor 
for the electrical resonance. The location of the Ca2+ channels has not been 
established in turtle hair cells, though it seems likely that they are near the afferent 
synapses (Roberts et al., 1990) which in the turtle's cochlea can be anywhere on the 
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basolateral membrane (Sneary, 1988) and probably within 10 J.Lm of the hair bundle. 
Thus the possibility exists that Ca2+ entering through voltage-dependent Ca2+ 
channels in vivo may gain access to the transducer channels and set their operating 
range. 

Conclusions 
Intracellular Ca2+ plays multiple roles in shaping the electrical behavior of hair cells: 
it modulates the mechanoelectrical transducer channels and by marshaling the 
Ca2+-activated K+ channels it participates in electrical tuning. A rise in intracellular 
Ca2+ may also be involved in activation of K+ channels by the efferent transmitter, 
acetylcholine (Shigemoto and Ohmori, 1990). This article has been largely con
cerned with actions on the transducer current. The main conclusion is that intracel
lular Ca2+ mediates adaptation and so sets the range of bundle displacements that 
are sensed, possibly by a direct interaction with the transducer channels. Besides this 
action, other effects of Ca2+ on transduction which may be of extracellular origin 
were noted. Thus, reducing external Ca2+ to 50 J.LM increased the transducer current 
- 2.4-fold, but further reduction to 1 J.LM irreversibly abolished it. These observa
tions could provide an explanation for the concentration of Ca2+ found in en
dolymph, which is 20 J.LM in mammals and 65 J.LM in turtle, sufficiently low to 
maximize the transducer conductance but not so low as to abolish it. 
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Introduction 
The hair bundle is the mechanosensitive organelle of the hair cell, the sensory 
receptor of the internal ear and lateral-line organ. Whether originating as an 
airborne sound, a groundborne vibration, a linear or an angular acceleration, or a 
water motion, a stimulus in every instance acts by exerting a force upon the hair 
bundle. This force is directly transduced by an ensemble of mechanically sensitive ion 
channels, the transduction channels, which lie within the bundle (for reviews, see 
Howard et al., 1988; Roberts et al., 1988; Hudspeth, 1989). When an appropriately 
oriented force opens these channels, an influx of cations produces a depolarizing 
receptor potential that excites an afferent nerve fiber across a chemical synapse. 

The hair bundle's structure reflects the organelle's role in a mechanical transduc
tion process. The bundle is a complex yet highly organized assemblage of levers, 
tensile elements, and lateral braces. As morphological studies have revealed new 
details of the bundle's structure, biophysical investigations have progressively demon
strated how these components participate in the transduction process. This review 
reiterates a specific model for transduction by hair cells, the general thermodynami
cal principles of which are applicable to other mechanoelectrical transducers as well. 
It examines the experimental basis for the model and explores how the hair cell's 
electrical and mechanical properties permit evaluation of parameter values in the 
model. Finally, it points up a few critical issues about which we remain uncertain. 

The Transduction Channel 
Consider first an isolated mechanoelectrical transduction channel. Based on the 
precedent of ligand-gated receptor channels and voltage-activated cation channels, 
such a molecule is likely to be an intrinsic membrane protein, constructed from one 
to a few subunits, with a total relative molecular mass of 200--300 kD. The channel 
molecule as a whole is likely to be somewhat less than 10 nm in diameter; its ionic 
permeability indicates that the channel contains an aqueous pore - 1 nm across 
(Corey and Hudspeth, 1979; Ohmori, 1985). 

In the simplest formulation of gating, a transduction channel can exist in either 
of two states, open or closed. These states are likely to have different chemical 
potentials, respectively llo and llc for individual molecules, so that the free-energy 
change associated with the channel's opening includes a term, AJl, equal to llo - llc· 
When a transduction channel is closed, its ion-conducting pore must somehow be 
occluded by a molecular gate. Between its closed and open positions, this gate is 
hypothesized to move through a distance d. 

The Gating Spring 
We suppose that the gate of each transduction channel is connected to an elastic 
element, the gating spring, whose stiffness is K0 . Tension in the gating spring 
promotes opening of the channel; the greater the tension, the more probable 
opening becomes. When the hair bundle is in its undisturbed position, the gating 
spring bears some resting tension; as a consequence, the spring is extended from its 
slack length, 1.. The precise resting extension, Xn depends upon the channel's 
probability of being open. As an approximation with an error of only 7%, however, 
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this extension is that necessary to situate the gate at the midpoint between its open 
and closed positions. 

The gating spring is additionally subject to extension or relaxation when the hair 
bundle is displaced from its resting position. Due to the geometrical arrangement of 
the bundle, the gating spring is lengthened by a fraction, "/, of the displacement 
effected at the bundle's top, X. All displacements discussed in this paper are 
considered to lie within the hair bundle's plane of bilateral symmetry, which 
corresponds to the cell's axis of mechanical sensitivity (Shotwell et al., 1981 ). Positive 
stimuli are those directed toward the bundle's tall edge. To accommodate an oblique 
stimulus, oriented at an angle e with respect to the plane of symmetry, X in all 
subsequent equations should be replaced by Xcose. 

Movement of the channel's gate attached at an end of the gating spring also 
affects the spring's length. With respect to the midpoint of the gate's swing, channel 
opening shortens the gating spring by a distance d/2, while closure extends the spring 
by the same amount. When a channel is open, the length of the associated gating 
spring is therefore 

10 = /8 + "'X+ Xr- d/2 (1) 

When the gate closes, the gating spring is elongated by a distanced, to a length 

lc = 18 + "'X+ Xr + d/2 (2) 

For a linearly elastic gating spring, the free-energy difference between the open 
and closed states is 

tlg = ~f.L + Ka[(/0 - ls)2 - (/c - 18)
2]/2 

= ~f.L - KQd("'X + Xr) 

(3A) 

(3B) 

When transduction channels are in equilibrium for a given hair bundle position, any 
channel's probability of being open,p, is determined from the free-energy difference 
by the Boltzmann relation, 

p = (1 + e(~JkTl)-1 

= (1 + e[ilVKG<f('yX+xr)]/kT)-1 

= (1 + e-[z(X-X0 )/kTJ)-1 

(4A) 

(4B) 

(4C) 

in which k is the Boltzmann constant and T the absolute temperature. Fig. 1 A 
depicts the characteristic, sigmoidal nature of this relation. The force that must be 
applied at a hair bundle's top to open a transduction channel is z, the molecular 
gating force; z = "/Kad. The bundle position at which half the channels are open, X 0 , 

is equivalent to ~f.L/Z - Xrh· 

The Hair Bundle 
The gating spring was introduced as a hypothetical entity that can explain the kinetic 
behavior of transduction channels (Corey and Hudspeth, 1983). The spring may 
nonetheless be just that, a simple, extensible filament. Several experiments localize 
transduction at or near the hair bundle's top (Hudspeth, 1982; Huang and Corey, 
1990; Jaramillo and Hudspeth, 1991). Electron microscopical studies ofthe bundle's 
apex have demonstrated the universal occurrence of an extracellular tip link that 
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connects the end of each stereocilium to the flank of the longest adjacent stereoci
lium (Pickles et al., 1984). If it inserts on the molecular gate of a transduction 
channel, this link could constitute the gating spring. If the link itself is inelastic, the 
elasticity of the gating spring might instead arise from compliance in the filament's 
membrane or cytoskeletal insertion. 

If the tip link is the gating spring, the geometrical gain of the transduction 
element, 'Y, may be calculated. The tip link is so positioned that its extension when 
the bundle moves is very nearly identical to the shear between adjacent stereocilia. 
Despite the complexity of stereociliary packing, it can be shown that this shear 
approximates (s I h )X, in which the geometrical gain is given by the ratio of the 
stereociliary separation along the bundle's axis of sensitivity, s, to the height at which 
the processes contact one another, h (Jacobs and Hudspeth, 1990). For the most 
extensively studied experimental preparation, the bullfrog's saccular hair cell, 'Y = 
0.14 (Howard and Hudspeth, 1988; Jacobs and Hudspeth, 1990). 

If a gating spring bears resting tension, some other elastic structure must exert 
the force that keeps it extended. The hair bundle is evidently strung like a bow: 
tension in gating springs is opposed by flexion of the tapered bases of the stereocilia 
(Howard et al., 1988). Each stereocilium possesses a cytoskeletal core of actin 
filaments, a few of which extend into the cellular apex as a rootlet. Much of the 
stiffness of a hair bundle can be attributed to the flexion of these actin fascicles. The 
measured stiffness may be augmented by the elastic resistance contributed by 

Figure 1. Equilibrium properties of the transduction process in hair cells of the bullfrog's 
sacculus. The text relates the evidence for each of the numerical values used in generating the 
curves. (A) A displacement-response curve, the relation between channel open probability 
(p) and displacement at the hair bundle's tip (X). With the hair bundle in its resting position, 
-15% of the transduction channels are open. This Boltzmann curve is generated from Eq. 4B 
with the following values ofthe parameters: 11J.L = 4.3·10-20 J, Ka = 450 J.LN·m-1, -y = 0.14,xr = 
20 nm, and d = 4 nm; the corresponding z = 250 fN. (B) Components of the total force 
produced by a hair bundle in response to deflection at the bundle's top. The force due to the 
stereociliary pivots (Fs) reflects the linear elasticity of the actin rootlets at the stereociliary 
insertions (combined stiffness Ks = 550 J.LN·m- 1). The force exerted by the gating springs 
(Fo) includes a component sensitive to channel opening and closing: the upper dashed line 
would obtain if the channels' gates were locked closed; the lower dashed line would ensue 
were the gates held open. The intervening dotted curve reflects the actual result when the 
gates are free to respond to gating-spring tension. The total force exerted by the bundle (FHa) 
is the sum ofF s and F 0 ; this is represented by the thick curve. The adjacent, thin lines show the 
total force produced by the bundle if all the transduction channels were closed (upper line) or 
open (lower line). At the bundle's resting position, the forces exerted at the bundle's tip by the 
stereociliary pivots and the gating springs are equal and opposite. If the gating springs are in 
fact tip links, severing them would cause the bundle to move to the point marked *· Altering 
the channels' open probability from the usual resting level to near unity, for example by 
blocking the gates open with an aminoglycoside antibiotic, would cause the bundle to advance 
from the origin to the position labeled ~- Because the filamentous tip links can evidently bear 
tension but not compression, pushing the hair bundle in the negative direction past the 
position marked § causes a precipitous fall in the bundle's stiffness as the links slacken. (C) 
Components of hair-bundle stiffness. The thick line portrays the bundle's slope stiffness; note 
the localized decrease in stiffness due to the gating compliance. The thin line displays the 
chord stiffness. 
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filamentous linkages between stereocilia (Crawford and Fettiplace, 1985; Howard 
and Ashmore, 1986). 

The opposing effects of gating springs and stereociliary pivots are readily 
apparent if one considers the force, F, that an experimenter must exert to hold the 
hair bundle at any displacement, X, within its plane of bilateral symmetry (Howard et 
al., 1988): 

F = -Na"fPKad + Na"YKa("YX + Xr + d/2) + K5(X- Xs) (5) 

Here Na is the number of gating springs in the bundle and Ks is the combined 
stiffness of Ns stereociliary pivots, each of stiffness Ks. Xs is the distance by which the 
top of the resting hair bundle is displaced from its equilibrium position under the 
influence of the pivots alone. Fig. 1 B graphs the contributions of various bundle 
components to the force required to displace the hair bundle. 

In many experiments, no external force is applied to a hair bundle. Under this 
circumstance, rearrangement of Eq. 5 indicates that the bundle's position is 

Na"YPKad - Na"(Ka(Xr + d/2) + KsXs X=--=------:__ __ ;__ __ 
Na-y2Ka + Ks 

-Na"(Ka[Xr- (p - 1/2)d] + KsXs 

Na"YzKa + Ks 

(6A) 

(6B) 

The stiffness of the hair bundle relates the force that must be applied to move 
the bundle to the displacement that ensues. Two definitions of stiffness may be 
employed. First, stiffness may be defined as the slope of the displacement-force 
relation at any point (Howard and Hudspeth, 1988). Alternatively, stiffness may be 
considered as the total force required to move the bundle from its resting position, 
AF, divided by the total distance moved, ax. By analogy with the conventions in 
electrophysiology and muscle mechanics, we may term these two types of stiffness the 
slope stiffness and the chord stiffness, respectively: 

(7) 

KB(chord) = AF I ax (8) 

The former relation may be obtained laboriously by differentiation of Eq. 5 following 
appropriate substitution from Eq. 4 (Howard et al., 1988). 

Experimental Determination of Numerical Values 
Data from a variety of experiments now permit us to estimate-with varying degrees 
of precision-the numerical values of every parameter in the formulation above. 
From these values we may in turn infer several intriguing facts about transduction by 
hair cells. 

The displacement-response relations of hair cells in amphibians, reptiles, birds, 
and mammals are universally sigmoidal, and are in many cases fitted by Eq. 5 
(reviewed in Roberts et al., 1988). The instances in which the fit is least satisfactory 
may be accommodated by a model with an additional closed state of the transduction 
channel (Corey and Hudspeth, 1983; Holton and Hudspeth, 1986; Crawford et al., 
1991). The steepness of displacement-response relations yields an estimate of z, the 
molecular gating force, and hence of the product -yKad. The most sensitive hair cells 
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display values of z as great as 290 fN (Howard and Hudspeth, 1988). If a tip link is the 
gating spring, the force applied along the link to open a channel isz/'y. The resultant 
value of 2 pN is plausible, for it resembles the force produced by another molecular 
machine, the motor molecule myosin (Ishijima et al., 1991). 

The number of transduction elements, N 0 , may be estimated by several means. 
Ensemble-variance analysis first demonstrated an average of 92 transduction chan
nels in hair cells of the bullfrog's sacculus (Fig. 8 A in Holton and Hudspeth, 1986). 
Measurements of the hair bundle's mechanical properties independently yielded a 
comparable value. As indicated in the first term on the right-hand side of Eq. 7, the 
flickering of channels between their closed and open states diminishes the bundle's 
stiffness. Measurement of this stiffness deficit, the gating compliance, provided an 
estimate of 85 for Na (Howard and Hudspeth, 1988). The recent observation of 
single-channel currents with unitary conductances near 100 pS (Crawford et al., 
1991) suggests that -50 active channels can also account for the greatest transduc
tion conductances reported for hair cells of the turtle's basilar papilla (Crawford et 
al., 1989). 

The value for N 0 is of interest primarily because of its consistency with the 
hypothesis that tip links are gating springs. The large hair bundles of the bullfrog's 
sacculus typically possess - 60 stereocilia, among which nearly 50 tip links may be 
formed (Jacobs and Hudspeth, 1990); the turtle's hair cells are endowed with -100 
stereocilia (Crawford and Fettiplace, 1985). The biophysical data thus indicate that 
there are about as many channels as tip links. Also consonant with the tip-link 
hypothesis is microdissection evidence that the channels are distributed approxi
mately equally among the stereocilia (Hudspeth and Jacobs, 1979). Even if the 
hypothesis is valid, however, better measurements are required to distinguish among 
various possibilities. There might, for example, be a single channel at one or both 
ends of each link. A link might prove to consist of several molecular threads, each 
terminating in a channel. Or the channels might reside in the membrane atop each 
stereocilium, where they would be activated by membrane stress induced by tip-link 
tension. 

By measuring the hair bundle's chord stiffness, we may estimate the values of Ka 

and Ks (Howard and Hudspeth, 1987a, 1988). After prolonged deflection, hair 
bundles in the bullfrog's sacculus have a chord stiffness of -550 J..LN·m- 1 (Fig. 2 C). 
Because a similar stiffness is measured at any time after the bundle is deflected at a 
right angle to its axis of sensitivity, we assign to the stereociliary pivots this 
steady-state stiffness, K8. For forces applied at the stereociliary tip, the flexional 
stiffness of each of the 60 stereociliary insertions is accordingly - 10 J..LN ·m - 1. 

Immediately after a force is applied, whether in the positive or the negative 
direction, the bundle is considerably less compliant than it becomes after a few 
hundred milliseconds; its initial stiffness is nearly 1,000 J..LN·m-1 (Fig. 1 C). Because 
bundle stiffness ebbs synchronously with the decline in transduction current that 
marks adaptation in hair cells (Eatock et al., 1987), we assign the time-dependent 
component of stiffness, - 450 J..LN ·m - 1, to the gating springs (Howard and Hudspeth, 
1987a ). If gating springs are tip links, of which there are -50 per bundle, then the 
stiffness of an individual gating spring, Ka, is also - 450 J..LN ·m - 1 (Howard and 
Hudspeth, 1988). The numerical values of Ka and Ks have been incorporated in the 
plots shown in Fig. 1 B. 

Determination of the gating compliance additionally allows us to estimate the 
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value of d, the swing of the channel's gate. Consistent with the expected size of an ion 
channel and with the -1-nm conductance pore of the transduction channel, the 
channel's gate moves through a distance of - 4 nm upon opening (Howard and 
Hudspeth, 1988). It should be noted that the molecular component that actually 
obstructs the pore needs not move this far: the gating distance reflects the gating 
spring's relaxation when the channel opens, and might represent the excursion of one 
arm of a molecular lever whose other extreme moves through a lesser distance to 
open the pore. 

Two lines of evidence provide indirect estimates of the value of Xn the resting 
extension of the gating springs. When a hair bundle is abruptly pushed in the 
negative direction, its stiffness declines after displacement in excess of -100 nm 
(Howard and Hudspeth, 1988). Although this effect might ensue from twisting of the 
stereociliary cluster, the result is equally compatible with slackening of the gating 
springs. The second relevant observation is that the rate constant for channel closure 
is fixed for negative excursions of greater than -100 nm (Corey and Hudspeth, 1983). 
This behavior would be expected if slackening of the gating springs rendered the 
gating process insensitive to further bundle motion. In Fig. 1 B, the point at which the 
gating springs slacken, indicated by §, has been situated 155 nm negative to the 
bundle's resting position. Taking into account the geometrical gain of the bundle, the 
data indicate thatxr is at least 14 nm. 

Although the estimate of the gating spring's resting extension is poorly con
strained, the value obtained is compatible with a recent result of altogether another 
type. Eq. 6 expresses a hair bundle's expected position in the absence of external 
forces. Because the resting value of p is small, -0.15 (reviewed in Roberts et al., 
1988), the initial term in the numerator of Eq. 6A may be ignored for the present. 
The remaining terms in the numerator must be approximately equal and opposite; 
they reflect the "bowstrings," tip links pulling the bundle in the negative direction, 
and the "bows," stereociliary pivots pulling the bundle in the positive direction. 
Were the tip links suddenly severed, we would expect the bundle to leap in the 
positive direction by an amount X 8, which for the parameter values chosen here 
amounts to 122 nm. The bundle's expected position after rupture of the gating 
springs is indicated by * in Fig. 1 B. 

A Ca2+ concentration of 10 J.LM or more is required for mechanoelectrical 
transduction by hair cells of several varieties (Hudspeth and Corey, 1977; Crawford 
et al., 1991). It has recently been established that low-Ca2+ solutions that interrupt 
transduction also sever tip links. As this process occurs, hair bundles from the 

Figure 2. Effect on the hair bundle's mechanical properties of adaptation to a position 100 nm 
positive to the bundle's resting point, indicated in each panel by an arrow. (A) The 
displacement-response relation reflects the transduction channels' open probability measured 
from the adapted position. (B) Adaptation involves an adjustment of the relation between the 
force applied to the bundle (FHa) and its position. This effect results from a resetting of 
tip-link length such that the displacement-force relation for the gating springs (Fo) is 
translated 100 nm along the abscissa. The properties of the stereociliary pivots (Fs) are 
unchanged. When the fully adapted bundle is released, it immediately moves to the reset 
equilibrium position indicated by :j:. (C) The slope stiffness of the bundle is unaltered by 
adaptation save that the locale of the gating compliance is shifted along the abscissa by 100 nm. 
The chord stiffness reveals an apparent reduction in bundle stiffness for positive deflections. 
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bullfrog's sacculus lurch forward by an average distance of 133 nm (Assad et al., 
1991). In addition to providing a direct measurement of the value of Xs, this 
experiment provides a third, independent means of estimating Xr- At the bundle's 
resting position,p is small andxr substantially exceeds d/2; it then follows from Eq. 
6A that Xr ""' KsXsl N o'YKa· The values of the parameters on the right-hand side of 
this relation lead to a value for Xn 23 nm, in very satisfactory agreement with the 
other estimates. 

Electron-micrographic investigations indicate that a tip link of the bullfrog's 
saccular hair cell has a length, which presumably represents the resting length, of 
~ 150 nm (Jacobs and Hudspeth, 1990). If the link's resting extension is ~ 20 nm, its 
tensile strain is 0.13 at rest. Each tip link must bear a resting tension of ~ 9 pN. If the 
link is anchored to myosin-like molecules at its upper end (Howard and Hudspeth, 
1987a, b), just a few such molecules would suffice to produce this tension (Ishijima et 
al., 1991). For a very large, positive hair-bundle displacement, 2 J.Lm, the total tip-link 
extension presumably approaches 300 nm; a link's maximal strain is ~ 2, and its 
Young's modulus is at least 4 MPa (Howard and Hudspeth, 1988). 

Eq. 6 may also be used to estimate the results expected from treatments that 
change the probability of channel opening. Aminoglycoside antibiotics block ionic 
permeation through transduction channels (Kroese et al., 1989) and lock their gates 
in a fixed position (Howard and Hudspeth, 1988). If such a drug is iontophoretically 
applied to a bundle, the bundle displays a prompt, transitory motion in the positive 
direction (Denk, 1989). The sign of this movement suggests that channels are 
occluded with their gates open; when it insinuates its charged region into the 
channel's pore, the bulky drug evidently arrests the gate's swing. As a consequence, 
the value of p in Eq. 6 changes from only 0.15 at rest to near unity when the channels' 
gates are jammed open. The formula indicates that the expected movement is ~ 13 
nm (to the position marked by a triangle in Fig. 1 B), in reasonable agreement with 
the experimentally observed motion of 23 nm (Fig. 5.5 in Denk, 1989). 

If Xr is taken to be 20 nm, displacement-response relations may be used in 
conjunction with Eq. 4B in the estimation of the chemical-potential difference, .:lJ.L, 
between the open and closed states of the free transduction channel. The resultant 
value, 4.3·10-20 J, is > 10-fold the thermal energy level, kT. As a consequence, a 
channel's probability of being open in the absence of a gating spring is < 10-4• This 
result may prove of importance in the natural history of transduction channels: the 
low open probability implies that numerous channels could be synthesized and 
inserted into the hair cell's apical membrane, awaiting activation by attachment to a 
tip link, without corrupting a cell's electrical signals by incessant opening. Although 
electrically silent, such latent channels might nevertheless be detected by biochemi
cal or immunohistochemical procedures. If transduction channels are gated only by 
tip links, and not by membrane stress or other stimuli as well, the low open 
probability of free channels augurs ill for identification of a eDNA encoding the 
channel by expression of mRNA in Xenopus oocytes. 

Adaptation 
The gating-spring model for mechanoelectrical transduction readily accommodates 
the phenomenon of adaptation. A hair bundle in the bullfrog's sacculus responds to 
static displacement by adjusting its position of mechanical sensitivity to accord with 
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the position in which the bundle is held (Eatock et al., 1987; Assad et al., 1989; 
Hacohen et al., 1989). Adaptation of this sort could be effected by adjusting the 
tension in each gating spring, for example by repositioning the upper insertion of 
each tip link with a motor molecule such as myosin (Howard and Hudspeth, 1987a, b; 
reviewed in Hudspeth, 1989). 

The mechanical behavior of hair bundles is consistent with resetting of the 
gating springs during adaptation. If a constant force in the positive direction is 
applied to a bundle, the bundle promptly moves through some distance, then relaxes 
farther with a time constant near 20 ms. The position of mechanosensitivity shifts in 
the same direction with a similar time course (Howard and Hudspeth, 1987a ). These 
phenomena may be explained by including in the model a time-dependent term, x., 
that reflects the change in gating-spring length as a result of adaptation. In particu
lar, Eqs. 4B and 5 then become 

p = [1 + e[LlfL-KG<f(-yX+xr-xa)]/kTj-I, (9) 

F = -N0 -ypKod + N 0 -yK0 (-yX + xr- Xa + d/2) + Ks(X- Xs) (10) 

Note that adaptation in the positive direction is associated with relaxation of the tip 
links. As a consequence, the channel's open probability declines as adaptation 
proceeds, and progressively less force is necessary to hold the bundle at a fixed 
deflection in the positive direction. Fig. 2 B demonstrates the altered mechanical 
properties of the hair bundle after adaptation of 100 nm in the positive direction. 

Resetting of the gating-spring length also explains the mechanical response of a 
hair bundle when a tonic force is removed. The forces produced on the bundle by 
gating springs and stereociliary pivots balance at the point marked * in Fig. 2 B, - 45 
nm in the positive direction from the origin. If the external force on the bundle is 
abruptly released, the bundle immediately moves to this new equilibrium position 
(Howard and Hudspeth, 1987a, b). As tension is restored to the gating springs by the 
adaptational motor, however, the equilibrium position gradually returns to the 
bundle's original point of repose. 

Mechanical analysis clarifies an aspect of the adaptation process that can be 
confusing. A bundle's progressive movement in the direction of an applied force 
during adaptation suggests that the bundle becomes more compliant with time. At 
the same time, however, the incremental force necessary to move the bundle through 
small distances is unchanged during adaptation (Howard and Hudspeth, 1988). The 
apparent paradox is resolved by considering the difference between chord and slope 
stiffness (Eqs. 8 and 7). Figs. 1 C and 2 C illustrate that, measured from the bundle's 
original resting position, the chord stiffness does decrease during positive adapta
tion. No elastic elements leave the bundle, however, as adaptation proceeds; the 
gating springs are continuously retensioned, but not disconnected, so the slope 
stiffness does not decline. 

Uncertain Issues 
For the gating-spring model to hold in the form presented above, hair-bundle 
deflection must produce approximately equal tension in each gating spring of a 
bundle. The foregoing discussion minimized several important difficulties with this 
assumption. 

Stimuli are ordinarily applied to the bundle's tallest stereocilia, whether at the 
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attachment to a tectorial membrane, via a kinocilium, or through hydrodynamical 
coupling. How, then, does a mechanical stimulus propagate across the bundle? If the 
stimulus force were transmitted through the tip links themselves, those at the 
bundle's tall edge would be greatly stretched before those at the short edge 
experienced significant extension. Such a situation would inevitably broaden the 
displacement-response relation, decrease the cell's sensitivity to small stimuli, and 
force a few tip links to bear the brunt of large, potentially destructive stimuli. 

The dependence of hair-bundle stiffness upon the number of stereocilia in a 
bundle implies that stimulus forces are distributed approximately equally among the 
stereocilia (Howard and Ashmore, 1986). The relation between stiffness and the 
height at which it is measured suggests, moreover, that the processes are significantly 
cross-linked to one another. Although stereocilia are interconnected near their bases 
by filamentous linkages that might transmit stimuli, transduction persists when these 
basal connections have been enzymatically obliterated (Jacobs and Hudspeth, 1990). 
Fibrillar connections also occur at the sites of contact between stereociliary tips, at a 
level just below that of the tip links; these apical lateral contacts could distribute 
forces across successive ranks of stereocilia. If they are firmly attached to adjacent 
stereocilia at fixed points, however, it is difficult to understand how short filaments 
could accommodate the comparatively large shear displacements that occur over a 
bundle's range of operation (Howard and Ashmore, 1986). 

The problem posed by stimulus propagation could be neatly evaded if contigu
ous stereocilia were held in contact at their points of tangency by an agency, such as 
electrostatic force between membrane proteins or lipids, that would transmit forces 
laterally without impeding shear between stereocilia (Howard et al., 1988). As in 
many other instances of membrane-membrane interaction, Ca2+ might mediate such 
an interaction. A saline solution of low Ca2+ concentration might therefore promote 
the scission of tip links indirectly, simply by exposing them directly to the ravages of 
mechanical stimuli. The propensity of stereociliary membranes to fuse in the 
presence of multivalent cations, especially aminoglycoside antibiotics, might con
versely reflect overly avid interactions between membranes. Alternatively, one might 
suppose that the membrane insertions of the apicallaterallinkages are free to diffuse 
in the plane of the stereociliary membranes. Were this the case, the contacts would 
migrate to the hair bundle's top, permit shear between the stereocilia, but resist 
separation of the processes. Despite the plausibility of these schemes for stimulus 
propagation, however, there is no direct evidence for either such mechanism. If 
anything, the fact that stereocilia in detached hair bundles tend to splay apart, rather 
than stacking together like cordwood, speaks against electrostatic bonding between 
stereociliary membranes. It is clear that new experimental approaches are required 
to elucidate the mechanism of stimulus propagation and thus to ascertain whether 
this mechanism is consistent with the gating-spring model for transduction. 

Conclusion 
Numerous lines of evidence support the hypothesis that a hair cell's transduction 
channels are gated by tension in elastic elements, the gating springs, near the hair 
bundle's top. The data further suggest that the gating springs are tip links atop the 
individual stereocilia. As this chapter demonstrates, there is a remarkable quantita
tive agreement among estimates of the values of the model's parameters from 
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independent experiments. Although there are clearly issues on which we remain 
uncertain, the gating-spring model provides for the present an internally consistent 
and quantitatively accurate description of mechanoelectrical transduction by hair 
cells. 
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Introduction 
Among sensory organs the mammalian auditory system is unique in that its very basis 
of operation appears to be a local, mechanical feedback action that provides the 
amplification required for its "normal" functioning. Inasmuch as the system is 
markedly nonlinear, one needs to make measurements at various locations inside the 
operating feedback loop in order to understand its operation. This requires measure
ments in vivo in both the forward and feedback paths of the system. As we discuss 
below, one of the sensory receptor types of the organ of Corti, the outer hair cell 
(OHC), is assumed to be the feedback element. In contrast, the other receptor, the 
inner hair cell (IHC), is the output component of the organ in that it apparently 
conveys most, and probably all, sound-related information to the central nervous 
system. These two cells then are natural targets for the recording of electrical 
information that can reveal both the actual cochlear output (IHCs) and characteriza
tion of the feedback (OHCs). Further rationale for attempting intracellular record
ings in vivo is the desire to obtain any data from OHCs whose sparse afferents have 
not yet yielded their secrets to probing microelectrodes. In contrast, while literally 
thousands of studies have been performed on IHC afferents, providing one of the 
best-studied data bases in all of neurophysiology, it is of interest to ascertain 
differences between pre- and postsynaptic processing. Intracellular recordings from 
mammalian hair cells can provide essential information unobtainable by other 
means. 

During the past 20 years bits and pieces of information have added up to the 
present consensus on the sequence of events in the mammalian cochlea (for review, 
see Dallas, 1985b, 1988a). Acoustic pressure delivered by the vibrating stapes into 
the fluids of the cochlea equilibrates by setting the cochlear partition into vibratory 
motion. Due to the changing mechanical impedance of this partition, a characteristic 
pattern of vibration emerges: Bekesy's traveling wave. This wave distributes the 
incoming acoustic energy along the length of the partition in a frequency- and 
level-dependent manner, so that at low sound levels very clearly demarcated 
geographical locations may be associated with any frequency. This "mapping" of 
frequencies onto the length of the partition is the primary basis of the ear's frequency 
analysis capabilities. Such cochleotopic mapping is maintained at all levels of the 
auditory nervous system, rendering spatial coordinates to frequency. The tuning 
produced by the passive Bekesy wave is quite poor, incapable of accounting for either 
psychophysical measures of frequency selectivity or, more significantly, for the tuning 
properties of single auditory nerve fibers. It is now clear that this Bekesy-type wave 
exists only under adverse conditions, when the functioning of the cochlea is subopti
mal. For example, the original descriptions of the traveling wave by Bekesy were 
based on measurements on cadavers. Contemporary data on the vibratory pattern of 
the basilar membrane in vivo reveal spatial patterns that are orders of magnitude 
sharper than the Bekesy wave, that are exceedingly nonlinear functions of sound 
level, and that exhibit remarkable sensitivity to the physiological condition of the 
animal (Rhode, 1971; Khanna and Leonard, 1982; Sellick et al., 1982; Ruggero and 
Rich, 1990, 1991 ). Theoretical work indicates that the degree of frequency selectivity 
manifested by the best of the contemporary data cannot be achieved by a passive 
system (deBoer, 1983; Kolston et al., 1990; Zweig, 1991). Instead, there must be an 
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active (energy-converting) feedback system whose role it is to amplify the vibrations 
represented in the Bekesy wave in order to produce the ultimate frequency selectiv
ity of the auditory periphery (Davis, 1983; Neely and Kim, 1983). The amplification 
required, 40-50 dB (Zwicker, 1979), is assumed to arise in a flow of vibratory energy 
that originates in a region basal to the best or characteristic place for a given 
frequency stimulus, and which is absorbed at the characteristic place, providing a 
major boost in amplitude therein (Lighthill, 1981; Neely and Kim, 1983). Beyond this 
sharpening, there is no further improvement in frequency selectivity along the 
ascending auditory nervous system. 

It became evident relatively early that damage or destruction of OHCs pro
foundly influences neural and behavioral responses (Kiang et al., 1970; Ryan and 
Dallas, 1975; Dallas and Harris, 1978; Harrison and Evans, 1979). In view of 
Spoendlin's (1969) discovery that IHCs possess 90-95% of auditory afferents, the 
implication was, and is, that OHCs influence the operation of the cochlea (Dallas 
and Harris, 1978). Brownell's 1983 discovery that OHCs in vitro can change their 
shape when electrically stimulated provides a plausible means for these cells to exert 
influence upon their environment. It is still the prevailing notion that OHCs 
transduce their vibratory input and the receptor potential thus produced drives a 
motile process that results in a mechanical feedback from OHC to cochlear partition. 
The feedback amplifies and sharpens the mechanical response and thereby alters the 
input to the IHCs, whose function is true sensory transduction. While there are some 
problems with this scheme (Hudspeth, 1989), at this time it is "the only game in 
town." 

The purpose of this paper is to provide an overview of hair cell receptor 
potentials and to consider some aspects of motility. The context is the presumption 
that in IHCs the receptor potentials mediate synaptic transmitter release, whereas in 
OHCs they primarily drive the electromotile feedback. It is anticipated that the in 
vivo recordings from OHCs reveal the control signal for feedback, whereas examina
tion of electromotility informs about the motor proper. The entire schema may be 
symbolized in the block diagram of Fig. 1 a that reflects the ideas of Mountain et al. 
(1983). The passive Bekesywave and the active feedback force from the OHC-motor 
are summed in the micromechanical processes of the organ of Corti. The resulting 
mechanical events provide input to both hair cell types. For simplicity, we show the 
same input to both hair cells even though there are likely to be modifications in the 
inputs to both cell types due to the relationship between their cilia and the tectorial 
membrane (see below) and conceivable regional differences in tectorial membrane 
dynamics. It is assumed that the feedback is negative and that around the best, or 
characteristic, frequency sufficient phase shift accumulates to produce positive 
feedback and amplification. The phase shift may be due to frequency-dependent 
dynamic elements in the OHC proper (in its forward and/or feedback paths), or in 
frequency-dependent input changes to OHCs (Zwislocki, 1989). From our vantage 
point, the two outputs of the system are IHC and OHC receptor potentials, the 
subjects of this chapter. 

Methods 
Only a cursory description is provided, inasmuch as experimental details are avail
able from the literature (in vivo recording: Russell and Sellick, 1978; Dallas et al., 
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1982; Dallos, 1985a; Cheatham and Dallos, 1989). The majority of information on 
mammalian receptor potentials and on electromotility has been obtained from one 
species, the guinea pig. The cochlea of this animal is encased in a thin bony sheath 
and is almost entirely free-standing within an air-filled bony compartment of the 
skull, the auditory bulla. Its configuration makes this cochlea highly accessible at 
several locations. Two in vivo recording techniques have been developed, which, as 
Fig. 2 shows, are customarily applied to different cochlear regions. The original 
approach to IHCs was through the scala tympani and basilar membrane via the 
enlarged round window (Russell and Sellick, 1978). The initial approach to OHCs 
was through a fenestra in the bony lateral wall of the cochlea and through the scala 
media space (Dallos et al., 1982). Either approach may be used to record from either 
IHCs or OHCs. The major distinction is that the scala tympani approach thus far has 
been applied to the basal turn of the cochlea, the region that responds to the highest 
frequencies. The lateral approach, in principle, may be applied in any of the four 
cochlear turns. In practice, it has been used in the fourth, third, and second cochlear 

BASE 

LATERAL APPROACH APPROACH 

Figure 2. Schematic diagram con
trasting the lateral approach (Dallos 
et al., 1982) with the scala tympani 
approach (Russell and Sellick, 1978). 
The cross-sectional diagrams indicate 
the path of the recording electrode 
into the organ of Corti. The lateral 
technique has been used for record
ing from three apical locations, 
whereas the scala tympani technique 
yields data for the highest frequency 
first cochlear turn (base). 

turns. These three turns represent roughly one-half of the total cochlear length and 
code approximately the lower five octaves of the auditory frequency range. 

As we discuss below, either of the two approaches may introduce distortions of 
the vibrating medium within which the hair cells are situated. As a consequence, the 
presence of the electrode may alter the responses obtained and may alter them 
differently depending on the method used. While many findings are similar with 
either method, there are, unfortunately, also observed differences, particularly in the 
behavior of OHCs. At this time it is not possible to state with certainty whether the 
differences are due to the methods or to the place of recording: high- versus 
low-frequency regions. These issues are addressed in detail below. 

When simple acoustic stimuli, tones or brief bursts of tones are employed, or a 
limited number of different frequency tones are used together, hair cells typically 
produce a stereotyped receptor potential (by definition the stimulus-related change 
in the cell's membrane potential). The receptor potential's dominant components 
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are a phasic, frequency-following (ac) response and a tonic (de) voltage shift. In Fig. 
3 examples are provided for such simple responses from an IHC and an OHC. The 
phasic response, at the frequency of the stimulus, is superimposed on a de pedestal. 
The relative magnitudes of the two components are frequency and level dependent 
and are also a function of the source: IHC or OHC. When examined on an expanded 
time scale, the waveforms are generally distorted, or nonsinusoidal. This distortion is 
a reflection of the presence of higher harmonics of the fundamental (stimulus) 
frequency in the response. The waveform distortion arises in several of the nonlinear
ities present in the cochlear transducer chain. The de component is merely the 
average response, itself a distortion component, arising from the asymmetry of the 
nonlinearities. When more than one frequency is present in the stimulus, nonlinear 
interactions occur among them, producing intermodulation distortion products and 
the mutual suppression of response components. 

Receptor potentials are produced by the hair cell's transducer current passing 
across the cell's basolateral membrane resistance. Current is regulated by transducer 

A OHC 

B IHC 

3250 Hz 80 dB 

OC180.C03 

Figure 3. Examples of receptor po
tential waveforms from IHC and 
OHC. Recordings are from the sec
ond cochlear tum using the lateral 
approach. Stimulus is a tone burst of 
3,250-Hz frequency, 80-dB sound 
level, and 15-ms duration. Note that 
both waveforms contain a frequency
following (ac) and an average (de) 
component. 

channels that open or close in response to deflection of the cilia (Hudspeth, 1989). 
Receptor potentials are modified by voltage- and time-dependent conductances 
associated with the cell's basolateral membrane (Ashmore and Meech, 1986; Kros 
and Crawford, 1990). They are severely attenuated at high frequencies by the cell's 
membrane capacitance, which forms a low-pass filter with the basolateral membrane 
conductance (Russell and Sellick, 1978; Dallos, 1984; Palmer and Russell, 1986; 
Weiss and Rose, 1988). In addition, the uncompensated stray capacitance of 
high-resistance microelectrodes attenuates the phasic response component above a 
few thousand hertz. Waveform distortion is most evident when the signal frequency 
is low and the higher harmonics are not attenuated. 

We present basic receptor potential characteristics of IHCs and OHCs obtained 
with the lateral approach. In the Discussion comparisons are made with the scala 
tympani approach and similarities and differences are considered. The implications 
of the different findings are also addressed. 
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Results 
Frequency Dependence of Receptor Potentials 

In Fig. 4 basic frequency response patterns, obtained at low sound levels (30 dB 
SPU), are shown for an IRC and ORC from the same organ of Corti. Both the 
fundamental phasic (ac) response and the tonic (de) component are depicted. It is 
apparent that at low sound levels both cell types and both response components 
exhibit distinct tuning. In other words, these cells, located in the third cochlear turn 
( -13.8 mm from the cochlear base), produce the largest ac and de responses at -1 
kHz. This frequency is designated the characteristic frequency (CF) of the cell. This 
CF is not significantly attenuated, if at all, by basolateral membrane filtering or by the 
recording electrode's stray capacitance. Consequently, either the ac or de component 
may be used to determine the CF. When recording from higher frequency regions 
this is no longer true (see Fig. 6), and then only the de pattern's maximum provides a 
true estimate of the CF. 

Magnitude differences between the responses produced in the two cell types 
may not be significant. While in our hands ORC responses are usually smaller, this 
may simply be a reflection of the greater difficulty of maintaining good contact and 
high-quality recordings with ORCs. In fact, we have seen larger ORC responses 
when compared with those obtained from IRCs in the same cochlea. Both cell types 
can produce peak-to-peak responses as large as 40 mV. Qualitative differences 
between response properties of the two cell types do exist, however. Note that the 
very low frequency slope of ac responses is steeper for IRCs. The difference between 
the two slopes is 6 dB/octave. This is further discussed in conjunction with low
frequency phase differences between as responses from the two cells. For both cell 
types the slopes of the de response components are steeper than the corresponding 
ac slopes, reflecting a roughly square-law nonlinearity relation between the two. The 
most obvious difference between cell types is seen in the de patterns. IRC de 
receptor potentials are always positive (depolarizing), whereas those of ORCs show 
a negative-to-positive transition with increasing frequency. As the signal level 
increases, the low-frequency hyperpolarizing response of ORCs reverses and at high 
levels only depolarizing responses are seen in either cell type. This transition is 
clearly seen in Fig. 4 in the higher level (70 dB SPL) plots provided for comparison. 
In considering high level responses, first note that in essentially all plots the tuning is 
minimal or nonexistent. In other words, the sharply tuned band-pass response 
patterns so characteristic at low levels are converted into low-pass configurations. 

The plots of Fig. 4 are iso-input patterns which are excellent for revealing the 
frequency-dependent nonlinearity of the response. Note that at CF the 40-dB 
increase in input level yields only a - 6-dB increase in the IRC responses and a -15 
dB increase in the ORC potentials. In contrast, at low frequencies the 40-dB increase 
in input causes almost 40 dB change in response. This reveals the fundamental 
band-pass nonlinearity that is expressed at all levels of cochlear processing: in the 
mechanical response of the basilar membrane (Rhode, 1971), in the gross cochlear 
potentials (Dallos, 1973), and in neural responses (Rose et al., 1967). If instead of 
iso-input patterns one obtains iso-response curves, illustrated for another IRC in 

1 Sound pressure reference is 20 J.LPa. 
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Figure 4. ac (phasic) and de 
(tonic) frequency response 
plots from an IHC (top) and an 
OHC (bottom) obtained with 
the lateral approach from the 
same organ of Corti in the third 
cochlear turn. Responses to two 
constant sound levels, 30 and 
70 dB, are shown. (Adapted 
from Dallos, 1985a.) 
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Figure 5. !so-response func
tions (i.e., sound level required 
to produce a receptor potential 
of 1 m V) from a third-turn 
IHC. Both ac and de functions 
are shown. (Reproduced from 
Hearing Res., 1992, in press, by 
copyright permission of Elsevier 
Science Publishing Co., Inc.) 

Fig. 5, one finds the ac and de patterns to be nested and the latter requiring - 20 dB 
greater sound for reaching identical response criteria. These patterns are the exact 
analogues of the much-studied auditory nerve tuning curves (Kiang et al., 1965) and 
they are in good quantitative agreement with one another, provided that species and 
best frequencies are matched. 

In Fig. 6 we provide sets of iso-input ac and de response patterns obtained from 
IHCs at three different locations along the cochlea. These are -17.0, 13.8, and 9.7 
mm from the cochlear base (with a total length of 18.6 mm), corresponding to 
recording locations in turns four, three, and two. The CFs of cells at these sites 
average 270, 1,000, and 4,000 Hz. In sensitive cells, at the sound level used here (50 
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Figure 6. Comparison of iso
input receptor potential func
tions, both ac and de, from 
IHCs in fourth-, third-, and 
second-turn cochlear locations. 
Sound level, 50 dB. 
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dB SPL) there is already significant saturation of the ac response around CF. Also, 
higher frequency ac responses are significantly attenuated by the cells' basolateral 
membrane filter. For these reasons, at moderate sound levels the ac response 
patterns do not necessarily show a peak at CF. The de patterns, however, do so, as 
they clearly show sharper tuning. It is interesting to note that the degree of 
nonlinearity seen in the IHC response, as reflected by the magnitude of the de 
component, appears to increase from apex to base. 

Level Dependence of Receptor Potentials 

There are two conventional ways of displaying the receptor potential's dependence 
on input sound level. One may simply plot response ( ac and de) magnitude as a 
function of level. Alternatively, depolarizing and hyperpolarizing peak magnitudes 
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Figure 7. (a) Response magnitude (ac and de) as a function of sound level from a third-turn 
IHC. Relative phase change of the fundamental ac response is shown also. Three waveforms 
(obtained at levels signified by the matching symbols) are demonstrated. (b) By taking peak 
positive and negative responses as functions of peak "positive" and "negative" sound 
pressures, a pseudotransducer function is generated. (Reproduced from f. Acoust. Soc. Amer., 
1989, 86:1790-1796, by copyright permission of the American Institute of Physics.) 
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may be plotted against condensation and rarefaction sound pressure magnitude. The 
latter plot reveals response asymmetries, as well as size, and thus provides a 
combined representation of both ac and de responsiveness. Fig. 7 gives an example 
for both means of plotting. This example is for a third-turn IHC whose CF is 1,000 
Hz. Stimulus frequency is 700 Hz. At low sound levels the ac fundamental response 
rises linearly to saturate above -50 dB SPL. Saturation is incomplete, in that over 
the range measured, the ac response does not completely level off but continues to 
increase slowly. In many other examples there is an absolute response peak and a 
modest decline at higher sound levels (Dallas, 1985a ). The de component follows the 
course of the ac response except at the lowest levels where it rises faster, with an 
asymptotic slope of approximately two. Fundamental phase is also shown and will be 
discussed later. Three examples of the waveforms are also provided. From such 
waveforms the positive and negative peaks may be measured and then plotted as 
shown in Fig. 7 b. We designated such plots as pseudotransducer functions, inasmuch 
as they approximate the characteristic curve of the hair cell's transducer process. 
Since the transducer is followed by filtering, which is reflected in the waveforms and 
hence in the pseudotransducer function, clearly it is not identical to its real 
namesake. The correspondence, however, is probably good at low frequencies. The 
functions are generally highly asymmetrical, showing hard saturation in the hyperpo
larizing direction and slow saturation toward depolarizations. This asymmetry, of 
course, is the origin of the prominent de response component in the receptor 
potential. Cochlear hair cells behave, in this respect, as hair cells from submamma
lian vertebrates (Hudspeth, 1989). At lower sound levels (up to approximately ± 1 
Pa) the functions may be fit by rectangular hyperbolas (Russell and Sellick, 1983). 
When examined at different frequencies the pseudotransducer functions have 
similar functional form but exhibit different gain (slope at the origin) and saturation 
level. 

Phase Patterns in Receptor Potentials 
A good reference for assessing frequency-dependent changes in the response phase 
is the gross potential recorded with the microelectrode from the organ of Corti fluid 
space. When the difference between intracellular and extracellular phases is formed, 
the contribution of the recording system is eliminated to some extent. Such differ
ence plots for an IHC and OHC from the same cochlea are shown in Fig. 8. Several 
interesting observations are made. Both cellular responses show accumulating phase 
lags at high frequencies. These correspond to the effect of the low-pass filters 
possessed by the cells' basolateral membranes. In our preparations, cut-off frequen
cies of these filters are -1,000 Hz. The low-frequency phase difference between IHC 
and OHC is striking. While the OHC response is in phase with the gross potential, 
the IHC phase is - 90° lead. This is further illustrated with the waveforms of Fig. 9. 
Here IHC, OHC, and organ of Corti responses are shown for 150-Hz tone bursts. 
The intracellular responses are larger than the gross responses. The latter appear as 
attenuated versions of the OHC waveform, showing similar distortion and being 
exactly in phase. The difference between the gross response and that from the IHC is 
pronounced. Aside from the significantly greater waveform distortion seen in the 
IHC potential, it also leads in phase. These differences signify that OHCs are the 
likely dominant source of the ac extracellular response. The combined finding of + 6 
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Figure 8. Relative magnitude (top) 
and phase (bottom) ofiHC and OHC 
ac receptor potentials with reference 
to responses obtained from the fluid 
space of the same organ of Corti. 
Recordings are from the third turn at 
constant 50-dB sound pressure level. 
(Reproduced from Hearing Res., 1984, 
14:281-291, by copyright permission 
of Elsevier Science Publishing Co., 
Inc.) 

dB/octave slope (see Fig. 4) and +90° phase-lead of IHC versus OHC seems to 
indicate a functional difference between stimulation of the two cell types. 

As we have seen in Fig. 7, the relative response phase is level dependent, 
another sign of the cochlea's nonlinear behavior. The general pattern of this phase 
change is also a function of frequency. In Fig. 10 this is illustrated for three 
frequencies, one below CF (300Hz), one at CF (900Hz), and one above CF (1,600 
Hz). The CF of the cell provides a demarcation between opposing behaviors above 
and below it. At low frequencies there is a gradual increase in phase-lag as stimulus 
level is raised, while at high frequencies phase-lead accumulates. The broader linear 
range generally seen at low frequencies is manifested in minimal phase shift up to 
-50 dB SPL. Total lags tend to be modest, less than 90°. High-frequency phase leads 
are larger but do not approach 180°. At CF phase is largely independent of level. 

A OHC 

B IHC 

150Hz 80 dB 

MY211.C02,C04 

AP231.C04-,C 15 

Figure 9. Waveform responses 
to low-frequency (150Hz) stim
uli recorded from the second 
cochlear turn. OHC (top) and 
IHC (bottom) responses are 
compared with recordings from 
the organ of Corti fluid space. 
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Figure 10. Level dependence of IHC 
and OHC ac response phase shift at 
three different frequencies. Level 
changes at CF ,., 900 Hz, have virtu
ally no effect on phase. Increased 
sound level above CF produces phase 
lead, while that below CF generates 
phase lag. Recordings are from the 
third tum. Bar indicates 100°. Lowest 
level point is arbitrarily placed for 
clarity of presentation. (Adapted from 
Dallos, 1986.) 

Complex Interactions Revealed in Receptor Potentials 

Clearly, the auditory system is not "designed" to process simple sinusoidal stimuli. 
Thus, it is a long-standing interest of auditory physiologists to learn about operations 
performed on more complex signals by the auditory periphery. The two principal 
topics under this heading are related to the interactions observed between two 
sinusoidal inputs. These are the production of intermodulation distortion and the 
suppressive effects of one signal upon the other. Intermodulation is defined as the 
production by a nonlinear system of new frequencies: nf1 ± mfz, where / 1 and fz are 
the two input frequencies (/1 < fz) and n and m are integers. The two most-studied 
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Figure 11. Two distortion com
ponent magnitudes obtained 
from a third-tum IHC. Both 
primary frequencies are pre
sented at 70 dB sound level and 
their frequency ratio was main
tained at a constantfz//J of 1.4. 
The two distortion components 
(open symbols) are plotted at 
their own frequency. Also plot
ted is the response to a single 
tone (fo) presented at 20-dB 

2 sound level (filled squares). 
Low-level single-tone data are 
given to clearly delineate the 
characteristic frequency. The 

a b dotted vertical line corresponds 
to CF. The dash-dot lines correspond to the frequency where (/J + [2)/2 = CF. The response 
peak at this frequency reflects the site of generation of the distortion component, whereas the 
peak at CF reflects a repropagated traveling wave. 
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products are [2 - ft and 2ft - [2. Suppression is defined as the reduction in the 
response to a tone in the presence of a second one. Thus we will address the 
suppression offt by [2 [symbolizedf1(f2)] or that off2 by ft [/2(/t)]. Frequently the two 
tones suppress one another. 

An example of [2 - ft and 2ft - f 2 production is given in Fig. 11. Here both 
frequencies are presented at 70 dB SPL and their ratio is kept constant ([21ft = 1.4) 
as they are swept through the range of this third-turn IHC. Data are plotted at a 
component's own frequency. For comparison, the single-tone response at 20 dB SPL 
is also given. Both plots are bimodal with a common peak at (ft + [2)/2 = CF. A 
second peak is seen where either [2 - f 1 = CF or 2ft - f 2 = CF. These latter peaks 
coincide with the single-tone maxima. A common interpretation of these patterns is 
as follows. The response lobe that peaks at the approximate average frequency of the 
two primary components reflects the generation of the intermodulation distortion. 
The second lobe, that at the distortion product's own frequency, reflects the analysis 
of a traveling wave, produced at a more basal location (at the best frequency place 
for this (ft + f2)/2). In this manner one is able to study both the generation and 
analysis of traveling waves that originate within the cochlea by nonlinear distortion. 

Suppression of one signal by another is a nonlinear cochlear interaction. The 
phenomenon, usually called two-tone suppression (2TS) is extensively documented 
in the auditory neurophysiology literature. It may be one mechanism whereby 
auditory "contrast enhancement" is produced. In other words, when multiple 
frequency components are present, the stronger ones suppress their weaker neigh
bors and thereby amplify spectral differences in complex sound patterns. One simple 
means of examining 2TS is to sweep two tones, ft and [2, through a cell's response 
frequency range, while keepingf2/ft constant, and observe the effects the two tones 
have on each other. In Fig. 12 an example is provided for a third-turn IHC with 
f 21ft = 1.4. Both frequencies are presented at 50 dB SPL. The left panel gives the 
response toft alone and in the presence ofh[ft(/2)]; the middle panel gives responses 
for[2 and[2(ft); and the right panel gives the differences between the appropriate two 
plots, i.e., the actual 2TS patterns. The primary observation is that considerable 
mutual suppression exists in this case where both signals are presented at the same 
level and where both are changing in frequency. Note in the right panel, where the 
abscissa is suppressor frequency, that the largest 2TS occurs when the suppressor is 
at or just below CF. These data are representative of 2TS occurring with relatively 
low-level signals. When the signals are at high level, so that the responses to them are 
frankly saturated, the resulting 2TS patterns are different. In this case minimal 
changes occur in the range one-half to one octave below CF and large decreases in 
the response are seen for both lower and higher frequencies (Cheatham and Dallos, 
1989). One may summarize the essence of these 2TS magnitude patterns by 
observing that at low signal levels maximal effects are at and just below CF, whereas 
at high signal levels in the same frequency band minimal changes are seen. 

One particular form of 2TS that is extremely informative about cochlear 
mechanics is the effect of a very low-frequency "biasing" stimulus upon a second, 
high-frequency signal. One may construe the biasing signal as effectively moving the 
basilar membrane up and down, relatively slowly with respect to the frequency and 
timing of the high-frequency "probe." By changing the timing of the probe vis-a-vis 
the bias, one may assess the influence of basilar membrane position and velocity on 
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Figure 12. Two-tone suppression at a modest sound level obtained from a third-turn IHC. 
Two tones are swept across frequency with their frequency ratio maintained atfz//J = 1.4 and 
both presented at 50-dB sound level. (a) Suppression of the higher frequency tone by the 
lower. Response to fz alone is compared with that in the presence of/J, symbolically: fz(/J). (b) 
Suppression of the lower frequency tone by the higher. Response toft alone is compared with 
that in the presence of fz, symbolically: /J(fz). (c) Difference plots obtained from a and b, 
showing the actual suppression. 

the response to the probe. Only one set of examples is shown to illustrate the power 
of the method. In Fig. 13 recordings are given from a second-turn OHC at two probe 
frequencies: 2,600 and 1,200 Hz. The bias is 20 Hz. In the top traces the no-bias 
situation is provided. The response to both probes is asymmetrical, with the phasic 
response superimposed on a substantial depolarizing de pedestal. When the probe is 
placed so that the bias elicits the greatest depolarizing response, we find virtually no 
change in the ac response to the probe, while the de component reverses polarity. 
The phasic response is now superimposed on a hyperpolarizing de component. In an 
OHC the low-frequency bias produces the greatest positive response when the 
basilar membrane is displaced toward the scala vestibuli. This corresponds to 
maximal bending of the stereociliary tuft toward the outside of the cochlear spiral: 
the excitatory direction. Although not shown here, insertion of the probe at other 
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Figure 13. Effect of adding a 
low-frequency biasing tone on 
the responses to two higher 
frequency tone bursts. Record
ings are from an OHC in the 
second cochlear turn. Tone bust 
frequencies, 2,600 and 1,200 
Hz; bias frequency, 20Hz. Top, 
tone burst alone; bottom, bias 
plus tone burst. 
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phases of the bias signal produces different results. For example, at 180° from the 
illustrated position a small increase in the depolarizing de is seen. 

Discussion 
IHCs: Reflection of Preceding Mechanics 
IHCs are passive sensory receptors whose function is to transmit auditory informa
tion to the central nervous system. Their receptor potentials are expected to reflect 
their input, modified by the nonlinearity of their transducer and by voltage- and 
time-dependent conductances in their basolateral membranes (Dallos and Cheatham, 
1990; Kros and Crawford, 1990). The relationship between IHC receptor potentials 
and basilar membrane vibrations has been examined by Patuzzi and Sellick (1983). 
As a simple overview, one may state that at and around the CF the receptor 
potentials are an excellent reflection of basilar membrane vibrations, including its 
strong band-pass nonlinear behavior. At frequencies removed from the CF, and at 
very high sound levels, where the basilar membrane vibrations are linear, the IHC 
transducer's own nonlinear characteristics are expressed. Voltage-dependent potas
sium conductances in the cell's basolateral membrane ought to be active in the 
membrane potential range observed in vivo (Kros and Crawford, 1990), since all 
experiments agree that IHC membrane potential hovers around -40 mV (Russell 
and Sellick, 1978; Dallos et al., 1982). However, the zero-current membrane poten
tial of isolated IHCs is much greater, about -60 mV (Kros and Crawford, 1990). Just 
how much the waveform and time course of IHC receptor potentials may be modified 
by these K+ conductances in vivo, is at this time unresolved. 

There is strong evidence that there is a systematic difference between basilar 
membrane vibratory input and IHC receptor potential at low frequencies. A great 
deal of information suggests that up to ~ 300-400 Hz IHCs respond to basilar 
membrane velocity (Dallos et al., 1972; Sellick and Russell, 1980; Nuttall et al., 1981; 
Dallos, 1984). Recall Figs. 4, 8, and 9, where we illustrated this functional character
istic by the low-frequency steepening of the response slope by 6 dB/octave and the 
phase lead approaching 90°. Such properties reflect a process of differentiation; in 
other words, responsiveness to basilar membrane velocity instead of displacement. 
There is one consequence of this transformation that is highly significant. At 
frequencies starting at 1,000 Hz and completely above 4,000-5,000 Hz, the IHC 
synapse becomes unresponsive to phasic receptor potential input (Palmer and 
Russell, 1986; Weiss and Rose, 1988). At higher frequencies all synaptic transmission 
must rely on tonic (de) input. Inasmuch as IHCs do not respond to de input, being 
velocity detectors at low frequencies, the crucial de signal responsible for driving 
their synapses must originate in the IHC itself. The strongly asymmetrical transducer 
function of the cell is responsible for producing this de signal from the ac input. At 
low frequencies, the de component of the receptor potential is modified by voltage
dependent conductances, as revealed by experiments with electrical polarization of 
the cell (Dallos and Cheatham, 1990). 

IHC receptor potentials reflect the complex mechanical input to these cells. For 
example, the level-dependent nonlinear phase pattern observed by us in intracellular 
recordings has its analogue in basilar membrane mechanical response (Patuzzi and 
Sellick, 1983). Similarly, intermodulation distortion in the receptor potential is 
almost certainly a simple reflection of the signals already present in the cell's input 
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(Robles et al., 1991). Two-tone suppression measured in the receptor potential, in 
most of its salient features, is also a reflection of preceding mechanical processes. 
Comparison of ac and de receptor potentials with neural responses permits a more 
accurate identification of the underlying nonlinear processes than from neural 
response patterns alone (Cheatham and Dallas, 1992). 

OHC Receptor Potentials: Reflection of Feedback 

A simple overview of ORC ac receptor potentials recorded with the lateral approach 
is that, aside from some quantitative differences, these behave as IRC ac receptor 
potentials. The phasic response component in either hair cell largely reflects the 
characteristics of the preceding mechanical processes of the cochlea, modified by the 
filter action of the basolateral cell membrane. There are, however, qualitative 
differences between IRC and ORC de responses. The most salient of these is the 
unipolar nature of the de seen in the IRC versus the frequency- and level-dependent 
bipolar properties of the ORC de receptor potential. One of the most interesting 
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issues that requires resolution pertains to these de ORC receptor potentials. To put 
the question in context, we need to digress and present some comparisons between 
data obtained with the lateral approach from third-tum ORCs and with the scala 
tympani approach from first-tum ORCs. In Fig. 14 magnitude functions are shown 
for the de response components at approximately CF from the two recording 
locations. The striking, - 60-dB difference in the threshold of detectability means 
that high-frequency ORCs in vivo do not produce depolarizing de receptor potentials 
except at very high levels (Russell and Sellick, 1983; Cody and Russell, 1987; Russell 
and Kossl, 1991). The proposed theoretical interpretation of this finding is that the 
ORC system actively nulls the de receptor potential while producing a controlling de 
feedback force (Kossl and Russell, 1990). Results similar to those seen in the third 
turn were also gathered from turn four and recently from turn two. By inference, the 
existence of de receptor potentials at low levels in recordings from turns four, three, 
and two suggests that in the apical, low-frequency half of the cochlea the active 
feedback process is only suboptimally functional. We now examine these proposi
tions. 
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First, let us inquire about the presence of de at various stages of cochlear 
processing. Consider Fig. 1 b. Here the forward and feedback paths are both 
represented by nonlinear response characteristics, Na and N13, in series with some 
filters, Fa and F13 • Presumably, the "passive" mechanical input, the Bekesy wave, is 
linear (Rhode, 1971; Sellick et al., 1982), while the "active" mechanical input (Fig. 
1 a) contains a de component (LePage, 1987). Furthermore, all hair cell systems 
studied thus far, including OHCs in the immature organ of Corti in vitro (Russell et 
al., 1986), have asymmetrical transducer characteristics (represented by Na)· We 
have also seen from our in vitro experiments on OHC electromotility (Evans et al., 
1991) and from those of Santos-Sacchi (1989) that the motor output has a prominent 
de component produced by the nonlinearity N 13 • Thus, we see that a de is expected in 
the outer hair cell's input due to its transducer characteristic and its motor action. 
Can all these de components be nulled out when the OHC is operating in a feedback 
loop? Another way of asking the same question: How do the receptor potentials, 
obtained from OHCs in vivo, characterize the feedback process? 

Assume for simplicity that both Na and N13 are piecewise linear functions, partial 
rectifiers, whose slopes are 10 times greater for positive than for negative inputs (Fig. 
1 c). Let us disregard the filters, Fa and F13 , and simply assume that in their place we 
have forward and feedback gains a and ~· In Fig. 15 the OHC receptor potential and 
the feedback force are shown for three sets of different parameters, assuming that 
the passive mechanical input is a pure sinusoid. In all cases a = 1. For feedback gain 
of~ = 1, the receptor potential is strongly asymmetrical in the positive direction. For 
~ = 100, the receptor potential's asymmetry is in the negative direction, while ~ = 10 
produces an essentially undistorted output. In all three cases the feedback force is 
asymmetrical in the positive direction. The implications of this simple exercise are 
significant. While the gain of the forward path is kept constant, the character of the 
receptor potential is strongly influenced by the feedback gain (and vice versa, similar 
results may be obtained by keeping~ constant and varying a). It is possible to obtain 
either symmetrical (nondistorted) receptor potentials or asymmetrical responses in 
either the positive or negative direction. The higher the feedback gain, the greater 
the asymmetry in the negative direction. Conversely, smaller and smaller feedback 
gains yield greater positive asymmetry.2 In the open loop condition (i.e., if~ = 0) the 
asymmetry is entirely dictated by the nonlinearity of the forward path, Na. Interest
ingly, the output of the OHC, i.e., the ac force fed back to the micromechanics, is 
altered only modestly by the hundred-fold change in~· This means that while one 
may obtain an asymmetrical receptor potential with either the positive or negative de 
component, there is probably still a feedback force sufficient to alter cochlear 
mechanics. 

In light of the above considerations, we venture a suggestion about discrepan
cies between results seen with the lateral and the scala tympani approaches. It 
appears to us that Fig. 13 suggests a possible explanation. Note that when the basilar 
membrane is moved toward scala vestibuli, the response asymmetry can be reduced 
and even reversed. It is possible that the resting position of the basilar membrane-

2 The reader will note that the explanation offered here for differences in results between lateral and scala 
tympani approaches would serve to explain the long-standing puzzle of the biphasic nature of the OHC 
receptor potential, or the gross summating potential. This theme is developed elsewhere (Dallas, P., 
manuscript in preparation). 
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tectorial membrane complex and consequently the resting angle of the OHC ciliary 
tuft, determines the operating point of the OHC as a feedback device by controlling 
the cilia-tectorial membrane relationship. Possibly displacement of the basilar 
membrane toward scala vestibuli increases the feedback gain. It is possible that a 
technique requiring the electrode to pass through the flexible part of the basilar 
membrane (in the OHC region) produces a bias so that the system is linearized or 
even pushed in the direction of exaggerated negative asymmetry in the receptor 
potentials. It is expected that when this technique is used for recording from IHCs 
the problem would not arise since the electrode passes through the basilar mem
brane near the osseous spiral lamina and does not cause distention. In contrast, the 
lateral approach may introduce a rotational displacement of the organ of Corti so 
that the feedback gain is reduced. This would shift the system toward a more open 
loop-type operation and a fuller expression of the transducer nonlinearity's asymme
try in the receptor potential. Thus, it seems to us that the mere presence of a 
recording electrode in the organ of Corti may interfere with the mechanical 
vibrations of the system to some extent. A built-in check on the quality of recording, 
available for the lateral approach, is that it is possible to encounter an IHC in the 
same electrode track after recording from an OHC. Whatever bias may be caused by 
the electrode during encounter with the OHC should be exaggerated while recording 
from the IHC, inasmuch as deeper penetration of the electrode into the organ of 
Corti is required for the latter. One may conjecture that if the IHC recording reflects 
"normal" responses, then the preceding OHC data are likely to be largely free of 
mechanical bias. 

We should finish with the caveat that, while the above considerations appear to 
explain the discrepancies between two data sets, the possibility cannot be dismissed 
that in fact the differences are not due to methodological problems but are a true 
consequence of differing recording locations (Dallos, 1988b ). It is conceivable that in 
the high-frequency region of the cochlea OHCs are set to a different bias point than 
in the low-frequency segment, possibly as a consequence of the differing orientations 
of the reticular lamina and basilar membrane at different locations along the 
cochlear spiral. As we have seen, this would yield a different asymmetry and size of 
the receptor potential, while maintaining some active feedback throughout. 
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Introduction 
Displacements of the mammalian basilar membrane produced by sound can now be 
measured directly and by a variety of independent methods (Khanna and Leonard, 
1982; Sellick et al., 1982; Ruggero and Rich, 1991; Nuttall et al., 1990). All of these 
recent measurements show that the peak displacement of the basilar membrane at 
threshold is ~ 1 nm instead of the 0.01 nm originally suggested by von Bekesy, who 
extrapolated down from large, visually detectable motions. The results also point to a 
boosting mechanism that produces a highly localized peak in the membrane's 
vibration for sound levels less than ~ 70 dB SPL. On either side of the peak 
disturbance the amplitude falls precipitously, decaying by > 100 times over 0.5 mm. 
Such a highly localized pattern of vibration ensures that a given sound frequency will 
only stimulate a small number of inner hair cells and their associated auditory nerve 
fibers. This mechanical enhancement is ultimately responsible for the ability of the 
mammalian auditory system to distinguish sound frequencies that differ by a few 
cycles. Even though such threshold measurements have not been repeated over a 
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whole cochlear length in a single species, it is thought that peak enhancement occurs 
to some extent at all cochlear positions. Such findings are consistent with the idea 
that mammalian hearing has exploited the micromechanics of a highly specialized 
and repeating structure, the organ of Corti, to expand the auditory range and 
selectivity. The mechanics of this structure necessarily must work in the high 
kilohertz range. The underlying mechanical amplification process has come to be 
known as the "cochlear amplifier" (Davis, 1983). Its effects are shown schematically 
in Fig. 1. 

The description of such an amplification step entails the elucidation of the 
cellular components and the pursuit of a motor that can develop the necessary 
mechanical forces. Most evidence, albeit indirect, points to one class of cell within 
the organ of Corti as responsible. This is the outer hair cell. The inner hair cells are 
believed to be purely sensory end organs of the auditory afferents. Outer hair cells 
are identified as sensory hair cells because, like inner hair cells, they possess 
stereocilia projecting from their apical surfaces. The main evidence implicating outer 
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hair cells as the motor cells comes from the experiments in which the cells are 
selectively damaged (e.g., Liberman and Dodds, 1984), for under these conditions 
the sharp neural tuning curve recorded in the auditory nerve is severely affected: it is 
blunted. The most economical explanation is that the mechanics have also been 
impaired. Even though reversible mechanical effects can now be demonstrated, the 
evidence implicating the outer hair cells remains indirect. Using a new generation of 
laser interferometers, Ruggero and colleagues have shown that furosemide, long 
known to produce reversible degradation of neural tuning, reduces mechanical 
tuning as well (Ruggero and Rich, 1991). 

The other clues implicating outer hair cells are anatomical. Outer hair cells are 
positioned in a way that could allow them to be part of a tight mechanical feedback 
loop with the basilar membrane. They are also the target of an efferent system, a fiber 
pathway originating in cells near the superior olivary complex- and traversing the 
midline (Warr, 1978). 

Outer Hair Cells as Displacement Sensors 
There is relatively little doubt that outer hair cells are indeed sensory cells. These 
data come from experiments with microelectrodes in the intact cochlea (Dallos et al., 
1982; Russell et al., 1986; Dallos and Cheatham, this volume). Because of the 
extreme sensitivity of cochlear hair cells in situ, these types of experiments still leave 
some doubt about the way in which in the stimulus acts on the hair cell. For example, 
is it a pivoting force on the stereocilia or a shear force on the cuticular plate? The 
stimuli in the intact cochlea have not been measured directly. In vitro measurements 
have been made using explanted cochleas from the mouse embryo. Using microelec
trode recording from inner and outer hair cells, it can be shown that receptor 
potentials of about the same size as inferred from intact cochleas can be recorded 
when the stereocilia are deflected by a fine probe (Russell et al., 1986). More 
recently, patch recordings from outer hair cells in such explanted cochleas have been 
described which indicate that the receptor currents corresponding to maximal 
transducer conductances are -9 nS (Kros et al., 1991). These are -10 times larger 
than those found in isolated adult outer hair cells (Ashmore, 1990). Because of the V 
shape of the hair cell stereocilia, the stimulus coupling and the precise physical 
forces applied to the cell are unresolved. 

Outer Hair Cells Are Not Electrical Filters 
In lower vertebrate hair cells, an interaction between K(Ca) and Ca currents in the 
basolateral membrane produces a resonant element that selects frequencies to which 
the cell responds (Art and Fettiplace, 1987). The electrical resonant frequency is 
graded with position and can provide a frequency-place map along the auditory 
papilla in these species. Although such in-built frequency coding in the hair cells is 
desirable in the mammalian cochlea, electrical resonant systems are not well 
developed in mammalian hair cells. However, like turtle hair cells (Art and Fetti
place, 1987), the ionic current density in outer hair cells is graded from apex to base 
(Fig. 2). Thus longer cells ( > 60 1-Lm) from the cochlear apex were found to have 
input slope conductances about one-fifth of that found for the much shorter cells 
( < 30 1-Lm long) from the cochlear base. There are several different types of current 
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present in guinea pig outer hair cells (Housley and Ashmore, 1992) but they all 
appear in approximately the same proportion from apex to base. Thus, allowing for 
the shorter length of basal cells, we must infer that the channel density increases by a 
factor of -10 in passing along the cochlea from the apex. The main effect of this 
gradation is to increase the cutoff frequency of the membrane filter. 

Outer Hair Cells as Motors 
Although there is only indirect evidence that outer hair cells generate forces in the 
intact cochlea, many theoretical discussions of cochlear models implicitly or explic
itly require this. More strictly, the mechanics of the organ of Corti suggest that it is 
not changes in length but forces which need to be generated to change the motion of 
the basilar membrane. Since the cells are held quasi-isometrically in a G clamp of the 
supporting cells in the organ, there is a problem of knowing precisely how forces can 
be fed back into the basilar membrane motion. As described below, the cellular 
forces are small. Unfortunately, the current techniques used to investigate the 
basilar membrane motion (Mossbauer or laser velocimetry) measure velocity rather 
than force and have not yet been adapted to the measurement of the cochlea's 
dynamical parameters. 

The paradox, however, is that isolated cells have been observed to act like 
motors. First published in 1985 (Brownell et al., 1985), the basic observation is that 
when an outer hair cell is stimulated either by a microelectrode, by a patch pipette 
during whole cell recording (Ashmore, 1987; Santos-Sacchi and Dilger, 1988), or by 
extracellular stimulation (Kachar et al., 1986; Dallas et al., 1991), it changes length. 
Membrane hyperpolarization leads to an increase in cell length, whereas depolariza
tion leads to a shortening. The largest changes, - 4% of the resting length, can easily 
be seen by light microscopy. This curious property is not found in other cells of the 
organ of Corti, although fast diameter changes have been reported in the squid axon 
(Tasaki and Iwasa, 1982). Length changes can easily be detected by a simple 
differential photosensor, and wideband sensitivities with a practical noise floor of 10 
nm can readily be achieved. Even though length is the most easily measured quantity, 
the large changes show that the cells must be able to generate forces, in this case 
against an external viscous load of the surrounding fluid. 

There are several features that distinguish the outer hair cell length change from 
other kinds of cell motility. It is extremely rapid. The photodiode record indicates 
that, when commanded to a new membrane potential, the cell starts to move within 
the first 100 IJ.S. There are, however, limitations to the stimulation frequency of a cell 
under patch clamp, for a simple calculation using a finite cable approximation 
indicates that the longest cells cannot be space clamped within 50 IJ.S. Nevertheless, 
the onset rate is too fast to be compatible with a biochemical cascade found in 
photoreceptors or olfactory cells or even in muscle during the cross-bridge cycle. The 
motion is also too fast to involve significant water flow across the cell membrane, and 
although the experimental design needs refinement, most published data suggest 
that the rapid length changes are iso-volumetric (Ashmore, 1987; Dallas et al., 1991). 

Aerobic and anaerobic metabolisms are also not directly involved, as they may 
be blocked leaving cell length changes unaffected (Kachar et al., 1986; Holley and 
Ashmore, 1988a). Length changes do not depend upon the intracellular levels of 
ATP, since ATP may be excluded from the pipette. They do not depend upon 
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mechanisms based on microtubule or actin systems, since these also can be selec
tively blocked with no effect on the cellular response. They are not prevented by 
removal of extracellular calcium, provided that the cell is held under voltage clamp. 

The latter proviso is important, since solitary undamped cells do respond to 
altered calcium levels, either extracellularly (Pou et al., 1991) or intracellularly after 
access to the cell interior has been permeabilized with the calcium ionophore 
ionomycin (Dulon et al., 1990). Extracellular potassium also causes the cells to 
shorten, reversibly if performed fast enough (Zenner et al., 1985). One explanation 
for these observations may be that intracellular calcium is raised by isotonic 
potassium (Ashmore and Ohmori, 1990), and that the cell shortening is a conse
quence of the rise in intracellular calcium, acting on the cytoskeleton. One conse
quence of this wide range of observations is that a distinction has been made between 
"fast" motility (i.e., changes occurring on a time scale of 100 ms or less) and "slow" 
motility (occurring on a time a scale of seconds). It seems likely that many of the 
so-called "slow motile" events are responses of the cell's cytoskeleton when calcium 
is changed. Many such changes are certainly reversible over the first few cycles. 

Finally, length changes depend on membrane potential. This can be demon
strated by reversing the current gradient across the cell (Ashmore, 1987; Santos
Sacchi and Dilger, 1988). Under such conditions the length change still depends 
monotonically on membrane potential. 

The Hair Cell Motor Is Associated with a Gating Charge 
Movement 
The observation of any cellular length change immediately raises questions about the 
nature of the molecules responsible. The simplest hypothesis, the one adopted here, 
is that there is a specialized motor molecule linked to the cell's cytoskeleton (Holley 
and Ashmore, 1988b). From observations of the induced length change when 
stimulated at different points along the cell (Holley and Ashmore, 1988a) or from 
experiments partitioning the outer hair cell membrane in a microchamber (Dallas et 
al., 1991) we know that the motor is distributed along the length of the basolateral 
membrane. The molecular identity of this supposed motor has not been established. 
The best fingerprint of the motor, compatible with the molecular hypothesis, seems 
at the present to be a gating charge movement identified in the cell (Ashmore, 1989; 
Santos-Sacchi, 1990). The membrane capacitance in outer hair cells depends upon 
the holding potential at which it is measured (Ashmore, 1989; Santos-Sacchi, 1990). 
Fig. 3 shows that the measured capacitance is a bell-shaped function of potential 
peaking around -20 mV. As found in a variety of other systems, particularly in 
skeletal muscle (Chandler et al., 1976; Adrian and Almers, 1976) and cardiac muscle 
(Hadley and Lederer, 1989), this nonlinear behavior can be reinterpreted as the 
movement of a gating charge. From these data, the integral of the voltage-dependent 
term yields a probability of the translocation of a charge from the inside to the 
outside of the membrane. The probability of charge being on the outside, given a 
distribution between two states, 

in::;:::=: out 

can be described by a simple Boltzmann curve p(V) = 1![1 + exp-b(V- Va)]. The 
midpoint of the curve, Va, is at -20m V. The slope parameter, b- 1, is fitted best with a 
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Figure 3. Outer hair cell membrane capacitance depends nonlinearly on membrane potential. 
(Left) Capacitance measured from the whole cell charging current. The series resistance of the 
pipettes was 5-7 Mil for the four different cells shown. (Right) Integrated capacitance, 
showing nonlinear charge transferred. The smooth curve is a Boltzmann function with a half 
saturation of -21 mV and a Boltzmann parameter, b-t, of -28 mV. 

value of - 25 m V, which suggests that the equivalent of a single positive charge is 
being moved across the membrane field as the cell depolarizes. 

Interpreting this charge displacement to be associated with a conformational 
change in a molecular motor, there is the immediate prediction that the time course 
of the charge movement should match the length change in time course (Fig. 4). It 
also predicts the same potential dependence: both length change and charge 
movement at both command onset and offset are fitted by the same curve. A simple 
Boltzmann fit for the length change was not so satisfactory, with significant devia
tions at depolarized potentials (Fig. 5). One possible explanation is that the outer 
hair cell has mechanical constraints built into its structure which limit the motion at 
the extreme ends of its travel. Nevertheless, the fit between electrical and mechanical 

[zoopA 

charge transfer 

+10mV 

apical OHC 67 JJm 

Vhold = -110mV 

Figure 4. Outer hair ,cell charge 
movement matches the time 
course of cell length change. 
The current record is obtained 
from a leak-subtracted cell in 
the presence of 10 mM extracel
lular TEA. The lower trace 
shows the integrated current 
(charge transferred) matched 
to the shortening of the cell 
(noisy trace measured with a 
photodiode ). Responses were 
signal averaged. (Reproduced 
from Neurosci. Res., 1990, 12: 
39-50, by copyright permis
sion of Elsevier Science Pub
lishers Ireland Ltd.) 



402 Sensory Transduction 

parameters appears to be in reasonable agreement (Ashmore, 1989; see also 
Santos-Sacchi, 1990). 

The weak dependence of the translocation on membrane potential, however, 
indicates that this mechanism is different from that found in excitation-contraction 
(E-C) coupling in skeletal or cardiac muscle or in the gating kinetics of ionic 
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Figure 5. Outer hair cell charge movement has the same potential dependence as the length 
change. The traces show the subtracted currents (left) and the simultaneous shortening of the 
cell (right) when stepped from -151m V to the potential shown. Single traces, low pass filtered 
at 300Hz. The data are plotted in the panel: open circles, ON change; closed circles, OFF 
charge, normalized; triangles, normalized length change. The smooth curve is a Boltzmann 
curve p(V) = 1/(1 + exp [ -(V + 21)/28]) with V in mV (Ashmore, J. F., unpublished 
observations). 

channels. Such differences may indicate that the motor molecule is different from 
one of the conventional channels. It should also be noted from the figures below that 
the nonlinear charge transfer at 80 nC/ J.LF is about three to six times higher than that 
reported for muscle cells (Adrian and Almers, 1976; Hadley and Lederer, 1989). 

Analysis of gating charge movements provides a measurement of the number of 
elementary charges translocated across the membrane during a large voltage step. 
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Fig. 3 shows that a 77-j.Lm cell from the cochlear apex transfers ~ 2 pC of charge or 
about 12 million electronic charges. Assuming a uniform distribution along the 
lateral membrane, this would be 0.8 fC j.Lm2, or about one electronic charge per 
7-nm2 membrane. The same analysis performed for the charge transferred by a 
shorter 21-j.Lm-long cell from the basal end of the cochlea yields a net charge transfer 
of0.4 fC j.Lm2, or about one electronic charge per 9-nm2 membrane. The discrepancy 
between short and long cells may arise from the proportionally greater amount of 
membrane which becomes immobilized in the patch pipette with the small cells. 
Thus the density of charge, unlike the ionic channel density, remains remarkably 
constant in cells taken at any position along the cochlea. Quantitatively, ~ 10 
electronic charges per 50 x 30-nm area are transferred. This area is an elementary 
unit of the cytoskeletallattice (Holley and Ashmore, 1990) and close to the density of 
particles seen in the lateral surface of the membrane by freeze-fracture methods. 
Taken together these results also suggest that there may be some repeating "motor 
unit" out of which the outer hair cell is constructed, possibly a motor molecule in the 
membrane coupled to a section of submembranous cytoskeleton. 

One surprising feature of these results is that whereas the density of ionic 
channels increases from apex to base of the cochlea, the density of presumptive 
motor molecules does not. The gradient in ionic channel density will ensure that the 
membrane time constant reduces to 200 j.LS for the cells from the high frequency end 
of the cochlea. A short cell might have an input conductance of 50 nS (Russell et al., 
1986; Housley and Ashmore, 1992), which would be contributed by only ~ 60 
channels (12 pS) per square micron. The estimated density of gating particles 
outnumbers this by nearly 100 times. Thus the outer hair cell seems to have a 
membrane densely packed with a specialized motor to the exclusion of ionic 
channels. 

The Gating Charge Movement Is Measurable in Single Patches 
An outer hair cell from the apical turn of the cochlea can be 70 j.Lm in length with a 
diameter of ~ 10 j.Lm. The surface area would thus be 4,000 j.Lm2• In view of the large 
gating currents ( ~ 200 pA) in these cells and the apparent uniform distribution of 
the motor along the length of the cell (Holley and Ashmore, 1988a; Dallas et al., 
1991), a charge movement should be detectable in single patches. This possibility can 
be investigated by using extremely large diameter pipettes to sample about 1/400th 
of the membrane area and using signal averaging improve the resolution of the patch 
amplifier. 

Fig. 6 shows that charge transients can be measured in a single patch. In patches 
from the lateral membrane, a transient 2 pA in amplitude and ~ 300 j.LS in duration 
can be detected at onset and offset of the command pulse. This would correspond to 
~ 3,000 elementary charges transferred. Because the patch resistance exceeds 1 GO, 
the access time constant of the pipette was probably < 10 j.LS. Consequently the small 
and rapid transient measured in single patches may reflect more closely the time 
course of the underlying event. Fig. 6 also shows currents in a patch measured in the 
same way from the basal end of the cell. The transient measured in this cell is very 
much smaller, if not nonexistent. This provides further evidence that the motor and 
the channels associated with the basal end are separately distributed. 
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Is the Outer Hair Cell a Force or a Displacement Generator? 
It is quite easy to show that the maximal change in an outer hair cell produced by 
electrical stimulation is ~ 5% of its length. Basal hair cells shorten less than the 
much longer apical cells, but the proportional length change is about the same. 
Nevertheless it seems clear that outer hair cells generate forces, even if limited. Since 
they may be readily constrained, they are not pure displacement generators. The 
maximal velocity of an outer hair cell length change gives a first-order estimate of the 
forces which an outer hair cell can produce if it is assumed that the viscous drag 
against the cuticular plate is a Stokes force. Suppose we take the initial rate of 

lateral membrane patch 

L__j 
1ms 

basal membrane patch 

2pA[ 

-2mV 

Vp = + 4o;;w-fL.-------::...,...---------'t-----
+82mV 

Figure 6. Gating current from single patches. Cell-attached recordings, outward membrane 
current upwards, sum of 2,048 responses to alternating potential steps ± 42 m V from a pipette 
potential of +40 mV, corresponding to a membrane holding potential of approximately -70 
m V. (Top) Cell patched at the lateral surface. (Bottom) Cell patched at basal pole showing no 
charge movement. Ba2+ (5 mM) was included in the extracellular solution to block K currents, 
and the solution was buffered with HEPES (10 mM). There is a residual inward current, 
presumably reflecting the inwardly rectifying cation current of outer hair cells, which remains 
unblocked. 

elongation of a cell stepped from -100 to 0 mV to be 2 11m/0.2 ms, or 10 mm/s. If 
fluid viscosity opposes motion, the longitudinal force would be ~ 1 nN. Experiments 
changing external solution viscosity suggest that the internal viscous forces might be 
~ 10 times greater than the external forces in perilymph. This suggests that the force 
generated by a single cell maybe even larger, ~ 10 nN, or 100 pN/mV, when stepped 
by 100 mV under near isometric conditions. 

A further argument suggests that the electric field is large enough to provide the 
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energy for the forces generated (Hudspeth, 1989). Based on measurements from 
voltage clamped cells, a potential step of 1 m V would change the cell length by 20 
nm. The figure is reduced as the cell is hyperpolarized, and may be closer to 4 nm at 
resting potential if allowance is made for Boltzmann saturation of the motion 
(Santos-Sacchi, 1989). If the cell produced a force of 100 pN, the mechanical work 
would be 4 x 10-19 J. The work done in moving the motor charges across the 
membrane is -10-17 J assuming a peak gating capacitance of 10 pF, and therefore 
suggests that there is sufficient energy in the field to activate outer hair cell forces. 
The calculation suggests that outer hair cells really are capable of generating 
adequate forces. 

Modulation Mechanisms 1: Acetylcholine 
Attempts to reassemble this cellular information conclude that the mechanical 
feedback loop provided by the cochlear amplifier is extremely delicately balanced 
(e.g., Neely and Kim, 1986; Zweig, 1991). It might, therefore, be inferred that hair 
cells have control mechanisms that regulate their function. Some of these may be 
neural loops, and, as described above, outer hair cells are the target cells in the 
cochlea of an efferent fiber pathway (Warr, 1978). It has been known for many years 
that activation of this pathway elevates the threshold at the center frequency of the 
single fiber tuning curve (Wiederhold and Kiang, 1970). Immunohistochemistry and 
other neurochemical studies have pointed to the use of acetylcholine (ACh) as the 
transmitter in this pathway (reviewed by Klinke, 1986). In addition, acetylcholine 
receptor binding sites have been described near the basal pole of the hair cell 
(Plinkert et al., 1990). 

Direct evidence for a cholinergic synaptic innervation of outer hair cells has 
been harder to obtain. Measurements from cochlear hair cells have now been made 
using whole cell recording (Housley and Ashmore, 1991), which provide evidence for 
a cholinergic efferent synapse as described in turtle hair cells (Art et al., 1984) and in 
chick hair cells (Fuchs and Murrow, 1991). 

ACh hyperpolarizes guinea pig outer hair cells. Normally the cell's resting 
potential is near -80 mV. When ACh is applied near the base of the cell, the site of 
the efferent terminals, the membrane hyperpolarizes by 4-6 m V from its resting 
level. This hyperpolarization is associated with a near doubling of the input conduc
tance. The mechanism can be most economically described by an increase in K 
permeability produced by raised intacellular calcium (Housley and Ashmore, 1991a ), 
an explanation advanced to explain the pronounced membrane hyperpolarization in 
turtle hair cells during activation of their efferents (Art et al., 1984). In outer hair 
cells the half-saturating concentration of ACh was 13 J.LM and the stoichiometry for 
the binding of the ACh molecule to the receptor was 2. This seems to be comparable 
to that found in other nicotinic systems. The receptor can be described as nicotinic 
since micromolar curare, rather than atropine, is an efficient blocker of the response. 
However, there are a number of significant differences. The action of ACh requires 
external calcium. It can also be blocked by a-bungarotoxin or by 10 J.LM strychnine. 
The effect of strychnine on the efferent system, although known in the auditory 
literature for many years (Desmedt and Lagrutta, 1963) may point to a different type 
of ACh receptor. It also seems likely that the receptor is linked to an internal 
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messenger system, possibly calcium, as ACh produces a rise in intracellular calcium 
which can be measured using FURA-2 (Fig. 7). 

Several paradoxes arise from these findings. First, the hyperpolarization is 
small. This is a consequence of ACh acting on the K conductance in a cell which is 
already at rest near the potassium equilibrium potential EK. In addition, the effect of 
ACh would act over a period of 100 ms, not at every cycle. A further problem is that 
by controlling membrane conductance the action of ACh would only affect low 
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Figure 7. Intracellular calcium in OHCs measured with Fura-2 in response to 30 !J..M ATP 
(top) and 30 !J..M ACh (bottom). ACh was applied at the mid-position of the cell as a pressure 
pulse from a 3-~J..m-diam pipette. Uncalibrated ratio signals (f340/f380) are given; as ordinate 
baseline Cai levels were estimated to be -100 nl\1. Fura-2 was loaded into the cells as the 
acetoxymethyl ester (3 ~J..M). The traces are labeled according to the position of imaging 
windows placed over the cell. Room temperature. Cell length for both was 50 IJ..m. 
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frequency receptor potentials since at acoustic frequencies the impedance of an 
outer hair cell is determined principally by the cell capacitance. However, despite 
these difficulties it seems that ACh released by efferent activation could act by 
controlling the operating point along the curve which relates membrane potential to 
length change of the cell. A small hyperpolarization, by clamping the membrane 
potential near EK, would also move the operating point of the cell away from its 
normal resting level ( -70 to -80 m V). A 6-m V hyperpolarization would reduce the 
sensitivity of the motor by a factor of exp( -6/25) or 22%. A parameter change of this 
magnitude in models of the cochlear amplifier can certainly detune the response 
significantly (Neely and Kim, 1986). 

Modulation Mechanisms II: Adenosine Triphosphate 
One potent substance that acts on mammalian hair cell membranes is extracellular 
ATP. It affects outer hair cells (Ashmore and Ohmori, 1990; Nakagawa et al., 1990) 
and inner hair cells (Dulon et al., 1991), as well as a variety of other hair cell types. 
The action of ATP produced an increase in membrane permeability to cations and 
thus a depolarization. The membrane conductances so modulated can be quite large, 
up to 50% of the resting input conductance. The short latency of the response (20 
ms) indicates that ATP is acting on surface receptors. They are P2 receptors and the 
sensitivity is such that 1-10 !J.M ATP is sufficient to elicit a response. Enough calcium 
enters through activated channels to produce a signal which can be measured by the 
calcium indicator Fura-2. After ATP acts, there is also a much slower rise in calcium, 
which suggests that there is a releasable pool of calcium from within the cells. Outer 
hair cells do not recover quickly from a calcium load, which suggests that the cells 
may operate only within a very limited range of internal calcium levels. 

ACh acts at the basal end of the cell, near the presumed synaptic endings of the 
efferent system. A TP acts at the apical end of the cell near the transducer site. This 
may be shown in two ways. First, inward currents recorded under whole cell 
conditions are significantly larger when ATP is applied at the apex rather than at the 
base of the cell (Housley, G. D., and J. F. Ashmore, unpublished observations). 
Second, calcium imaging of the cell shows that the rate of rise of intracellular calcium 
is much more rapid when micromolar levels of ATP are applied around the apex of 
the cell than when applied around the base (Fig. 7). The apical sensitivity of the 
outer hair cells to ATP is difficult to reconcile with the possibility that ATP is a 
cofactor released with ACh from the synaptic endings. But if it is not, what might it 
be doing? 

One possibility is that circulating A TP levels in perilymph and endolymph may 
set the magnitude of the feedback provided by outer hair cells. Assuming that Kd = 
12 1-LM for ATP (Nakagawa et al., 1990) and that the ATP cation current modulates 
50% of the conductance at rest, the estimated effect of 1 1-LM ATP would be to 
depolarize the cell by 3 m V. This depolarization would increase the motor sensitivity 
to changes in membrane potential by exp(3/25) or 13%. In addition, the sensitivity of 
the apical cell membrane suggests that ATP may act as a controlling factor for the 
transducer site as well, either through its control of intracellular calcium or, 
conceivably, directly. 
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Cell-to-Cochlea Coupling: Pushing and Pulling the Cochlear 
Partition 
Modeling the mechanics of the cochlea has a long history. The early models 
attempted to provide a realistic description of the Bekesy wave. The general features 
of these essentially hydrodynamic models underlie all subsequent attempts to predict 
sharp tuning: on the basal side of the peak the motion of the membrane is dominated 
by the mass of the membrane and fluid; on the apical side of the peak the motion is 
limited by stiffness of the membrane. At the peak itself the two forces cancel, leaving 
a resonant peak which is determined solely by the fluid and viscous damping. The 
magnitude of fluid damping may be orders of magnitude smaller than forces 
associated with the stiffness and/or mass terms, but while non-zero it limits the 
amplitude of the basilar membrane resonance. However, energy dissipation must 
occur to overcome damping before the peak can be enhanced by 40 dB. Can the 
outer hair cells produce enough energy to act against these dissipative forces? 

There are two basic forms of enhancement of the motion of the basilar 
membrane which might produce the observed sharp neural tuning curves. The first 
form occurs in models where the set point of basilar membrane is altered during 
sound stimulation. Thus the forces in this case would probably have to be compara
ble to the stiffness of the membrane. The second form is where the dynamic gain is 
enhanced (Zweig, 1991), for example by reducing the fluid damping on the mem
brane (Neely and Kim, 1986) or by affecting the reactive (mass and stiffness) terms as 
well (Kolston et al., 1990; Geisler, 1991). Because the tuning mechanism in the 
cochlea operates on the resonant properties of the cochlear partition, many models 
have found that the tuning parameters are very critically adjusted, although some 
models are more insensitive to parameter variations than others (e.g., Neely and 
Kim, 1986). 

Outer hair cells can generate forces. The estimates above suggest that their 
forces may well be sufficient to oppose damping during each cycle of the sound 
stimulus. This means opposing a damping force which, although only inferred from 
modeling studies, may be three orders of magnitude less than the forces due to the 
stiffness of the basilar membrane. The stiffness of the basilar membrane is large (10 
1-LN I 1-LM; Olson and Mountain, 1991 ), and there seems at present little possibility 
that outer hair cells produce large enough forces to deflect it. Nevertheless, direct 
electrical stimulation of the isolated organ of Corti does produce a visually detect
able motion of the top surface, the reticular lamina (Reuter and Zenner, 1990), 
which may mean that outer hair cell forces are sufficient to distort the other cells of 
the organ of Corti. It remains to be shown experimentally that these forces alter 
components of the basilar membrane impedance. At present it is unknown experi
mentally whether an estimated 500 outer hair cells around the traveling wave peak 
could produce sufficient force to reduce all the viscous terms involved in the motion 
of the partition. 

There are a number of additional problems with any simple schemes to 
incorporate outer hair cells into a working model of the cochlea. One problem is 
specifying precisely where and at what phase the outer hair cell forces act. A second 
problem is that the movements are apparently not large enough. Assume that the 
threshold receptor potential is ~50 1-L V (Russell et al., 1986), a figure that is also 
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consistent with measured filtering properties of a basal cell membrane with a time 
constant of 0.3 ms. The length change in an outer hair cell would then be no more 
than 1 nm, assuming that the motor responds instantaneously to potential change, 
and the effect of the Boltzmann relationship between potential and length change 
reduces this number to 0.1 nm at -70 m V. Thus the dispacements are submolecular 
in scale. If the forces are required to act on the basal side of the traveling wave peak 
where the motion may be only 0.01 nm at threshold, we still have to face the 
possibility that the displacement stimulus delivered to the transducer channel may be 
below scales normally considered appropriate for transducer gating. This could be 
taken as indirect evidence that the cochlear amplifier depends on the average 
behavior of many hair cells. 

The present state of cochlear mechanics is very much like the one that existed 
before the new measurements of the basilar membrane motion. The original 
measurements by von Bekesy concluded that the threshold motion of the basilar 
membrane was -10 pm. The recent data indicate that this figure was -·100-fold too 
low. Although the macroscopic data no longer pose a conundrum, the data from 
isolated outer hair cells do: forces produced to operate a "cochlear amplifier" may be 
on the edge of being too small. In reducing the problem of cochlear function to the 
cellular level, the quantitative description of hearing still provides a number of 
challenging problems. 
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electroreception, 11-12 
magnetoreception, 12-13 

Receptors 
amino acids, in taste reception, 293 
bitter compounds, 313-317 
olfactory, 28-30 
and genes, 84-87 
See also Olfactory transduction. 

potentials, in hair cells. See Hair cells, intracel
lular recordings. 

Red-green color vision 
common anomalies, 112-114 
cone types, 166-169 

Renin, 242 
Retina 
degeneration, and blue cone monochromacy, 

115 
See also Photoreceptor cells. 

Retinal, 110 
and cone specificity, 169 
and mutant rhodopsins, 122 
7TD receptors, 28 



Subject Index 

Retinitis pigmentosa, autosomal dominant 
(ADRP) 

amino acid substitutions, 118 
rhodopsin mutations, 119-121 
functional properties, 122-125 
pathogenesis, 125-127 

Reversal potentials, ion permeability, 136-137 
Rhodopsin 
and cyclic GMP in retinal photoreceptor cells, 

157-160 
mutations in retinitis pigmentosa, 119-121 
functional properties, 122-125 
pathogenesis of ADRP, 125-127 

7TD receptors, 28-30 
single photon effect and dark noise, 155 
See also Metarhodopsin. 

Ribose, Escherichia coli response, 220 
Rods, outer segment 
cyclic GMP-activated channels, spatial distribu

tion, 164-166 
light and conductance, 153-155 

Salamander, stretch-sensitive ion channels, 244 
Second messenger systems 
olfactory transduction, 20--22, 55-57, 74-76 
kinetics, 100 
in single neuron, 65 
termination of signal, 56--57 

in photoreceptors, 188-191 
Sensillum lymph, insect, 95 
Serine, Escherichia coli response, 220 
Serotonin, in taste buds, 284, 287-288 
Seven transmembrane domain (7TD) 
multigene family, 42-43 
in olfactory transduction, 21, 28-30 

Sharks 
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