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Preface |

RICHARD MCINTOSH
for the Editorial Board of
The Journal of Cell Biology

A few years ago, the Editorial Board of The Journal of Cell Biology recognized that the Journal’s
upcoming twenty-fifth anniversary was an occasion to be celebrated with appropriate retrospection.
We also realized, however, that because the membership of the board is continuously evolving, we
were not the people with the perspective to produce an interesting and accurate historical account
of either the Journal or the field. A committee consisting of Richard Mclntosh, Thomas Pollard,
and David Sabatini was formed to define more clearly what should be done. We proposed, and the
Editorial Board approved, that three senior scientists who had been important in the formation and
early evolution of the Journal should serve as editors for a publication that would cover the recent
25 years of each of the major fields of cell biology in which the Journal had made a contribution.
The hope was for a review in the sense that current knowledge would be placed in the context of
recent developments. We believed such an approach would be useful both as an account of how
our various fields developed and as a teaching tool: students, we thought, should be exposed more
to the histories of their chosen specialties. Finally, we were confident that this account would be a
major contribution because of the material it covered and because of the people who would do the
writing and editing. We hope you will agree that this has been accomplished.



Preface |l

PHILIP SIEKEVITZ
for the Editors of
Discovery in Cell Biology

1980 marked the twenty-fifth year of The Journal of Cell Biology. During this quarter-century, cell
biology came of age. It is a recognized discipline: academic departments bear its name, students
obtain degrees in it, more and more journals recognize its existence as a separate field of biological
study. It was not always so, for the Journal was actually founded in 1955 as The Journal of
Biophysical and Biochemical Cytology. Only later, in 1962, was its name changed to the one it bears
today. In reality, this change made little difference, for the objectives of the original journal were
to publish those papers in which the newer disciplines of biochemistry and biophysics would bear
upon the much older discipline of cytology. The scope of the Journal, the merging of the new with
the old, was exemplified by the first Editorial Board: Richard Bear, Stanley Bennett, Albert
Lehninger, George Palade, Keith Porter, Francis O. Schmitt, Franz Schrader, Arnold Seligman.
During the next 10 years such cytologists, biochemists, and biophysicists as Paul Doty, Daniel
Mazia, Bernard Davis, Don Fawcett, Hugh Huxley, Hans Ris, Stanley Holt, Sanford Palay,
Humberto Fernandez-Moran, Erik Zeuthen, Rollin Hotchkiss, and Philip Siekevitz became editors.

During the past quarter-century, a veritable revolution took place in the biology of the cell.
Twenty-five years ago, the cell as a structure was just being defined; the coincidence of structure
with function was just being thought about; the isolation of subcellular structures was being
elevated to a reproducible technique; the subcellular localization of proteins was first being
performed; mitochondria were being fully recognized, intracellular membranes less so; and ribo-
somes were as yet virtually unknown. When one compares the knowledge then with knowledge
now, it hardly seems possible that in so short a time we have come to view the cellular world as
familiar terrain. We now know its geography and inhabitants relatively well; we know how it
evolved, and even know something about its governance. Here we relate some history of the
acquisition of our knowledge, for we are currently on a stepping-stone or plateau from which to
view the past and survey the future. The future promises a challenge of even more difficult tasks:
determining how all that we see and observe in the cell is organized and how the function-structure
relationships are regulated. At the moment, however, the editors feel that a history is important, for
besides showing the continuity of the endeavor, it also shows the pitfalls and the accomplishments,
the mistakes and the correct guesses, all the bases upon which to build the experiments of the
future. Above all, we think that the histories contained in these chapters indicate how truly
communal is the endeavor we call science; how so many cooperated to produce what we today call
cell biology.

It is fitting that at this point we honor The Journal of Cell Biology, for, from the very first issue,
it has been in the forefront of delivering the fruits of this new discipline to the other biological
sciences. We expect that it will go on for additional units of 25 years and that at each anniversary
another milestone will have been reached in our knowledge of the cell.
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Introduction:

Recollections on the Beginnings of

The Journal of Cell Biology

KEITH R. PORTER and H. STANLEY BENNETT

“In fame of learning, the flight will be slow without some
feathers of ostentation.”
Francis Bacon, ESSAYS, “Of Vain-glory,” 1625

If, by cell biology, one means an integrative and interdiscipli-
nary approach, utilizing techniques and concepts of anatomy,
physiology, biochemistry, biophysics, genetics, zoology, bot-
any, virology, and microbiology to seek comprehensions of the
nature of living cells, one finds that neither the approach nor
the term are new, both dating back more than a century.
Integrative approaches are clearly embodied in Henle’s Alige-
meine Anatomie of 1841, in Kolliker's Handbuch der Gewebe-
lehre des Menschen (1852), in Kiihne’s Untersuchungen iiber
das Protoplasma und die Contractilitat, published in 1864, and
in Carnoy’s La Biologie Cellulaire, Etude Comparée de la
Cellule dans les Deux Reégnes, of 1884. In Carnoy’s introduction,
he informs us that the first laboratory of cell biology was
established at the Catholic University of Louvain, Belgium, in
1876, and that “Depuis trois ans, prés de deux cents étudiants,
Belges et étrangers, se pressent autour de nous, avides de
science et ardents au travail.” With such an honorable and
diligent history, it is surprising that the term “cell biology” was
still available for the journal title in 1962.

Some of the conversations which led ultimately to this
Journal took place in the summer of 1951, when Porter, then
at The Rockefeller Institute for Medical Research, went to
Seattle to collaborate with Bennett in electron microscopy of
thin sections of muscle. The endoplasmic reticulum had been
recognized in culture cells and noted in sectioned material
sufficiently to support the suspicion that it was a system
generally present in all eukaryotic cells. The time seemed ripe
to seek the endoplasmic reticulum of striated muscle cells. The
anatomy department in Seattle had a brand-new, well-func-
tioning RCA EMU-2 electron microscope, a recent gift from
The Rockefeller Foundation. George E. Palade had found that

KEITH R. PORTER Department of Molecular, Cellular and Develop-
mental Biology, University of Colorado, Boulder, Colorado

H. STANLEY BENNETT Department of Anatomy, University of North
Carolina, Chapel Hill, North Carolina

buffered solutions of osmium tetroxide preserved very ade-
quately the morphology of cells in tissues. S. B. Newman, E.
Borysko, and M. Swerdlow had shown that tissues embedded
in polymerized acrylic resins could be sectioned, and Daniel
Pease and Richard Baker had demonstrated that sections thin
enough for electron microscopy could be cut with a manually
operated, simply modified microtome designed originally for
light-microscope sections. For what they say about cell biology
of these early years, selected events of that summer are recalled
as follows:

We prepared and examined many sections of chicken heart
muscle. We even, in a whimsical mood, took a piece of cooked
ham and prepared sections from it for electron microscopy, but
without happy issue. We found internal membranes in the
chicken muscle, thought of them as representatives of the
endoplasmic reticulum of striated muscle fibers, and considered
designating this system of membranes the “sarcoplasmic retic-
ulum.” In choosing micrographs for our illustrations, we pride-
fully thought them to be of superior quality, although by
today’s standards the sections were thick, the preservation
imperfect, and the resolution modest. When it came time to
select a journal for this masterpiece of electron microscopy, we
lamented the shortcomings of the halftones in the journals of
the day and wished for something better. We decided to try a
Wistar journal, perhaps swayed by Bennett’s distant kinship
with Isaac Wistar. In any event, our manuscript went to the
American Journal of Anatomy, accompanied by an appeal for
very special attention to the quality of the halftone engravings.

The preparation of our manuscript occupied more time than
we had anticipated. We were familiar with the entire, though
meager, literature dealing with electron microscopy of muscle
when we started the study. However, this proved to be insuf-
ficient, for we soon discovered an extensive series of papers
based on light-microscope observations, extending back over
half a century, dealing with the sarcoplasmic reticulum and
mitochondria of muscle as seen by Kolliker, Retzius, Cajal,
Veratti, and others. We learned that we were not the first to
discover the sarcoplasmic reticulum, nor were we the first to
use the term. Retzius, in 1881, had even suggested that the
sarcoplasmic reticulum was admirably disposed to conduct an
excitatory impulse from the surface membrane of a muscle
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fiber to the myofibrils in the interior. Surprisingly, intelligent
speculation is not a 20th-century invention. Our paper did
establish that the sarcoplasmic reticulum is membranous,
though, at that time, we did not recognize the distinction
between the sarcoplasmic reticulum and the transverse “T
tubules,” nor did Retzius, Veratti, or others before us.

When the muscle paper appeared in the American Journal of
Anatomy (93:61, 1953), we were disappointed in the quality of
the halftones representing our electron micrographs, and talk
of other outlets of publication was revived.

Soon after Porter’s return to New York in the early autumn
of 1951, Don W. Fawcett joined his laboratory at The Rocke-
feller Institute and undertook with Porter an electron-micro-
scope study of the structure of cilia. The study prospered and
described the “9+2” arrangement of pairs of tubule-like struc-
tures seen in cross sections of cilia and also of the filamentous
nature of ciliary rootlets and the associated cytoplasmic matrix.
These were observations that foreshadowed recognition of the
“cytoskeleton,” which now figures prominently in the cell
biology literature. In spite of such important ingredients, the
manuscript was rejected by the editors of The Journal of
Experimental Medicine in the fall of 1953 on the grounds that
the study involved little that was experimental, that it was not
medical, and, moreover, that the editors did not wish to publish
morphological papers. Yet this paper reported the discovery of
the ingredients of a system for motility not based on actin and
myosin, and provided essential background for an understand-
ing of Kartegener’s syndrome. Normal things have to be dis-
covered and described before their pathology can be recog-
nized.

Vincent Dole, a member of the Board of Editors of The
Journal of Experimental Medicine, agreed to convey the bad
news to Porter. Returning to his laboratory from his visit with
Dole, Porter encountered Herbert Gasser, then Director of The
Rockefeller Institute. Gasser stopped him with remarks to the
effect that “I hear the J.E.M. is not willing to accept your paper
with Fawcett.” After commenting that such an action was
ridiculous, Gasser queried, “Porter, why don’t you start a new
journal?” adding that The Institute could undertake to cover
the costs. Since Porter and Fawcett could not wait until a new
journal was started, they submitted their paper to a Wistar
journal. It appeared in the Journal of Morphology (94:221,
1954), with halftones that were as disappointing in quality as
bad been those published a year earlier in Bennett’s and
Porter’s paper in the American Journal of Anatomy.

This experience with the J.E.M., amplified by similar en-
counters Palade had had, made us realize that we were faced
with two kinds of publication problems: one related to the
quality of reproduction of electron micrographs; the other
related to the editorial policies of existing journals, whose
boards of editors could not always recognize the significance
of new discoveries or of concepts appearing in manuscripts
parading before their eyes. Unwittingly, then, or possibly wit-
tingly, the editors of the J.E.M.,, played a prominent role in
starting the new journal.

The incident relating to Fawcett’s and Porter’s article came
near the end of Gasser’s term as Director. Detlev Bronk was
appointed his successor. Additional conversations on the jour-
nal problem took place in late 1953 and early 1954, especially
between Palade and Porter. The Rockefeller conspirators re-
alized that the problem should be presented to Bronk in a
persuasive manner. Therefore, upon Porter’s suggestion, Ben-
nett, in early 1954, wrote a letter to Bronk that presented
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forcefully the need for a journal with editorial policies and
technical capabilities appropriate for the developing field of
cell biology, and asked if The Rockefeller Institute would
consider adding a journal of this character to its distinguished
list, then headed by The Journal of Experimental Medicine. We
do not know if Bronk received other letters of this character,
but whatever the case, his reply was encouraging. As a conse-
quence, he assembled a group of interested persons to meet
with him at lunch in Atlantic City during the April, 1954,
meetings of the Federation of American Societies for Experi-
mental Biology. In addition to Dr. Bronk and the authors of
these “Recollections,” the following persons attended the lunch
and participated in the discussions: Francis O. Schmitt and
Richard S. Bear of the Biology Department, Massachusetts
Institute of Technology; Albert L. Lehninger of the Biochem-
istry Department, The Johns Hopkins University School of
Medicine; and George E. Palade of The Rockefeller Institute
for Medical Research. From the beginning of the conversations
around the lunch table, Bronk seemed to have concluded that
a new journal was needed and should be sponsored by The
Rockefeller Institute. Most of the ensning conversation related
then to the name of the proposed journal and the types of
manuscripts it should attract. All agreed that it should be
interdisciplinary. Bennett proposed that it be called Journal of
Cytology. This was quickly and enthusiastically rejected as too
old-fashioned and restrictive to reflect the desired interdisci-
plinary nature of the new journal. No one proposed the name
The Journal of Cell Biology. At times, disagreements about the
title seemed sharp. Realizing that we had not agreed on a title,
Bronk threateningly said that if that issue stood in the way, it
might be that a new journal was not needed, and left the table.
Thereafter the tone of the meeting became more harmonious,
and after further conversation, the qualifying adjectives “bio-
physical” and “biochemical” were suggested, to specify and to
dignify the general topic, “cytology,” and to convey to all that
the context of cytology, as used by the new journal, was not
restricted to studies of chromosomes. By the end of the lunch,
all agreed that The Journal of Biophysical and Biochemical
Cytology was the most appropriate name that the assembly
could think of. It was then recommended that most of those
gathered around the luncheon table be appointed by Dr. Bronk
to the founding Board of Editors of the new journal and a few
persons not present were suggested as additional members.

The first issue of The Journal of Biophysical and Biochemical
Cytology appeared less than a year after the memorable lunch-
eon. It was dated January 25, 1955, and carried, along with
other papers, the first full description of ribosomes (Palade, “A
Small Particulate Component of the Cytoplasm,” pp. 59-68);
the first full paper distinguishing clearly between “rough” and
“smooth” endoplasmic reticulum (S. Palay and Palade, “The
Fine Structure of Neurons,” pp. 69-88), and the first full
description of synaptic vesicles and the inter-membranous
synaptic spacing (E. D. P. DeRobertis and Bennett, “Some
Features of the Submicroscopic Morphology of Synapses in
Frog and Earthworm,” pp. 47-58). Thus, the new journal got
offto a good start, with Porter functioning as the first Managing
Editor.

These recollections would not be complete without nostalgic
comment on the spirit of goodwill, friendship, and cooperation
which dominated the personal relations between those closely
associated with developments of the field as presented in the
Journal. Besides the authors of these “Recollections,” this
congenial and collegial group included Palade, Fawcett, M. J.



Moses, W. Bernhard, De Robertis, M. H. Burgos, Hugh Hux-
ley, E. Yamada, K. Hama, Palay, Pease, and others. A new
world was opening for exploration; a new information gusher
had been uncorked. Excitement of discovery and community
of purpose brought us together. The friendships and mutual
respect engendered in those exciting days have endured and
have fortified the field of cell biology.

This same spirit of cooperation was immediately expressed
in the organization and participation of an international group
in the first Conference on Tissue Fine Structure.* It was held
in January, 1956, at Arden House in Harriman, New York,
and was attended by about 100 enthusiasts, the great majority
of whom presented papers. These were assembled and pub-

* The conference was organized under the auspices of the Morphology
and Genetics Study Section, Division of Research Grants, NIH, Ernest
M. Alien, Chief.

lished in 1956 as a supplement to Volume 2 of the Journal. It
was the kind of volume to attract attention and to record
forever the beginnings of modern cell biology. The journal
profited from immediate recognition and a pronounced in-
crease in subscribers.

The growth of interest in and use of the electron microscope,
supplemented by the applications of cell fractionation, was
rapid, and by 1962 the number of manuscripts submitted to
The Journal of Biophysical and Biochemical Cytology greatly
exceeded the number it could accept and publish. The result
was an increasing interest in the publication of additional
journals with purposes similar to those of the JBBC. It seemed
probable that one of these would preempt what was obviously
a most appropriate name and one that Carnoy evidently coined.
Hence the editors acted quickly and changed the name to The
Journal of Cell Biology, under which title it will doubtless
survive and prosper for many decades.

PORTER AND BENNETT  Introduction: Recollections X!
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Chromosome Structure and the C-Value Paradox

JOSEPH G. GALL

From the time of their discovery in the middle of the nineteenth
century, chromosomes have held a particular fascination for
cell biologists. The past 25 years—the period covered by this
volume—has been no exception. During this time a host of
new approaches to problems of chromosome and gene orga-
nization has been introduced, beginning in the early 1950s with
spectrophotometric analysis of nuclear staining and the appli-
cation of autoradiography to questions of DNA and RNA
synthesis. Many biochemical approaches were worked out,
based either on subcellular fractionation or micromethods, and
specific molecular probes, such as in situ nucleic acid hybridi-
zation and fluorescent antibodies, made it possible to study the
sites of specific macromolecules. Most recently, the extraordi-
narily powerful combination of molecular cloning, restriction
enzyme analysis, and nucleic acid sequencing has opened up
an entirely new field of cytogenetic analysis.

Despite the enormous advances made during this period in
understanding chromosome structure, there remains one dis-
concerting feature often called the “C-value paradox.” The
paradox is the fact that organisms at the same general level of
morphological complexity, which presumably have the same
genetic requirements, nevertheless often have genomes whose
DNA contents differ by orders of magnitude. Fortunately,
many questions about chromosomes can be approached with-
out considering this problem. This is true, for instance, of
nucleosome structure. Just now, when recombinant DNA
methods make it so easy to study sequence organization of
individual genes, the C-value paradox is receiving more or less
benign neglect. But at some point or another the paradox
intrudes upon almost all questions of chromosome organiza-
tion, particularly when comparisons are made between orga-
nisms with widely varying DNA contents. For instance, the
fact that a complex higher eukaryote such as Drosophila has a
minute genome makes it impossible to argue that larger
amounts of DNA are essential to carry out sequence-specific
roles. In an organism with 100 times as much DNA as Dro-
sophila, such as a salamander or a bean plant, most of the
DNA could be unessential for coding or regulatory functions.

This review will focus on a few selected aspects of chromo-
some organization, in particular the question of uninemy, the
nature of heterochromatin, chromatin compaction, and se-
quence organization of repetitive genes. An attempt is made to
put findings from the past 25 years into context, but in no sense
have I tried to review everything new about chromosomes in

JOSEPH G. GALL  Department of Biology, Yale University, New Haven,
Connecticut
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this period. The C-value paradox will provide a partial link in
the story. Several times during this period it seemed that the
paradox could be explained away, but each time the explana-
tion was invalidated by new information. The unexpectedly
large and variable amount of DNA in eukaryotic genomes
remains a major complicating feature in understanding chro-
mosome organization.

DNA Constancy

The staining characteristics of chromosomes, especially their
coloration by a variety of synthetic dyes as well as by such
natural products as hematoxylin and carmine, originally in-
spired the words “chromosome” and “chromatin.” Flemming
(1) defined chromatin as “the substance in the cell nucleus
which takes up the color during nuclear staining,” and in a
remarkably accurate conjecture he suggested that chromatin
might be the same as the recently discovered “nuclein” of
Miescher (2). Even after the existence of DNA in certain nuclei,
chiefly those of sperm and thymus, became well accepted, the
lack of a specific stain hampered progress at the chromosome
level. Fortunately such a stain was found by Feulgen and
Rossenbeck in 1924 (3), who modified the familiar Schiff test
for aldehydes into a simple and reliable histochemical proce-
dure for DNA. The Feulgen reaction was quickly adopted by
chromosome cytologists, who were able for the first time to
verify the existence of DNA in both plant and animal chro-
mosomes and to show that cytochemically demonstrable DNA
was, with few exceptions, absent from the cytoplasm. Another
quarter century passed, however, before Pollister and Ris (4)
demonstrated that the amount of Feulgen stain could be used
to estimate the DNA content of a nucleus. Their study and
many others that soon followed it, helped convert nuclear
cytology from an observational and descriptive subject to an
experimental science with a developing theoretical framework.

Several generalizations about nuclear DNA emerged from
the quantitative Feulgen studies (5). In particular, it was rec-
ognized that each species of animal and plant could be char-
acterized by the amount of DNA in its nuclei. In most cases
measurements were made on nondividing diploid nuclei, but
in some instances the DNA contents of haploid gametes, either
sperm or microspore nuclei, were measured and found to be
half the diploid amount. From a large number of such mea-
surements the idea of DNA constancy was established: the
nonreplicating haploid chromosome complement of a species
is characterized by a constant amount of DNA, called the C-
value for that species. Feulgen dye measurements confirmed
the fact, recently discovered by the new technique of autora-
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diography (6), that DNA replication occurred during inter-
phase of the mitotic cycle.

A striking feature of the quantitative measurements was the
extreme variation in C-value for different organisms, ranging
from a low of 0.18 pg in Drosophila melanogaster through
intermediate values of 3—4 pg in various mammals including
man, to highs of 50-100 pg in salamanders and some monocot
plants. Even within groups of closely related organisms varia-
tions were seen, a factor of two between species in the same
genus being common (7, 8). The wide range of C-values at first
did not trouble chromosome cytologists. They were accustomed
to the fact that some organisms had large chromosomes asso-
ciated with correspondingly large nuclei and cells, whereas
others had only small ones, and it was not surprising that those
size differences were reflected in DNA contents. More impor-
tantly, the contemporary model of chromosome organization
provided an explanation for the size differences. According to
this model, chromosomes were multistranded cables consisting
of two, four, eight, or more identical subunits (9). It was not
difficult to suppose that related organisms with different C-
values simply had different numbers of subunits in their chro-
mosomes. Support for this concept was provided by the fact
that related organisms often had similar or identical karyotypes
despite large differences in absolute chromosome size or DNA
content (10).

This comfortable picture was called into question by exper-
iments that suggested that chromosomes were, in a sense, much
simpler: they consisted of a single gigantic DNA molecule.
This so-called unineme model was slow to take hold, and many
attempts were made to reconcile the new data with a multi-
stranded chromosome. By the mid-1960s, however, it was clear
that uninemy was here to stay and that the C-values posed a
number of unresolved problems. If organisms with widely
different C-values did not differ in the number of identical
strands per chromosome, did they contain different numbers
of genes? Why was there no clear correlation between morpho-
logical complexity and C-value? Why were even the lowest C-
values so large? For instance, Drosophila with the lowest C-
value outside the fungi had enough DNA to code for well over
100,000 proteins, and mammalian genomes were nearly 20
times larger. Before considering these questions in more detail,
let us look briefly at the evidence for uninemy.

Uninemy

Earlier arguments about chromosome strandedness were
sometimes confused by failure to define the problem explicitly.
With the clear view of hindsight to guide us, the question is
easy to state. How many DNA molecules are there in one
chromatid? Historically the first convincing evidence came
from the ingenious experiments of Taylor and his colleagues,
who followed the distribution of tritium-labeled thymidine
though successive chromosome replications (11). They showed
that both chromatids of a chromosome were equally labeled at
the first mitosis after administration of the isotope, but only
one of the two chromatids was labeled at the second mitosis
(or more precisely, because of sister chromatid exchanges, only
one chromatid was labeled at a given point along the length of
the chromosome). This distribution of label was called semi-
conservative to distinguish it from conservative (one labeled
and one unlabeled chromatid at the first division) or dispersive
(all chromatids labeled at all divisions). Taylor’s demonstration
of semi-conservative distribution of label during chromosome
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replication was published at about the same time as Meselson
and Stahl’s similar experiment showing the semiconservative
distribution of density label during DNA replication in Esch-
erichia coli (12). Both experiments implied that the unit under
consideration—the chromatid or the DNA molecule—con-
sisted of two subunits, that separated but remained intact
during replication. In a second but less well-known set of
experiments, Taylor demonstrated that the two subunits of the
chromatid differed in such a way that rejoining after breakage
was restricted (13). Because the two strands of the DNA double
helix differed in polarity (5" — 3’) the simplest interpretation
was that the two subunits of a chromatid corresponded to those
strands. By incorporating bromodeoxyuridine into chromo-
somes and staining with Giemsa (14), it is now possible to
reproduce Taylor’s results without the need for autoradiogra-
phy (Fig. 1). The staining procedure is particularly valuable
for studying multiple sister chromatid exchanges.

Evidence of a quite different sort came from observations on
lampbrush chromosomes of Amphibian oocytes. Morphologi-
cal analysis had shown that the lateral loops of these chromo-
somes occurred in pairs corresponding to the two sister chro-
matids (15, 16). Although the bulk of each loop consisted of a
matrix of ribonucleoprotein, DNase digestion experiments car-
ried out by Callan and Macgregor (17) established that the
continuity of the loops was maintained by DNA. Extending
these observations Gall (18) demonstrated that loop digestion
followed two-hit kinetics, which suggested that a loop and
hence a chromatid had one DNA molecule as its structural axis
(Fig. 2). In the same experiments the interchromomeric fiber,
which presumably corresponded to a pair of chromatids or two
DNA molecules, followed four-hit kinetics. Shortly afterward
Miller (19, 20) published his extraordinary electron micro-
graphs of lampbrush loops showing that the bulk of a loop
consisted of long fibrils extending laterally from a very delicate
axis. Because these fibrils showed a gradient of lengths and
because it was known from cytochemical studies that loops
were actively synthesizing RNA, the simplest interpretation
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FIGURE 1 Semiconservative replication and sister-chromatid ex-
changes visualized in Chinese hamster chromosomes by the BrdU-
Giemsa technique. From Wolff and Perry (14). Using [*H]thymidine
Taylor et al. (11) were the first to demonstrate semiconservative
replication and provide experimental evidence in favor of a unineme
model of the chromatid. Bar, 10 pm.
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FIGURE 2 Successive stages in the digestion of a newt lampbrush chromosome loop (=chromatid) by pancreatic DNase |. Analysis
of the kinetics of digestion indicates that the DNA axis of the loop consists of a single Watson-Crick double helix (18). Bar, 50 pm.

was that a loop consisted of numerous RNA transcripts still
attached to the DNA segment that served as their template (see
Fig. 7 in article by O.L. Miller, this volume).

The observations on lampbrush chromosomes as well as
Taylor’s experiments strongly suggested that a chromatid was
not laterally redundant with the respect to its DNA molecules.
Neither set of data proved conclusively that a single uninter-
rupted DNA molecule ran from one end of the chromatid to
the other. In order to prove this, one needed to isolate DNA
molecules long enough to contain all the DNA of a single
chromatid. This has now been done for the yeast Saccharo-
myces and for several species of Drosophila. The key to such
experiments was the development by Zimm and co-workers
(21) of a suitably sensitive method for determining molecular
weights in the range of 10°~10" daltons. In their procedure one
measures the rate at which experimentally stretched DNA
molecules resume a random coil configuration (viscoelastic
recoil). Kavenoff and Zimm (22) showed that molecules as
large as 4 x 10" daltons could be isolated from D. melanogaster
tissue culture cells. Estimates based on the relative sizes of the
chromosomes and the C-value determined by Feulgen photom-
etry showed that the total DNA of the two longest chromo-
somes (numbers 2 and 3) could be contained in such molecules.
Viscoelastic measurements on two other Drosophila species, D.
virilis and D. americana were likewise consistent with their
karyotypes and DNA contents. More recently viscoelastic mea-
surements have been carried out on the DNA of Saccharomyces
cerevisiae with the same conclusion (23). In the case of yeast
the C-value is so low (about 10" daltons) and the chromosome
number so high (n = 17) that the average chromosome contains
only one-fourth as much DNA as E. coli. By contrast chro-
mosomes 2 and 3 of D. melanogaster each contain a DNA
molecule 2 cm in length, some 20 times the length of the E. coli
chromosome. A determined proponent of multistranded chro-
mosomes could argue that the minute chromosomes of yeast
and Drosophila are just the ones expected to be unineme.
Viscoelastic measurements on organisms with higher C-values
pose severe technical problems, and for the moment such direct
evidence for uninemy is not available for mammals, amphibi-
ans, and monocot plants.

A final argument for uninemy derives from studies on reas-
sociation of DNA. As shown originally by Britten and Kohne
(24) a large fraction of the DNA in the genome of higher
eukaryotes reassociates with single-copy kinetics. That is, it
reassociates at the rate predicted from the known C-value, and
the assumption that sequences are present only once per ge-
nome. This finding is a strong argument against chromosome
models that postulate that each chromatid consists of multiple
identical subunits.

It should be noted that the good correlation that exists

between C-value and genome complexity, as determined by
DNA reassociation kinetics, also effectively rules out any other
model of chromosome structure that postulates that all or a
majority of sequences are present in multiple copies. Callan
(25) proposed a model in which each “master” gene of an
organism was accompanied by a number of “slave” genes in
tandem array. Variations in C-value between organisms were
explained as variations in the number of slave copies. The
master-slave model, in addition to other ingenious features,
offered a way to reconcile unineme chromosome structure with
variable DNA contents, and for a while seemed to offer a
solution to the C-value paradox. In its simplest form, however,
it is incompatible with the fact that the largest fraction of DNA
in most organisms is not present in multiple copies.

Of the five tests of uninemy discussed here—distribution of
label during replication, DNase kinetics, electron microscopy
of transcription, viscoelastic measurements, and reassociation
kinetics—one or more have been applied to a large number of
different animals and plants. No single organism has been
looked at by all five methods, but eukaryotes spanning the
entire range of C-values from yeast on up have been examined.
If high C-values were due to multistranded chromosomes, then
the salamanders and monocots should have provided the evi-
dence.

Chromosome QOrganization: Euchromatin
and Heterochromatin

Early in this century, cytologists recognized that certain
chromosomes remained condensed during interphase and pro-
phase when other chromosomes were either indistinguishable
as such or were exceedingly long and thin. Such heterochro-
mosomes, as they were called, proved in many cases to be sex
chromosomes. In 1929 Heitz (26) showed that differential
condensation was not limited to sex chromosomes, but often
characterized part of an otherwise normal chromosome. He
suggested the terms heterochromatin and euchromatin to de-
scribe the unusually condensed and the more typical segments,
respectively. He showed that regions next to centromeres, at
the ends of chromosomes, and adjacent to the nucleolus tended
to be heterochromatic, and numerous subsequent studies have
confirmed his observations in many plants and animals. Over
the years a bewildering array of characteristics has been as-
cribed to heterochromatin. Chief among these is genetic “in-
activity.” In some cases, as in Drosophila, this means absence
of detectable mutants in most of the Y and in the cytologically
heterochromatic regions near the centromeres of the other
chromosomes (27). In other cases, most clearly demonstrated
by the mammalian X chromosome (28) and the paternal set of
chromosomes in mealy bugs (29), inactivity means suppression
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of function in an otherwise normal chromosome or set of
chromosomes. Other characteristics include late replication
during the S-period (30), differential replication (31, 32), ab-
sence of meiotic recombination (27), effects on euchromatic
regions brought into proximity with heterochromatin (33), and
even elimination of heterochromatin from certain cells (34, 35).
Some order was brought into the discussion of heterochromatin
by Brown and Nur (29), who recognized two broad categories
that they called facultative and constitutive heterochromatin.
They defined these as heterochromatin present in only one
homologue or in both homologues. This rather unusual defi-
nition distinguished heterochromatin as a state of an otherwise
normal chromosome (facultative) from heterochromatin as a
permanent condition (constitutive).

The distinction between facultative and constitutive hetero-
chromatin took on added significance with the demonstration
by in situ nucleic acid hybridization that mouse satellite DNA
was located in the constitutive heterochromatin adjacent to the
centromeres in all the chromosomes except the Y (36) (Fig. 3).
Mouse satellite DNA had been discovered as a minor compo-
nent in CsCl buoyant density gradients. Extensive physical and
chemical studies (24, 37, 38) showed it to consist of a 240-base-
pair sequence serially repeated about one million times in the
mouse genome. Because the satellite constituted about 8-10%
of the DNA and the centromeric heterochromatin a similar
fraction of the total chromosome length, it seemed probable
that the constitutive heterochromatin of the mouse consisted
largely if not exclusively of satellite DNA. Shortly thereafter
the satellite DNAs of D. melanogaster and D. virilis were also
shown to correspond with constitutive heterochromatin. In D.
virilis over 40% of the genome consists of three related simple
sequence satellites, correlated with very prominent heterochro-
matic regions in each of the mitotic chromosomes (39). For
many years it had been known that the heterochromatic regions
were not replicated proportionately during the formation of
the giant polytene chromosomes (31). The satellites were not
demonstrable by CsCl gradient centrifugation in DNA ex-
tracted from salivary glands of larvae, and in situ hybridization
showed that their absolute amount in the giant polytene nuclei
was not detectably different from that in diploid nuclei (32). It
was clear, therefore, that the unusual replicative behavior of
heterochromatin was correlated in this case with an unusual

FIGURE 3 Mouse chromosomes hybridized in situ with [PH]RNA
complementary to mouse satellite DNA. Hybridization is limited to
the constitutive heterochromatin adjacent to the terminal centro-
meres. From Pardue and Gall (36). Bar, 10 um.
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type of DNA. Simple sequence DNAs from a large number of
organisms including man have now been localized by in situ
hybridization to constitutive heterochromatin. So strong is the
correlation that one can be fairly sure that an organism with
cytologically prominent constitutive heterochromatin will have
simple sequence DNA readily detectable by buoyant density
analysis or reassociation kinetics.

In the in situ hybridization experiments on mouse chromo-
somes Pardue and Gall (36) noted that constitutive heterochro-
matin was differentially stained by the Giemsa stain. By simple
omission of the hybridization step from the in situ procedure
the C-banding technique was born. Although not specific in a

. chemical sense, C-banding permits a useful rapid screening for

regions of constitutive heterochromatin.

The simple chemical structure of the DNA in constitutive
heterochromatin provides an adquate explanation for the lack
of structural genes and mutations in these regions. Why this
type of DNA should be so prominently associated with centro-
mere and telomere regions is not at all clear. An answer to the
unusual distribution of simple sequence DNA will probably
not come before the overall significance of these sequences is
discovered. Several hypotheses have enjoyed a certain amount
of popularity. For example, it has been suggested that simple
sequences are involved in chromosome pairing or crossing over
at meiosis (40), that they provide a reservoir of sequences to be
converted by mutation into more typical DNA (24), or that
simply by their bulk they provide a mechanism for increasing
nuclear and cell size (41). Another view stresses that these
sequences have no essential cellular function, but do have
special replicative properties that give them a selective advan-
tage (42, 43).

In some cases simple sequence DNA accounts for much or
all of the difference in C-value between related species. For
instance the genomes of D. melanogaster and D. virilis contain
0.18 and 0.36 pg, respectively. In D. virilis, as already men-
tioned, the simple sequence satellites constitute more than 40%
of the DNA compared with about 18% for D. melanogaster.
The euchromatic portions of the genome, or more specifically
the single copy DNA of the two species, are not strikingly
different in amount. Such comparisons are of limited validity
when dealing with major C-value differences, because in gen-
eral the fraction of single copy DNA does not correlate with C-
value. That is, the proportion of single copy to repetitive DNA
varies greatly in organisms with both low and high C-values.
One cannot postulate a “basic” single copy genome for eu-
karyotes, which is simply augmented by repetitive sequences
in organisms with high C-value. .

Whole chromosomes or parts of chromosomes that change
from the normal mitotic cycle of condensation-decondensation
to a more or less permanently condensed state are said to be
facultatively heterochromatic. In the best studied cases such as
the mammalian X chromosome (28) and the paternal set of
chromosomes in mealy bugs (29), the switch in morphological
state is correlated with suppression of gene activity. The situ-
ation in mammals was first suggested by the discovery of a
condensed mass of chromatin, the Barr body, in cells of females
(44). Later the Barr body was shown to correspond with only
one of the two X chromosomes, the other X behaving like the
autosomes (45). Genetic studies being conducted at the same
time suggested that X-linked genes in the female did not follow
the usual dominant-recessive rules, but instead both alleles
were expressed in different patches of tissue. This was partic-
ularly well shown by coat color genes, but it was also demon-



strated for biochemical markers. The genetic and cytological
features taken together indicated that inactivation of one X
chromosome occurred early in development in each somatic
cell of a normal diploid female, so that the adult soma is a
mosaic of clones, each clone expressing the genes of only one
X chromosome. The situation in mealy bugs is similar in
principle, but in this case a whole set of chromosomes is
inactivated in male somatic cells. This is usually the paternal
set so that males express only genes inherited from their
mother.

The mechanism by which functionally active euchromatin is
converted to condensed, inactive heterochromatin is completely
obscure. It has been suggested several times that methylation
of DNA might be a primary event in inactivation (46, 47).
Despite the attractive nature of such an hypothesis, including
analogy to the restiction-modification systems of bacteria, the
available evidence is scanty. Now that restriction enzymes are
available whose specificity depends on the state of methylation
of nucleotides at the recognition site, it is possible to examine
methylation of particular genes and to test the methylation
hypothesis critically (48, 49). Whatever the mechanisms may
be by which regions become heterochromatic, those mecha-
nisms may shed light on the process of gene activation during
development. Nearly all models of embryonic development
and cell differentiation rely on the concept of differential gene
activation and inactivation. It is possible to imagine that acti-
vation or inactivation of individual genes or blocks of genes
during development might proceed by mechanisms similar to
those involved in facultative heterochromatinization.

RS
L

Nucleosomes and Chromosome Fine Structure

The DNA molecule contained in a chromatid is several
thousand times longer than the chromosome seen at metaphase
of mitosis. For instance, the X chromosome of D. melanogaster
is about 1.8 um long at metaphase, but contains 1 cm of DNA.
How this compaction is achieved, and what happens when the
chromatid partially unwinds during interphase or in the for-
mation of giant polytene and lampbrush chromosomes are
structural problems yet to be resolved in detail. The first order
of compaction, that which converts the extended DNA mole-
cule into a beaded string of nucleosomes, is now well under-
stood from a structural standpoint.

Early attempts to examine chromosome structure by electron
microscopy were notably unsuccessful. Thin sections, which
revealed exquisite detail in the organization of mitochondria,
the endoplasmic reticulum, flagella, and many other cytoplas-
mic structures, showed only an indistinct fibrillar and granular
arrangement of the nuclear contents. Just as light microscopical
studies proceeded very slowly until squash methods were intro-
duced, so electron microscopy of chromosomes had to await
methods for unraveling chromosomes for whole mount obser-
vations. It was no more possible to deduce the structure of an
interphase nucleus by sectioning it that it would be to do the
same with a ball of string. Even so, the first attempts to spread
chromatin using surface tension forces at an air-water interface
were not overly informative (50-52). Such studies did establish
that nuclei and chromosomes of many organisms consisted of
irregular fibers some 200-300 A in diameter, but little internal

e

FIGURE 4 Electron micrograph of chromatin spread under low ionic conditions on a hydrophilic substrate (“Miller spread”).
Nucleosomes are the most prominent feature of such transcriptionally inactive regions. From McKnight and Miller (67). Bar, T gm.
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FIGURE 5 Three stages in packaging of DNA, illustrated by extrachromosomal rDNA molecules from the oocyte of the water
beetle, Dytiscus. (A) free DNA molecule; { B) DNA and histones in a beaded nucleosome condition, probably lacking histone HT;
(C) supercoiled state or “200 A fiber.” In each case the length of DNA is the same. From Scheer and Zentgraf (135). Bar, Tum (A);
0.5 um, (Band C).

detail was evident. The situation changed dramatically when
Miller (19, 20) introduced the simple expedient of centrifuging
chromosomes and chromatin preparations from hypotonic so-
lutions onto hydrophilic substrates (Figs. 4 and 5). Under these
conditions the delicate chromatin fibrils were beautifully dis-
played in an extended condition, and it became possible to
examine regions of transcriptional activity, because the nascent
ribonucleoprotein molecules remained attached. Olins and
Olins (53) first called attention to the regularly beaded structure
of chromatin prepared in this fashion. They designated the
beads »-bodies and suggested that they constituted a new
structural feature characteristic of chromatin from many dif-
ferent sources. The »-bodies, as described by Olins and Olins,
were about 70 A in diameter and were connected by a thinner
fiber of irregular length. Combined biochemical and electron
microscopical studies by Chambon and his co-workers (54) on
adenovirus-2 chromatin demonstrated that each bead was as-
sociated with about 200 base-pairs of DNA. Chambon called
the beads nucleosomes, the name now generally used.

At about the same time biochemical experiments also sug-
gested a repeating structure for chromatin. Hewish and Bur-
goyne (55) noticed that DNA isolated from rat liver nuclei,
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which had been allowed to self-digest, was cut into a series of
fragments having lengths of about 200, 400, 600, etc. nucleo-
tides. The effect was traced to an endogenous nuclease acti-
vated by Ca** or Mg™*. Exactly comparable digestion of
isolated chromatin was obtained with micrococcal nuclease so
long as the chromatin was isolated with minimal shearing (56).
The nuclease digestion studies demonstrated that chromatin,
as opposed to free DNA, was organized in some manner that
made the DNA preferentially susceptible to enzymatic attack
at regularly repeated intervals.

The key to the enzymatic susceptibility clearly had to lie in
the association of DNA with histone. Kornberg (57) proposed
a model of nucleosome structure in which 200 base-pairs of
DNA were wrapped around a histone octamer consisting of
two each of the most highly conserved histones, H2A, H2B,
H3, and H4. Kornberg’s model made use of the long known
fact that DNA and histone occur in approximately equal
amounts by weight and that the four conserved histones are
present in equimolar amounts. It was also based on his own
studies, which showed strong binding in solution between the
pairs H2A-H2B and H3-H4 (58). Subsequent studies have done
much to clarify the specific arrangement of DNA and histone



in nucleosomes, but they have left the basic model intact (59-
61). Particularly important has been the realization that the
histone octamer is closely associated with about 140 base pairs
of DNA to form a “core” nucleosome, the remaining DNA
being less tightly associated with the octamer and indeed
varying in length from one organism to the next and apparently
even between tissues of the same organism. Histone HI is
associated with this variable linker region between successive
nucleosomes.

The behavior of nucleosomes during DNA replication has
been studied by Weintraub and co-workers making use of
density labeling of the proteins (62). They have shown that
“old” histone octamers remain intact during replication and
that “new” octamers consist entirely of proteins synthesized
during the time of replication. The exact distribution of old
and new octamers has not yet been determined, although it is
known that successive octamers on a replicated chromatid tend
to be all old or all new over short distances. Permanent changes
between two daughter chromatids could arise if the new octa-
mers associated with one of the strands differed from the old
in some respect. In this connection it is of considerable interest
that the histones of early and late sea urchin embryos are coded
for by different structural genes (63).

Transcriptionally active genes differ from bulk chromatin
with respect to their nuclease sensitivity, as originally found
for the globin gene in erythropoietic tissue. Weintraub and
Groudine (64) showed that the 8-globin gene in a transcrip-
tionally active tissue was more susceptible to nuclease digestion
than bulk chromatin, whereas it was not so in a transcription-
ally inactive tissue such as liver. Similar findings have been
reported for the chick ovalbumin gene (65) and several other
highly active genes. Because these studies involve digestion of
total chromatin followed by hybridization with specific probes,
they are difficult to relate to the behavior of individual nucleo-
somes during transcription. Electron microscopic studies of
active genes (66, 67) often show widely spaced transcripts
between which the chromatin appears to have a normal nu-
cleosome structure, an exception being the ribosomal RNA
genes that always have closely spaced transcripts. Nevertheless,
detailed analysis of specific genes using a combination of
DNase 1 digestion and blot hybridization (68, 69) suggests that
the whole region of active transcription is altered in a highly
specific manner and that sites of preferential cutting are ex-
posed.

The coiling of DNA around the nucleosome core results in
a six- to sevenfold reduction in length relative to fully extended
DNA (200 base-pairs represent 680 A of DNA, whereas nu-
cleosomes are approximately 100 A in diam.). Clearly, there-
fore, there must be higher orders of coiling or folding to
account for the known dimensions of chromosomes. Because
a fiber of approximately 200-300 A diameter occurs as the next
most complex feature seen by electron microscopy (Fig. 5),
several hypotheses have been suggested to account for its
structure. These models are concerned with the way in which
arrays of nucleosomes may be packed into helical supercoils
(70, 71) or superbeads (72). Until detailed X-ray data become
available it will be hard to choose among these models.

Even the 200- to 300-A fiber is considerably longer than a
metaphase chromatid. Electron micrographs of chromosomes
spread at a water-air interface clearly show the 200- to 300-A
fibers projecting as short loops all over the chromosome sur-
face; they can also be seen in sections of isolated chromosomes.
If the histones are removed from isolated metaphase chromo-

somes and the chromosomes are then centrifuged onto an
electron microscope grid for examination, extremely long loops
of DNA project from an irregular “scaffold” whose dimensions
are similar to the original intact chromosome (73). The nature
of the scaffold is unclear, and it may, in fact, be some type of
precipitation artifact. Nevertheless the striking morphology of
such histone-depleted chromosomes suggests that the basic
200- to 300-A fiber of metaphase chromosomes may be thrown
into numerous loops reminiscent of the loops of lampbrush
chromosomes. Whether these loops are permanent features of
the chromosome, dividing it into specific domains, or represent
a less ordered arrangement simply for purposes of packaging,
is an important unanswered question.

Specific Sequence Organization

During the past 10 years an enormous amount of information
has been collected about the organization of specific gene
sequences. The earlier studies concerned rDNA, 58 DNA, and
the genes coding for the histones, because these sequences are
the most abundant and could be isolated by relatively simple
physical methods, particularly centrifugation (74). Within the
past few years, however, methods for gene cloning, the avail-
ability of numerous restriction enzymes, and rapid methods for
DNA sequencing have made it possible to obtain detailed
information on almost any desired gene. As a result molecular
taxonomy has become a boom industry. From the plethora of
information now available generalizations are beginning to
emerge. For instance, serially repeated genes are generally
separated by spacer regions that are not transcribed; specific
sequences are found at the 5'- and 3’-ends of coding regions
and probably represent promoter and terminator signals; many
coding regions are interrupted by so-called intervening se-
quences or introns, which are transcribed but later removed
from the mature messenger RNA. I will not attempt to cover
these details of sequence organization, which have been well
summarized in recent reviews (75, 76). Instead I will concen-
trate on a limited set of properties having to do with overall
chromosome organization, especially the number of repeats of
a given sequence in the genome, the chromosomal distribution
of these sequences, and the total amount of DNA involved (as
coding sequences, spacers, and introns). The general conclusion
that I would like to emphasize is that the number and arrange-
ment of sequences are often closely related to the life history
and evolution of an organism, in much the same way that
chromosome numbers, special sex-determining mechanisms,
and the presence of chromosomal rearrangements reflect evo-
lutionary and developmental strategies (10). This general con-
clusion will delight those who enjoy variety for its own sake.
At the same time it puts an added burden on the molecular
biologist who must decide which features of a particular gene
family are of general significance and which apply only to the
specific case.

These generalizations are most easily illustrated by the genes
coding for 18S and 28S ribosomal RNA. In almost all eukar-
yotic. organisms studied so far, these genes are present in
serially repeated copies consisting of alternating transcribed
and nontranscribed regions. The transcribed region contains
the sequences for the 18S, 5.8S, and 28S RNA, read in that
order, along with a short region preceding the 18S gene and
short stretches between the genes, which are subsequently
removed. The nontranscribed spacer region can be very short
or much longer than the coding segment, depending upon the
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organism, and often shows variability even within an organism.
In at least some cases it has an internal repeating unit so that
it resembles simple sequence DNA (77).

The localization of rDNA at the nucleolus organizer was
first shown for Drosophila and Xenopus by a combination of
cytogenetic and biochemical data (78, 79). Subsequently the
position of rDNA has frequently been demonstrated by in siru
hybridization (see review in reference 76). Many organisms
have a single organizer, although multiple sites are not uncom-
mon (humans have five, for instance). Although many orga-
nisms have an organizer near the centromere or at an interstitial
position on a chromosome arm, a surprising number have their
nucleolus organizer near the end of the short arm of one
chromosome (80). The significance of this generalization is
unknown.

Most organisms have from a few dozen to a few hundred
rDNA repeats. For instance, yeast has 140 copies, D. melano-
gaster has about 200 copies, and humans between 150 and 200.
Very high numbers up to 5,000 or more have been reported for
salamanders and some plants (see review in reference 76). In
assessing the percent of the genome devoted to TDNA, one
must know the lengths of the nontranscribed spacer and inter-
vening sequences when they occur. The lengths of spacers are
quite variable. They are very short in Bombyx and Sciara, for
instance, so that most of the repeat length is accounted for by
the coding region. At the other extreme very long repeats have
been described in the mouse and humans (40 kb), the cricket
Acheta (35 kb), and the water beetle Dytiscus (29 kb). Interven-
ing sequences have been described in several eukaryotic 288
gene sequences, where they range in size from 407 bases in
Tetrahymena pigmentosa (81), about 5 kb in D. melanogaster
(82), to 9.8 kb in D. virilis, (83) all organisms with relatively
low C-values. There is no simple relationship between number
of IDNA copies, total IDNA (including spacers and intervening
sequences), and C-values. One might have predicted that the
number or size of rIDNA repeats would go up in proportion to
C-value. Although it is true that the highest values are found
in high C-value organisms, there is, if anything, a tendency for
low C-value organisms to devote a larger percentage of their
genome to TDNA (for instance the numbers are 5% for yeast,
1% for D. melanogaster, and 0.2% for Xenopus laevis). The long
nontranscribed spacers do not belong to organisms with espe-
cially large genomes, and the longest known rDNA intron (D.
virilis) is in an organism with a low C-value.

One of the most striking features of rDNA is the fact that
copies may exist as free, extrachromosomal molecules in ad-
dition to the more typical, chromosomally integrated repeats.
The most extreme case of this phenomenon, termed amplifi-
cation, is found in oogonia and oocytes of many animals (84,
85). In Xenopus oocytes there are about 2 X 10° tDNA repeats
organized in approximately 1,000 extrachromosomal nucleoli
located around the periphery of the giant oocyte nucleus. These
amplified genes have been the object of intense investigation
(reviewed in reference 86). It is known that they arise from
chromosomal copies during the earliest oogonial stages (prob-
ably as single repeats), that they replicate extrachromosomally
by a rolling circle mechanism primarily during the pachytene
stage of meiosis I, and that they engage in intense ribosomal
RNA synthesis during vitellogenesis. The overall biological
significance of amplification is reasonably clear. The oocyte is
a single cell, which grows to a size many thousand times larger
than a somatic cell and which accumulates ribosomes for
protein synthesis during embryogenesis. The 4C oocyte nucleus
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of Xenopus contains only 2,000 integrated rDNA copies, which,
if transcribing at maximal rate, would require many years to
produce the 4 pg of TRNA contained in a mature oocyte. Many
giant cells, which are faced with a similar problem (such as silk
gland cells in Bombyx) become polyploid, thereby increasing
the total number of rDNA sequences along with the whole
genome. Such an avenue would not be open to an oocyte
without a complete restructuring of the meiotic phenomena. In
a sense, then, by amplification the oocyte manages to poly-
ploidize its IDNA while leaving the rest of the genome intact
at the 4C level. This general conclusion was reached in 1942
by Painter and Taylor (87) long before the nucleolar DNA of
the oocyte was recognized as coding for rRNA.

rDNA amplification is found in oocytes of many animals,
both vertebrate and invertebrate, but it is not universal. For
instance, the oocyte nucleus of Drosophila shows no sign of
amplification, yet the oocyte is large and well supplied with
ribosomal RNA. Here, as in many insects, IRNA comes from
polyploid nurse cells whose cytoplasm is physically continuous
with the oocyte cytoplasm (88). In still other organisms with
small oocytes neither amplification nor nurse cells occur, the
chromosomal copies of IDNA being adequate for the number
of rRNA molecules needed.

rDNA amplification is also found in the macronucleus of
the ciliated protozoan Tetrahymena (89, 90). Its occurrence
bere is correlated with the well-known nuclear dualism of
ciliates, which have a transcriptionally inactive diploid micro-
nucleus (the germinal nucleus) and a transcriptionally active
polyploid macronucleus (the somatic nucleus). There is a single
chromosomally integrated rDNA copy in the micronucleus,
but several thousand amplified extrachromosomal copies in the
macronucleus (91). The significance of amplification in this
case seems to be much the same as in oocytes—the large,
rapidly growing cell could not synthesize enough rRNA from
the rDNA copies present in the chromosomes.

Amoplification of genes other than TDNA is known in two
cases. The first involves cultured cells resistant to the folate
analog methotrexate in which the nomally single copy gene for
dihydrofolate reductase may be present in several hundred
copies (92). The amplified genes are responsible for greatly
increased production of dihydrofolate reductase, permitting the
cells to function in the presence of the drug. The second is the
recently discovered amplification of chorion protein genes in
the ovary of Drosophila (93). This is an unusually interesting
case because it is the first example of a protein-coding gene
that amplifies during normal cell differentiation. Cells that
produce massive amounts of a single protein, for example silk
fibroin or egg albumin, ordinarily do so without amplification
of the corresponding gene (94). Large amounts of protein can
be synthesized because the mRNA is stable and because the
tissue is active for many hours or days. Spradling and Mahow-
ald argue that Drosophila oogenesis proceeds so fast that only
multiple gene copies can produce the required number of
chorion mRNA molecules (93). If their argument is correct,
one should find other cases of amplification (or multiple chro-
mosomal copies) of structural genes in extremely rapidly de-
veloping systems.

The existence of amplified genes in diverse organisms and
cell types underscores the conclusion that the number of gene
copies is often understandable only after considering the life
history of the organism and the specific features of the cell type
in which the genes are transcribed. The same general conclu-
sion is illustrated in a dramatic fashion by the genes coding for



58S RNA. 58 RNA is a small molecule, 120 nucleotides in
length, present as a single copy in the larger ribosomal subunit.
In two organisms (yeast and Dictyostelium) the 5S coding
sequence is located between the 17S and 258 genes (95, 96),
but in all other investigated cases it occurs in tandemly repeated
units unlinked to the other ribosomal RNA sequences. As with
the 18S and 28S genes, highly conserved 5S coding regions
alternate with spacers that may be internally repetitive and
variable in length (97, 98). The cytological location of the 5S
genes varies from organism to organism. In Xenopus they occur
in clusters near the tips of the long arms of all the chromosomes
(99); in the newt Notophthalmus they are found in the pericen-
tromeric heterochromatin of four chromosomes and at one
interstitial site (100); in Drosophila (101) and maize (102) they
occur at a single site. Thus there is no obvious pattern to their
location.

Their numbers are equally variable. Drosophila has about
160 copies (103) whereas X. laevis and X. borealis have about
24,000 and 9,000, respectively (104). As just discussed, the
nurse cells of Drosophila make amplification of the genes for
185 and 28S rRNA unnecessary. The nurse cells probably
produce 5S RNA as well. On the other hand, Xenopus lacks
nurse cells, and one would suppose that the oocyte would
amplify the 5S genes just as it does the 18S and 28S sequences.
This is not the case, however (85); instead, the large number of
5SS genes is maintained in the chromosomes primarily for use
during oocyte development. This remarkable conclusion grew
out of the discovery that oocyte and somatic 5S RNA sequences
differ by a few nucleotides (105, 106). When the 5S genes were
isolated by centrifugation from bulk genomic DNA, they were
found to consist largely of oocyte-type sequences (107). Only
after other minor sets of 5S genes had been isolated and
characterized were the somatic genes finally discovered in both
X. laevis and X. borealis (108). They consist of several hundred
repeats with an entirely different spacer from the major oocyte
species. The sequence data make it clear that thousands of 58
genes are carried as extra baggage in somatic cells to be
expressed only in oocytes. During oogenesis 5S RNA is syn-
thesized at a high rate in previtellogenic oocytes, well before
the maximal rise in 18S and 28S rRNA synthesis (109). Thus
even though each ribosome will eventually contain one 5S
molecule for each 18S and 28S molecule, the genes are un-
linked, and their transcription is temporally uncoordinated.

The formation of ribosomes during oogenesis is an important
developmental event requiring synthesis of large amounts of
188, 288, and 58S ribosomal RNA. As just discussed, it is now
clear that different organisms utilize quite different mecha-
nisms to deal with the problem. In some cases genes are
amplified extrachromosomally, in others the gene product is
supplied by polyploid nurse cells, and in still others a special
set of oocyte genes is maintained in the chromosomes. Surpris-
ingly a single organism may utilize two different mechanisms,
as in the case of Xenopus, which amplifies the 18S and 28S
genes, but carries special oocyte 5S genes, even though the
mature ribosome must contain equimolar quantities of each
RNA. Another such case occurs in the beetle Dytiscus, which
amplifies the 18S and 28S genes in oogonia and oocytes, but
which also has polyploid nurse cells that supply RNA to the
oocyte (110).

The genes coding for histones have been studied extensively
in three species of sea urchin and in Drosophila (reviewed in
reference 63). Earlier investigations by ultracentrifugation
demonstrated that the genes were repetitive and probably

clustered (111). With the advent of molecular cloning it was
possible to obtain a restriction enzyme fragment 7 kb in length
from the sea urchin Strongylocentrotus purpuratus that con-
tained one coding region for each of the five histones in the
order H1, H4, H2B, H3, H2A (112). Each coding region was
separated from the next adjacent one by a spacer. Altogether
there are several hundred serial repeats of this five-membered
unit. A similar organization including the same gene order was
demonstrated in two other species of sea urchin, Lytechinus
pictus and Psammechinus miliaris. In Drosophila there are fewer
gene copies, about 110 in all, but here too there is a repeating
unit containing one each of the five genes (113). A notable
difference in organization between the three sea urchins and
Drosophila is that the coding regions are all in one strand in
the sea urchins, whereas two coding regions are on one strand
and three on the other in Drosophila. The Drosophila genes,
therefore, cannot be transcribed as a single polycistronic mes-
senger. Studies on histones during sea urchin development
have shown the remarkable fact that histones produced at
different stages may have different primary amino acid se-
quences (114). For instance, histone H1 from cleavage stages
differs from its counterpart during gastrulation. The mRNAs
for the two species are different and must be coded for by
separate genes. Even in the case of histone H4, which has the
same amino acid sequence at different stages, the messenger
RNAs are distinct. The genes that have been cloned are in
every case those which code for the earliest histone, suggesting
but not proving that the later variants are coded for by rela-
tively rare genes. If this turns out to be true, the analogy with
the 5S genes would be close. That is, the organism may
maintain a family of similar, repeated genes for use during a
critical stage in its life history when unusually rapid synthesis
is necessary. As in the case of the ribosomal RNA genes the
mechanism used by the sea urchins might not represent a
unique solution to the problem. For instance, Xenopus, which
has much the same need for histones during embryogenesis,
has only 20-50 gene copies (115). Adamson and Woodland
(116) suggest that Xenopus synthesizes and stores histones and
histone mRNAs during oogenesis, a protracted period lasting
several months, and that the increase in histone synthesis in
cleavage stages is dependent on stored mRNA. It appears that
the difference in number of histone gene copies between the
sea urchins and Xenopus may be correlated with different
solutions to a developmental problem, although more infor-
mation is needed before this conclusion is firm.

Genes coding for various proteins have now been cloned by
recombinant DNA methods and their structure examined in
detail; the number of new proteins analyzed is increasing at a
rapid rate, and only a few general comments can be made here.
In most cases the genes are ones which code for abundant or
superabundant proteins, a fact that may have some bearing on
the structures discovered. Although some of the genes may be
present in only one copy in the genome, most of the examples
studied consist of a small family of closely related sequences,
for instance a- and B-globin (117-119), actin (120), ovalbumin
(121), and vitellogenin (122). A few, such as the chorion protein
genes in the silk moth, Antheraea consist of a family of se-
quences coding for a large number of similar but not identical
polypeptides (123). Among the most surprising features is the
widespread occurrence of intervening sequences (or introns)
separating the coding sequence into two or more segments
(discussed in reference 124). The number of intervening se-
quences per gene varies considerably, there being two in mam-
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malian B-globin, seven in the ovalbumin gene of the chick, and
an incredible 33 in the vitellogenin gene of Xenopus. There is
good evidence in the case of the hemoglobin genes that the
intervening sequences are ancient from an evolutionary stand-
point. This is shown by the fact that two intervening sequences
occur at approximately the same places in the 8-globin genes
of several species, as well as in the 8- and y-variants and in a-
globin (119). Either the intervening sequences were present in
their current locations in the progenitor gene from which these
related genes were derived or transpositions occur preferen-
tially to these sites.

Intervening sequences obviously add to the total DNA con-
tent of organisms that possess them. Because of limited data it
is not yet possible to relate the C-values of organisms with the
number and length of their intervening sequences. In yeast
very short intervening sequences have been described in tRNA
genes (125), but until now only one (304 bp) in a protein-
coding gene, that which codes for actin (126). In Dictyostelium,
which has a very small genome (C = 0.05 pg), two small introns
have recently been found in a gene coding for an mRNA of
unknown function.! In D. melanogaster (C = 0.18 pg) some of
the rDNA repeats have introns (82), and an intron has been
described in a gene coding for actin (120). From the limited
information available, one gets the impression that organisms
with small C-values may have fewer introns than those with
larger ones, but this may be caused in part by spotty sampling.
The C-value of the chicken (C = 1.2 pg) and Xenopus (C = 3.2
pg), which contain such remarkably discontinuous genes, are
small to moderate by comparison with many other eukaryotes.
Organisms with very high C-values have not been examined
for intervening sequences in protein-coding genes. Notophthal-
mus (C = 45 pg) has an average sized rDNA repeat (about 15
kb) and a very short 5S repeat (231 bp) with no evidence for
introns.? I feel that major differences in C-value will probably
not be directly ascribable to differences in the number and
sizes of introns.

Chromomeres, Bands, and Loops

Perhaps the most obvious feature of chromosomes at the
light microscopical level is that they are neither uniform nor
regularly periodic. Instead they possess aperiodic discontinui-
ties represented by chromomeres (especially in meiotic pro-
phase), by bands in polytene chromosomes of insects and other
organisms, and by loops in the lampbrush chromosomes of
oocytes. The number of bands has been counted carefully in
the salivary gland chromosomes of D. melanogaster. The best
estimate, based on the studies of C. B. Bridges and P. N.
Bridges is 5059 (127). The number of chromomeres in a lamp-
brush chromosome set varies with age of the oocyte, but the
number counted during the maximal lampbrush stage is similar
to the number of polytene bands, e.g., about 5,000 for Triturus
and 3,000-6,000 for Plethodon (128, 129). The number of loop
pairs is somewhat higher, because there is often more than one
pair of loops per chromomere. It is a striking fact that the
number of bands in Drosophila and the number of chromo-
meres in the salamanders are very nearly the same, even though
the DNA contents of the two organisms differ by more than
100-fold. Does this mean that there are domains of chromo-
some structure, whose number remains relatively constant dur-
ing chromosome evolution, but whose size varies with C-value?

! Kimmel, A. R., and R. A. Firtel. Personal communication.
?Kay, B., and J. G. Gall. Unpublished observation.
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This question will be easier to answer once a clearer picture is
obtained of a band and interband in Drosophila and other
Diptera. Fortunately that time is not far away. Already from
genetic analysis of Judd and Young (130) and others, we know
that a band contains no more than a few complementation
groups, even if the simple correlation of one band = one
complementation group is an overstatement. The amount of
DNA in a band, ie., per chromatid, averages 20 kb with a
range of perhaps 10-fold between the faintest and most prom-
inent bands (the average is obtained by dividing the amount of
euchromatic DNA, about 10° kb, by the number of bands).
The smaller bands simply do not have enough DNA to contain
many structural genes along with whatever control regions,
spacers, and the like must be present. In the case of the histone
genes it is known from in situ hybridization that the repeated
sequences extend over several bands (131). Even in the case of
an extraordinarily large puff, the Balbiani ring 2 of Chironomus
tentans, there may be only one transcription unit (132). Because
by hybridization techniques it is possible to select overlapping
clones from a clone library of Drosophila (“walking” along the
chromosome), there will soon be available several sets of clones
that extend over more than one band’s worth of DNA. From
these it should be possible in principle to evaluate the number
of structural genes and transcription units per band. In the case
of the lampbrush chromosomes, it is reasonably certain from
morphology both at the light microscopical and electron mi-
croscopical levels, that a loop often consists of a single tran-
scriptional unit. On the other hand, there are clear cases where
the morphology suggests two or more transcription units (133).
In situ hybridization experiments demonstrate that the RNA
transcripts over a long segment of a loop may hybridize with
a specific DNA probe, once again consistent with the notion
that a loop contains one or a small number of transcription
units (134). The missing information in the case of the lamp-
brush chromosomes, in order to make a comparison with the
bands of the polytene chromosomes, is how many structural
genes or complementation groups may reasonably be present
in one loop and its associated chromomere.

A unified model of eukaryotic chromosome structure might
begin with the postulate that higher organisms have a more or
less constant number of chromosome units or domains, roughly
equal to the number of bands in Drosophila polytene chromo-
somes or loops in Triturus lampbrush chromosomes. Each of
these domains would contain one or a small number of struc-
tural genes and a correspondingly small number of transcrip-
tion units. As the DNA content of the organism went up or
down during evolution, the number of units would remain the
same while the amount of DNA per unit varied enormously.
Thus both Drosophila and Triturus would have the same 5,000
or so chromosome domains, but the domains in Triturus would
contain on average more than 100 times as much DNA as
those in Drosophila. Just how the extra DNA might be orga-
nized is open to conjecture. My preference is to suppose that
much of it may occur as spacers between the active transcrip-
tion units. The extreme form of this model postulates that
active gene regions are similar in number and organization
throughout the range of eukaryotic organisms, but that they
are more widely spaced in organisms with high C-values. A
corollary of this model is that changes in DNA content occur
more or less uniformly along the length of the chromosome to
account for the common observation that related organisms
with different C-values may have very similar karyotypes (10).
In order to test these speculations at the molecular level, it will



be necessary to compare the organization of structural genes in
organisms with a wide range of C-values. Obviously this model
of chromosome structure does not “explain” the C-value par-
adox. It does, however, stress that the number of active genes
and transcription units need not be correlated with the total
amount of DNA. From a structural standpoint it focuses
attention on the organization of the individual chromosome
domains, and it could be critically tested by showing that the
spacing of active genes varies more or less linearly with C-
value. It has been pointed out several times that DNA content
is positively correlated with nuclear and cell size and inversely
with rate of mitosis and rate of embryonic development (41).
If these correlations are more than fortuitous, it would be
useful to look for ways in which the DNA content of the
chromosome domains might regulate the timing of mitosis and
the rate at which the embryonic program is read.

An adequate model of chromosome structure must ulti-
mately encompass not only the organization of individual
genes but also the ways in which these genes are regulated
during cell function and especially during embryonic devel-
opment. In this light the study of chromosome organization
has only just begun, and we can confidently predict major
changes in our outlook during the next 25 years.

Many of the topics discussed in this review are treated more exten-
sively in the Cold Spring Harbor Symposium, Volume 38 (1974) on
Chromosome Structure and Function, and Volume 42 (1978) on Chro-
matin,
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The Nucleolus, Chromosomes, and

Visualization of Genetic Activity

OSCAR L. MILLER, JR.

The Nucleolus and Ribosomal RNA Genes

By the time of Montgomery’s classic paper on the nucleolus
in 1898 (1), there were already 700 or so articles with obser-
vations on this nuclear organelle, beginning with a study by
Fontana in 1781 entitled “Venom of Vipers.” The early cyto-
logical emphasis on the nucleolus undoubtedly was due to the
high visibility of the organelle in interphase nuclei of most cell
types; however, the fact that nucleoli are directly involved with
chromosomal activity was not demonstrated until Heitz (2) and
McClintock (3) showed that nucleoli form during telophase at
specific chromosome regions called “nucleolar organizers”
(NOs) by McClintock. In 1940, Caspersson and Schultz (4),
using ultraviolet (UV) absorption spectra, concluded that both
nucleoli and cytoplasm of cells are generally rich in ribonucleic
acid (RNA). Brachet (5) came to the same conclusion inde-
pendently after discovering that RNase treatment of amphibian
oocytes removed the basophilic components of both cytoplasm
and nucleoli. Following these early observations, Caspersson
and co-workers produced convincing evidence that a positive
relationship exists between nucleolar size and levels of RNA
and protein synthesis in cells (6).

In the early 1950s, Estable and Sotelo (7) used a silver-
staining technique on a variety of cells, and suggested that
during interphase, nucleoli contain a threadlike structure,
termed the “nucleolonema,” which associates with all of the
chromosomes during mitosis and regroups at the NO during
telophase, after which the nucleolus acts as a collecting site to
accumulate additional material. Although the assignment of a
hereditary continuity to the nucleolonema independent of
chromosomes turned out to be incorrect, this provocative con-
cept spurred interest by many investigators regarding the func-
tion of the nucleolus in cell metabolism. A comprehensive 1955
review by Vincent (8) provides a nice overview of earlier
research on nucleoli.

Evidence for a Direct Relationship Between
Cytoplasmic and Nucleolar RNA

Starting with Claude’s “microsome” fraction in 1941 (9),
techniques continued to be developed which allowed separa-
tion and biochemical analysis of different cellular fractions

OSCAR L. MILLER, JR. Department of Biology, University of Vir-
ginia, Charlottesville, Virginia

(reviewed in [10]). Cytoplasmic microsomal fractions were
found to be rich in RNA and active in protein synthesis. When
small ribonucleoprotein (RNP) particles were isolated from
microsomal fractions treated with detergents (11), the RNP
particles were found to contain essentially all of the RNA
components and to be highly active in protein synthesis. Similar
RNP particles already had been found in bacteria, and these
were shown to contain two stable RNA molecules with sedi-
mentation constants of 16S and 238, which are complexed with
a large number of proteins. Further studies using eukaryotic
cells demonstrated that microsomal particles also contain two
stable RNAs, but with somewhat higher S values of 18 and 28
(12). Porter (13), Sjostrand and Hanzon (14), Palade (15), and
Palade and Siekevitz (16), by using electron microscopy (EM),
were the first to observe cytoplasmic granules in fixed cells and
to correlate the morphology and chemistry of these granules.
A similarity between such “Palade granules” with regard to
size and composition and a granular component of the nucleo-
lus was first noted by Porter (13) and later by Gall (17) and
Swift (18). The first good indication that the nucleolus probably
is involved in the production of the stable RNA components
of the granular cytoplasmic “ribosomes” (a term introduced by
Roberts in 1958 [19]) was provided by Woods and Taylor in
1959 (20). By use of autoradiography (ARG), these investiga-
tors showed that *H-labeled cytidine first appears in nucleolar
RNA of Vicia faba root tips, then in cytoplasmic ribosomal
RNA (rRNA), and that pulse-labeled nucleolar RNA moves
from the nucleolus to the cytoplasm in the presence of unla-
beled medium. More rigorous proof of this relationship was
given by Perry and co-workers (21, 22), who demonstrated that
selective UV microbeam irradiation of HeLa cell nucleoli
prevented the appearance of about two-thirds of newly synthe-
sized RNA into the cytoplasm, relative to control cells. Addi-
tional evidence for a nucleolar origin of rRNA came from
Edstrom and colleagues (23), who used ingenious microdissec-
tion and microelectrophoretic techniques in the analysis of
starfish oocyte RNA. They showed that the base composition
of nucleolar RNA, but not other nuclear RNA, is essentially
the same as that of cytoplasmic RNA, the large majority of
which is rRNA. Similar results were subsequently obtained by
Edstrom and Beermann, (24) using Chironomus salivary glands,
and by Edstrom and Gall (25), using amphibian oocytes.
Complementing these studies on RNA, Birnstiel and co-work-
ers (26) showed by amino acid analyses that the nucleolar
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proteins of pea seedlings are very similar to those of isolated
cytoplasmic ribosomes.

Evidence for a Large Precursor to 185 and 285
Cytoplasmic Ribosomal RNA

Strong evidence that the 18S and 28S rRNAs are derived
from larger nucleolar molecules was first provided by Perry
(27). He used parallel ARG and sedimentation studies on
control and actinomycin-D-treated mouse L cells, and found
that rapidly labeled nucleolar RNA contains heterogeneous
fast-sedimenting components, some of which sediment faster
than the heaviest cytoplasmic rRNA. Scheerer et al. (28) next
reported that the largest rRNA precursor molecule (pre-rRNA)
in HeLa cells sediments at 458 and is cleaved to an intermediate
35S molecule in the derivation of the IRNAs. Precise details of
the conversion of HeLa pre-rRNA into 18S and 28S rRNA
were later given by Weinberg et al. (29), using very clean
nucleolar fractions and acrylamide gel electrophoresis methods
developed by Loening to accommodate RNA molecules as
large as pre-rRNA. It was found that a single pre-rRNA
molecule gives rise, through two intermediate RNA cleavage
pathways, to one molecule each of 18S and 28S rRNA. In that
the existence of the high molecular weights (mol wt) of pre-
rRNA based on apparent sedimentation constants continued
to be questioned, Granboulan and Scheerer (30), using
Kleinschmidt’s protein film technique to visualize RNA mol-
ecules by EM, showed that there is a good correlation between
the molecular-weight estimates by the two methods, and that
the conversion of 458 pre-rfRNA to rRNAs is the result of
changes in lengths rather than configurations.

Evidence for Redundancy of 185 and 28S rRNA
Cistrons

The first evidence that genomes of eukaryotic cells contain
highly multiple sequences coding for cytoplasmic 18S and 28S
rRNAs was provided by Chipchase and Birnstiel (31) who
estimated from rRNA/DNA hybridization results that 0.3% of
total pea-seedling DNA contains sequences homologous to
rRNA. Also reported was the fact that nucleolar RNA com-
peted with TRNA for such sequences. X-irradiation experi-
ments done earlier by McClintock (3) and later by Beermann
(32), showing that translocations involving partial NOs could
function equally as well as intact NOs by morphological and
growth criteria, had demonstrated that functional redundancy
existed in NOs. This redundancy had now been given a molec-
ular basis. Soon after the hybridization data from peas was
obtained, McConkey and Hopkins (33) used similar methods
to estimate that an average HeLa cell contains 400 285 rRNA
cistrons and, more importantly, showed that IRNA sequences
are enriched in nucleolar fractions.

Evidence for Localization of 18S and 28S rRNA
Cistrons to NOs

The first highly suggestive evidence that all 18S and 28S
rRNA cistrons are localized at the NO site of a specific
chromosome was provided by Brown and Gurdon (34), using
the Mendelian, anucleolate deletion mutant of Xenopus laevis
first described by Elsdale et al. (35). In homozygous anucleolate
tadpoles, the mutation prevents formation of normal nucleoli.
These investigators showed that there also is no synthesis of
18S or 28S TRNA or of higher molecular weight precursors,
whereas 4S RNA and rapidly labeled heterogeneous nuclear
RNA (hnRNA) are synthesized. These results indicated that
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the cistrons for 18S and 28S rRNA are under coordinate
control and are located at a single chromosomal site, the NO.
More definitive evidence that the rRNA cistrons are localized
within NOs was soon provided by Ritossa and co-workers (36,
37), who used cytogenetically derived Drosophila stocks carry-
ing from 1 to 4 NOs, and Birnstiel and colleagues (38, 39), who
compared normal (2-NO) tadpoles with heterozygous (1-NO)
and homozygous (0-NO) anucleolate Xernopus mutants. Both
groups demonstrated by IRNA/DNA hybridization that the
number of rRNA cistrons present in the various stocks is
precisely correlated with the number of NOs present.

Isolation of Ribosomal DNA and the Arrangement
of the 185 and 28S rRNA Cistrons

Birnstiel and co-workers (38, 39) predicted from the high
guanosine-cytosine (G-C) content of rRNA that its comple-
mentary DNA sequences should have a higher G-C content
(~63%) than that of total Xenopus DNA (~40%), and that this
DNA should separate from bulk DNA in CsCl gradients
because of the difference in buoyant density. These investiga-
tors showed that about 0.2% of the Xenopus genome separates
on CsCl gradients as a high-density satellite that contains
essentially all of the genomic DNA complementary to 18S and
288 rRNA. This marked the first isolation in pure form of
DNA sequences of known function.

The question of whether 188 and 28S rRNA sequences are
present in the NO in homogeneous contiguous blocks of one
or the other or are strictly alternating, was then approached
independently by Brown and Weber (40) and Birnstiel et al.
(41). Their experiments were carried out by shearing high-
density satellite DNA (rDNA) to progressively lower molecular
weights, challenging the DNA with 185 and 28S rRNA, then
determining the buoyant density of the hybrid molecules.
Because of the difference in the G-C content of the two rRNAs,
it could be determined that linkage between the two sequences
was not disrupted until a DNA with close to 1.5 X 10° daltons
was reached. When DNA with a molecular weight 0.5 X 10°
daltons or lower was used, essentially no linkage between the
two TRNA sequences was present. These results forced the
conclusion that the two cistrons are strictly alternating and that
their products are contained together within the 40S pre-rRNA
molecule of amphibia.

55 rRNA

Using HeLa cells, Knight and Darnell (42) showed that, in
addition to the 28S rRNA, there is one 5S RNA molecule per
large ribosomal subunit. That this 5S rRNA becomes associ-
ated with nascent ribosomal particles in the nucleolus that
contain the 328 precursor to 288 rRNA was demonstrated by
Warner and Soeiro (43). Brown and Weber (44) showed by
RNA/DNA hybridization that 58 rRNA genes (5S DNA) in
Xenopus are not linked with rDNA, and Pardue et al. (45)
subsequently demonstrated by recently innovated in situ hy-
bridization techniques that the some 20,000 or so 5S rRNA
genes are distributed among the ends of the long arms of
probably all of the 18 chromosomes of X. lgevis. A much more
localized site was found by Prensky et al. (46) for the approx-
imately 160 5S rRNA genes of D. melanogaster, in which the
genes can be assigned to bands 56e-f on chromosome 2R. On
the other hand, linkage between 5S DNA and rDNA was
reported by Cockburn et al. (47) and Maizels (48) for Dictyos-
telium discoideum and by Maxam et al. (49) for Saccharomyces
cerevisiae. In both of these primitive eukaryotes, the 5S genes



are present with their own promoters in the spacers between
pre-tfRNA genes. Because of this arrangement, it was proposed
that these two primitive eukaryotes may represent an inter-
mediate divergence from the bacterial organization in which
58 cistrons share promoters with the other rRNA cistrons (48).

A dual 58 rRNA system was reported by Wegnez et al. (50)
and Ford and Southern (51) for X. laevis, in that somatic cells
synthesize one type of 58 RNA whereas oocytes synthesize
both the somatic type and several oocyte-specific types which
differ slightly from one another in nucleotide sequence. The
mechanism by which such differential regulation of oocyte-
type 5SS RNA synthesis is controlled remains obscure. The
nucleotide sequence of the major oocyte 5S DNA (average
repeat length, 720 base pairs [bp]) has been determined (52-
54). The repeat unit consists of two regions: a G-C-rich region
that contains both the 58 gene and a “pseudogene™ sequence
homologous to much of the 5S gene, and an A-T-rich region.
The G-C-rich region is constant in size within families of 58
DNA repeats, whereas the A-T-rich region, which is composed
of repeating, closely related 15-bp sequences, can vary consid-
erably in length. The pseudogene is not transcribed, and may
have arisen by gene duplication followed by mutational inac-
tivation of one gene (52). The 5S DNA repeat unit of D.
melanogaster, on the other hand, contains no pseudogene se-
quence and exhibits only slight heterogeneity in length of the
A-T-rich spacer segment (55, 56).

Whereas 5S RNA is present in a 1:1 ratio with 28S rRNA in
ribosomes, numerous studies, beginning with that of Perry and
Kelley (57), have shown that 5S RNA synthesis is not coordi-
nate with pre-rRNA production (see [58] for other references).

Amplification of Nucleolar Genes in Amphibia and
Insects

Although chromosomal NOs are inherited as Mendelian
units and there is only one to a few such loci, depending on the
organism, TDNA has been shown to be preferentially amplified
extrachromosomally in oocytes and oogonia of many animals,
both invertebrate and vertebrate, and in the vegetative nuclei
of some primitive eukaryotes (see review by Tobler) (59). The
early cytological studies of this phenomenon, which, in many
cases, results in the formation of highly multiple extrachro-
mosomal nucleoli, were elegantly reviewed by Gall (60), and
only a few of the early works pertinent to this chapter will be

mentioned.

King (61), using a safranin-gentian-violet double-staining
procedure, concluded that extrachromosomal chromatin be-
comes associated with the multiple nucleoli of Bufo oocytes
after pachytene. Bauer (62) used the recently introduced Feul-
gen stain for DNA, and demonstrated that “Giardina’s body”
in Dytiscus oocytes, as well as extrachromosomal bodies in
oocytes of several other insect species, contains DNA. Brachet
(5) next used this specific stain to show the presence of DNA
in the multiple nucleoli of Rana oocytes. His work was followed
quickly by a more extensive study of Bufo oocytes by Painter
and Taylor (63), who independently confirmed Brachet’s ob-
servations and concluded that the extrachromosomal nucleoli
are involved in the production of cytoplasmic RNA and that
the extrachromosomal chromatin granules probably are equiv-
alent to the NOs of somatic cells. After a significant interim,
Kezer (64) and Miller (65, 66), in examining the circular
nucleoli found in certain salamander oocytes, independently
showed by enzymatic digestion experiments that the circular
continuity of such nucleoli is maintained by DNA (Fig. 1).
Considering evidence then becoming available regarding the
function of somatic cell NOs in TRNA synthesis, these authors
also concluded that extrachromosomal nucleoli probably are
involved in rRNA synthesis. Similar conclusions regarding the
probable role of extrachromosomal DNA in insect oocytes
soon followed (see discussion in Gall [60]). Proof that the
amplified DNA of amphibian oocytes is IDNA was independ-
ently shown by RNA/DNA hybridization by Gall (67), using
young Xenopus ovaries, and Brown and Dawid (68), using
isolated oocyte nuclei of four amphibia. Macgregor (69) dem-
onstrated by microspectrophotometry that the amount of ex-
trachromosomal DNA per X. laevis oocyte is about 30 pg, or
five times the total diploid genome. Evidence for amplified
rDNA in insect oocytes was soon presented for Dytiscid water
beetles by Gall et al. (70) and for the cricket Acheta by Lima-
de-Faria et al. (71). Gall and Rochaix (72) subsequently dem-
onstrated that much, if not all, of the amplified rDNA of
Dystiscid beetles is present in circular form (Fig. 2).

The process of amplification in Xenopus oocytes begins
before meiosis and is completed by the end of pachytene (73,
74). Brown and Blackler (75) presented evidence from recip-
rocal crosses between X. laevis and X. borealis (mulleri), in
which only X. laevis IDNA is amplified in the oocytes, that
rDNA amplification apparently proceeds by a chromosome

FIGURE 1

Phase contrast micrographs of circular nucleolar cores from a Triturus pyrogaster oocyte in the process of being cleaved

by the action of pancreatic DNase, from Miller (66). Bar, 50 pm. X 250. All of the remaining figures are derived from electron

micrographs.
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FIGURE 2 A circular rDNA molecule isolated from a Dytiscus oo-
cyte, showing transcriptional gradients of active rRNA genes sepa-
rated by inactive spacer segments, from Trendelenburg (192). Cir-
cularity of such molecules was first demonstrated by Gall and
Rochaix (72) by visualization of deproteinized rDNA molecules
spread in a surface film. Bar, T pm. X 18,000.

copy mechanism rather than by germ-line transmission of
episomal rDNA. Subsequent studies by Hourcade et al. (76)
and Rochaix et al. (77) provided evidence that, after the
presumptive chromosome copy event(s), the amplification
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process of Xenopus proceeds extrachromosomally by a rolling-
circle mechanism (Fig. 3). To date, however, no definitive
information regarding the molecular aspects of the initial
events in IDNA amplification is known for either amphibia or
insects.

Ultrastructural Visualization of Nucleolar Function
in Higher Eukaryotes

Excluding vacuoles, nucleoli typically consist of two major
ultrastructural components, one coarsely fibrous and one gran-
ular. The spatial relationships of the two components vary
considerably depending on cell type, ranging from seemingly
random interspersion to strict compartmentalization into a
central or excentric fibrous core surrounded by a granular
cortex (Fig. 4; for further examples, see Busch and Smetana
[78]). In an early EM study of polytene chromosomes, Beer-
mann and Bahr (79) clearly showed that the central core region
of the nucleolus is directly connected with the NO of the
chromosome. Subsequently, EM-ARG studies by Granboulan
and Granboulan (80), using tissue culture cells, and by Kara-
saki (81), using amphibian embryos, demonstrated that initial
incorporation of RNA precursors occurs in the fibrous nucleo-
lar component, and both concluded that the newly synthesized
RNA appearing later in the granular component is derived
from the fibrillar one. Similar results were obtained later by
Macgregor (82) for amphibian oocyte nucleoli, the fibrillar
core regions of which were already known to contain DNA.

By using newly devised spreading techniques for EM prep-
arations, Miller and Beatty (83, 84) were able to visualize
clearly the structure of dispersed core and cortex components
of amphibian oocyte nucleoli. Analyses of EM-ARG and
enzymatic digestion, combined with biochemical data from
other sources, allowed the conclusion that the cores consist of
single, circular deoxyribonucleoprotein (DNP) molecules of
varying lengths that contain highly active, repetitive TRNA
genes, each of which is separated from its neighboring genes
by apparently inactive “spacer” segments of variable length
(Fig. 5). The granular nucleolar component, which presumably

FIGURE 3 An extrachromosomal rDNA molecule isolated from a
young X. laevis ovary, courtesy of A. H. Bakken (unpublished
material). The silver grains indicate incorporation of [*H]thymidine
in the “tail” extending from a small rolling circle. Bar, 1 pm. X 14,250.
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FIGURE 4 Thin section of an extrachromosomal nucleolus of Notophthalmus ( Triturus) viridescens showing the bipartite structure
of fibrous core and granular cortex typical of nucleoli in many cell types, from O. L. Miller, Jr. (66). Bar, T um. X 12,500.

contains the 308 RNA precursor to 28S rRNA, was found to
consist of small granules fairly widely spaced on thin, but well-
defined fibrils. The significance of the fibrillogranular network
in the biogenesis of the large ribosomal subunit remains un-
known.

Subsequent studies by Miller and Bakken (85) with HeLa
cells, and Hamkalo et al. (86) on Drosophila embryos showed
a basically similar organization of -spacer-gene-spacer-, with
the length of the rIRNA genes reflecting the different molecular
weights of the pre-rRNA molecules in the three cell types.
Similar techniques were used by Franke and co-workers who
rapidly extended observations of active nucleolar genes to
amplified rTDNAs of Acheta (87) and Dytiscus (88) (Fig. 2). All
of the tIDNA repeats within one NO of higher eukaryotes
appear to have the same transcriptional polarity, except for
some infrequent observations of adjacent convergent or diver-
gent gene polarity in amplified rDNA. Perhaps unsurprisingly,
it could now be concluded that all higher eukaryotes probably
have the same general morphological arrangement of active
rDNA.

Chromatin spreading techniques have provided some infor-
mation about regulation of rRNA genes in several different
cell types. McKnight and Miller (89) found that maximal
packing of RNA polymerases occurs on both newly activated
and fully transcribed rRNA genes of Drosophila embryos,
indicating that in this system the rate of transcription, rather
than frequency of polymerase initiation, regulates pre-rRNA
production on individual genes. On the other hand, modulation
of RNA polymerase initiation appears to be involved in two
other systems. Scheer et al. (90) observed that amplified rTRNA

genes of young oocytes of Triturus alpestris have reduced RNA
polymerase packing ratios as compared with those of more
mature oocytes, and Foe et al. (91) showed that newly activated
rRNA genes of milkweed-bug embryos typically have quite
low RNA polymerase densities compared with later stages. In
addition, McKnight and Miller (89) found that the number of
active TRNA genes increased as cellularization proceeds in
Drosophila embryos, although no more than 50% of the IRNA
genes ever appeared to be activated. A similar observation was
reported earlier by Meyer and Hennig (92) for primary sper-
matocytes of Drosophila hydei.

Molecular Anatomy of rDNA Repeat Units of Higher
Eukaryotes

In all cases in which rDNA of higher eukaryotes has been
examined in detail, the rRNA genes have been found in tandem
repeated units with each unit consisting of an rRNA gene and
a nontranscribed spacer (NTS) segment. Each rRNA gene
contains three cistrons coding for the 288, 188, and 5.8S rRNA
found respectively in ribosomes. The 5.8S rRNA in ribosomes
was first detected in HeLa cells by Pene et al. (93), who found
it to be hydrogen-bonded to the 28S TRNA and presented
evidence that the 5.8S molecule is derived from the same
intermediate precursor molecule as the 28S rRNA. Subse-
quently, Speirs and Birnstiel (94) concluded from hybridization
studies with X. laevis tIDNA satellite that the 5.85 rDNA
sequence is located between the 18S and 28S rDNA cistrons.

The question of transcriptional polarity within pre-rRNA
molecules was a controversial subject for a number of years.

MILLER  Nucleolus, Chromosomes, and Genetic Activity Visualization 19s



FIGURE 5 Extrachromosomal rRNA genes isolated from an oocyte of N. viridescens, from Miller and Beatty (83). The genes, which
appear maximally loaded with RNA polymerase molecules and are separated by transcriptionally inactive DNP segments, have the
same polarity and are contained in a circular rDNA molecule. Bar, 1 pgm. X 16,750.

Experiments indicating an initiation-5’-18S-28S-3’-termination
polarity included kinetics of rRNA labeling in Euglena (95),
synthesis of X. laevis tTRNA in vitro (96), and differential
sensitivity of rRNAs upon inhibition of synthesis by 3’-deoxy-
adenosine (97) and UV irradiation (98). Results indicating an
opposite polarity included identification of similar 5'-termini
in 288 rRNA and pre-rRNA (99), kinetics of rRNA labeling in
isolated nuclei from Rana (100), and secondary structure anal-
ysis of pre-rRNA and rRNAs after partial 3’-exonuclease
digestion (101). More recently, results obtained by secondary
structure analysis of nascent pre-rRNA compared with rRNAs
and mature pre-TRNA (102), by new 3’-exonuclease experi-
ments (103), and by restriction endonuclease analysis of re-
peating rDNA units with attached nascent pre-rRNA tran-
scripts (104) have provided conclusive evidence of a 5'-188S-
28S8-3'-transcriptional polarity in Xenopus.

The average length of NTSs can be quite different, depend-
ing on the organism being examined. For example, the spacers
in Colymbetes are about 15 kilobases (kb) long, whereas those
in Dytiscus are about 45 kb long (72). Heterogeneity in NTS
length has been detected in several organisms including mouse
(105), Drosophila (106), and X. laevis, with the latter having
NTS varying from about 11 kb to 22 kb or so in length (107).
Reeder et al. (108) showed that the patterns of chromosomal
NTS lengths of Xenopus are inherited in a Mendelian manner.
Wellauer et al. (109) found that in some individual frogs repeat
lengths rarely present in their chromosomal rDNA are ampli-
fied selectively, whereas others amplify their most abundant
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size classes, and that the preference for size-class amplification
is inherited.

Wellauer et al. (107, 109) and Botchan et al. (110) studied
the molecular basis for variable NTS length in Xenopus by
heteroduplex mapping and restriction enzyme analysis of
cloned rDNA. Their results indicated that such NTSs consisted
of two conserved regions having no internal repetitions that
alternate with two regions of variable length composed of short
repetitive sequences. Somewhat later, Birnstiel and colleagues
(111) reported the sequencing of essentially an entire cloned
Xenopus NTS. Their data showed that this NTS is composed
of four internally repetitive regions interdigitated with con-
served nonrepetitive regions. High-sequence homology was
found between a short segment immediately upstream from
the pre-rRNA transcription initiation site and segments within
the next two upstream nonrepetitive regions of the NTS.
Similar high-sequence homology was demonstrated by Sollner-
Webb and Reeder (112) who used a different cloned NTS. The
arrangement of the high homology sequences within NTSs
suggests that such sequences have been reduplicated and dis-
placed upstream into Xenopus NTSs by saltation of repetitive
region repeats during recent evolutionary time (111). As yet,
however, there is no definitive evidence regarding the function
of any portion of NTSs. Short transcription gradients occasion-
ally are present on amplified rDNA spacers of Xenopus (113),
and it is possible that these result from reduplicated and
displaced promoters in the high homology regions which have
remained functional (111, 112). It is typical, however, that no



transcription is observed on NTSs, especially with regard to
chromosomal rDNA. In contrast, McKnight et al. (114) have
provided preliminary evidence from chromatin spreads of Dro-
sophila embryos that NTSs may contain initiation sites for
chromatin replication.

Another basis for length heterogeneity of rDNA repeats has
been reported for D. melanogaster, in which a DNA segment
that is not included in pre-TRNA is present in 60% of the IRNA
gene sequences (106, 115, 116). The intervening sequences
occur primarily in the NO of the X chromosome, and genes
containing insertions appear 10 be randomly interspersed with
genes without insertions. The insertions are located about two-
thirds of the way into the 28S cistron, and range in length from
0.5 10 6.0 kb. Chooi (117) has reported the occurrence of a few
longer-than-normal transcription units in spread NOs of D.
melanogaster, suggesting that some insert-containing genes may
be transcribed. Long and Dawid (118), however, used cloned
insertion sequences, and have shown that the number of nu-
clear RNA molecules with insertion sequences is on the order
of 10-20 per nucleus and, thus, cannot make any significant
contribution to the production of 285 rRNA. Sequences ho-
mologous to the rDNA inserts and comprising some 0.2% of
the haploid genome of D. melanogaster are present in chro-
matin outside the NOs (119).

Amplification of rDNA in Primitive Eukaryotes

In addition to that shown for amphibia and insects, extra-
chromosomal amplification of IDNA has been documented for
several primitive eukaryotes, including Tetrahymena pyriformis
(120-122), Physarum polycephalum (123, 124), Paramecium
tetraurelia (125), and several species of green algae (126-128).
Restriction enzyme analysis and denaturation-renaturation
studies showed that the free IDNA molecules of Tetrahymena
(129, 130) and Physarum (123, 124) are large palindromes in
which each molecule has two rRNA genes. The genes are
separated by nontranscribed spacer regions and localized to-
ward the ends of the molecules, with the 17S rRNA cistrons
proximal to the 26S rRNA cistrons. Grainer and Ogle (131)
showed that the rRNA genes on Physarum panlindromes are
transcribed divergently (Fig. 6), the polarity of the smaller and
larger IRNA cistrons thus agreeing with that found previously
in other eukaryotes (see previous section). Campbell et al. (132)
found that the 26S rRNA cistron of Physarum contains two
intervening sequences, in a manner somewhat analogous to
Drosophila tDNA. In this case, however, it seems likely that
the intervening sequences are usually transcribed, because they
occur in at least 88% of the TRNA genes, and other data
indicate that all of these genes are probably active in growing
plasmodia.

Yao and Gall (133) have proposed a tentative model for the
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origin of extrachromosomal Tetrahymena palindromes that
involves branch migration of the single rDNA unit integrated
in the germline genome to form an extrachromosomal mole-
cule, which unfolds into a linear palindrome by semiconser-
vative replication. Such a mechanism would explain why the
two sides of the palindrome are virtually identical and why
there is no heterogeneity in the tDNA of Tetrahymena at the
time of formation of the vegetative macronucleus.

In green algae and paramecia, the rDNA was found to exist
not as palindromes, but in arrays of tandem repeats similar to
that found in higher eukaryotes. Although, as discussed above,
the TRNA genes in such arrays typically exhibit the same
transcriptional polarity, a so-far unique arrangement has been
reported by Berger et al. (134) for Acetabularia exigua in which
rDNA repeats exhibit a strictly alternating polarity.

Chromosomes and Nonnucleolar RNA Synthesis

Through the years, many of the cytological studies of non-
nucleolar RNA synthesis on eukaryotic chromosomes have
focused on the so-called “giant chromosomes,” primarily the
diplotene-stage lampbrush chromosomes of amphibian oocytes
and the polytene chromosomes of dipteran flies. The basic
structural organization of these chromosomes is described by
Gall in this volume, so only morphological and chemical
aspects involving RNA synthesis will be considered here. Vis-
ualization of synthetic activity in the lampbrush-type loops
found in primary spermatocytes of Drosophila, in embryos, and
in certain miscellaneous cell types are also discussed.

Lampbrush Chromosomes of Amphibian Oocytes

Although lampbrush chromosomes have been observed in
the oocytes of many vertebrate and invertebrate animals (135)
and even in green algae (136), they attain their largest dimen-
sions in the oocytes of amphibia. Although seen previously, the
first extensive study of such chromosomes was done by Riickert
in 1892 (137) on sectioned shark oocytes. It was not until 1940,
after the Feulgen stain was introduced, that the DNA nature
of the chromomeres forming the main axis of lampbrush
chromosomes of Rana was demonstrated (5). In 1937 (see
Duryee [138] and previous articles), Duryee made an important
contribution toward the study of lampbrush chromosomes by
showing that the germinal vesicles of amphibian oocytes can
be isolated and their lampbrush chromosomes observed in the
phase-contrast microscope in what appears to be essentially an
in vivo condition. After earlier studies by Dodson (139), which
indicated the presence of RNA in the lateral loops of lamp-
brush chromosomes, Gall (140), in a careful study of the
lampbrush chromosomes of the newt, clearly demonstrated the
presence of RNA in the Feulgen-negative lateral loops, which
were presumed to be products synthesized or organized by the

FIGURE 6 A palindromic rDNA molecule isolated from Physarum polycephalum showing single rRNA genes with divergent
transcriptional polarity located near each end, courtesy of R. M. Grainger and R. C. Ogle (unpublished material). Bar, 1T pm. X

8,000.

MILLER

Nucleolus, Chromosomes, and Genetic Activity Visualization 21s



Feulgen-positive chromomeres of the main axes. In this study,
Gall introduced a very important optical innovation by using
an inverted phase-contrast microscope and holey slides with
coverslip bottoms, an arrangement which allows observation
of undistorted chromosomes at the highest resolution provided
by light microscopy. Although there had been several earlier
EM studies, Gall (141) was the first investigator to demonstrate
that lateral loops contain loosely associated granules some 300-
400 A in diameter. Both Callan and Gall (see references in
[141]) had previously postulated from earlier EM studies that
cach lateral loop has a submicroscopic axis. That this is so was
also clearly demonstrated by Gall (141), who used pepsin
digestion of loop matrices after immobilizing lateral loops on
support films. Soon thereafter, Lafontaine and Ris (142) ob-
served lampbrush chromosomes of several amphibia after crit-
ical point-drying in carbon dioxide. The similar fibrillar nature
of loops and chromomeres after such drying suggested to these
investigators the possibility that the main axis or chromonema
of each chromosome consists of a bundle of fibrils that may be
continuous through chromomeres and loops, but that varies in
composition within the two structures. Gall’s earlier study, and
subsequent studies by others, clearly showed that this was not
so. Very shortly thereafter, the nature of the submicroscopic
axes of lateral loops was nicely shown by Callan and Macgregor
(143), who demonstrated that DNase breaks the continuity of
both loops and main axes without disturbing the RNP matrix
material associated with the loop fragments until the loop axes
have been disintegrated.

The fact that RNA is being actively synthesized on lateral
loops was demonstrated by Gall (144) and Gall and Callan
(145) who auntoradiographed isolated chromosomes after label-
ing them with tritiated RNA precursors. The association of
newly synthesized protein with the RNA also was shown in
the second study. Previously, Callan and Lloyd (146) had
introduced the concept that the genetic information within
lampbrush chromosome loops may be serially repeated along
the loop axes. To avoid the problem of random mutations, it
was proposed that a “master copy” would correct any sequence
changes as the repeats along a loop spun out of its chromomere
to be transcribed during early diplotene. This concept was

reinforced by evidence from Gall’s and Callan’s study on RNA
synthesis; they observed sequential labeling of one morpholog-
ically distinct loop and concluded that it probably was contin-
uously being spun out of and back into its chromomere as
oogenesis progressed. The so-called “Master-Slave” hypothesis
was expanded upon by Callan in 1967 (147), and further
evidence for loop-axis movement was provided by Snow and
Callan in 1969 (148). Inherent in this concept are the assump-
tions that no genetic diversity exists within individual chro-
momeres and that RNA synthesized on such chromomeres
would come from repetitive DNA sequences (see Macgregor
[149] for discussion of this concept). Although this hypothesis
stimulated considerable thought and research, it does not ap-
pear to be valid in view of later results which indicate that most
of the template-RNA synthesized and stored during amphibian
oogenesis is transcribed from unique or single-copy sequences
(150, 151).

More definitive observations regarding the ultrastructural
nature of the RNP molecules in loop matrices was next pro-
vided by Miller (152) and Miller and Beatty (153), who used
newt oocytes and techniques designed to observe chromosomes
free of nucleoplasm and to unwind the RNP fibrils attached to
loop axes (Fig. 7). Their results demonstrated that the RNP
fibrils of typical loops form gradients of fibrils of increasing
lengths from the thin insertion end, with RNA polymerases
quite closely spaced and extremely long RNA molecules being
synthesized. Subsequently, the structural organization of loop
RNA fixed under physiological conditions was reported by
Mott and Callan (154), who found that nascent RNA tran-
scripts and associated protein are arranged in linear arrays of
300 A particles. Similar configurations were found in all loops,
no matter what their gross morphology, but many loops had
such strings of particles wound back on themselves to form
dense aggregates some 2,000-3,000 A or more wide. Malcolm
and Sommerville (155) previously had isolated such particles
and had shown the protein-to-RNA ratio to be at least 30:1.
Scott and Sommerville (156) demonstrated by immunofluores-
cence techniques that some of the nonbasic proteins in lamp-
brush chromosomes are common to all loops, whereas others
may be localized in specific groups of loops.

FIGURE 7 A portion of a lampbrush chromosome loop at the thin, chromomeric insertion end where RNA synthesis is initiated,
from Miller et al. (193). Preparation was isolated from an oocyte of N. viridescens. Bar, 1 um. X 16,500.
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Scheer and co-workers (157, 158) used chromatin-spreading
techniques to expand greatly observations on the arrangement
of transcriptional complexes in salamander oocytes and the
green algae Acetabularia. In addition to loops that appear to
be single transcription units, as inferred from single RNP fibril
gradients, loops with multiple gradients of divergent, conver-
gent, and/or similar polarities are sometimes observed. Esti-
mates of the sizes of nascent RNA molecules range up to some
82 kb, based on lengths of transcriptional units, and similar
sizes have been determined by sedimentation and gel electro-
phoretic analyses (157, 159).

The functional significance of the high levels of transcrip-
tional activity on lampbrush chromosomes is not clear. Dav-
idson and co-workers (160) estimated that about 2.2% of lamp-
brush-stage RNA in X. laevis is template RNA that is synthe-
sized on about 2.7% of the genomic DNA. Subsequent studies
by Sommerville and Malcolm (159) demonstrated that about
4% of the chromosomal DNA of Triturus cristatus is transcribed
during oogenesis. However, only some 0.05-0.1% of the RNA
contains coding sequences; the remainder are noninformational
repetitive sequences. Further studies, by Rosbash and col-
leagues (150, 151), show that the poly(A)-RNA molecules
present in mature X. /aevis oocytes contain some 20,000 differ-
ent sequences that are transcribed almost entirely from single-
copy DNA. The sedimentation profile of poly(A)-RNA from
oocytes and X. laevis kidney-cell cultures were found to be
similar. Whether loop transcription represents a relatively high
activity on loci that are transcribed at much lower rates in
somatic cells or rather represents transcription of larger seg-
ments of DNA than occurs in somatic cells remains to be
determined.

Y Chromosome Lampbrush Loops in
Drosophila Spermatocytes

The early genetic and light-microscope cytogenetic studies
of Y-chromosome function in Drosophila spermatogenesis were
reviewed in 1968 by Hess and Meyer (161). Emphasis was
placed on the D. hydei subgroup, in which morphologically
distinctive structures comparable to the loops of lampbrush
chromosomes were found to be determined by a minimum of
five Y-chromosome loci. The loop morphologies are species
specific, and, as shown by deficiency-duplication studies, the
loci are involved in postmeiotic sperm differentiation. After
labeling with [*H]Juridine, ARG demonstrates that RNA syn-
thesis occurs on each of the loci, with some loci showing
polarized labeling. A microspreading method for dispersing
contents of primary spermatocyte nuclei as a surface film was
used by Meyer and Hennig (162) and Hennig et al. (163) to
observe structural aspects of these loci by EM. It was estimated
that RNP molecules considerably longer than 10 pm are syn-
thesized on some loops. Hennig (164) has more recently re-
viewed the state of knowledge about Y-chromosome loops, and
has suggested that optional points for RNA polymerase initi-
ations along a loop could account for the polarized incorpo-
ration that takes place on some of the loops after pulse-labeling
with RNA precursors.

Polytene Chromosomes of Dipteran Flies

The occurrence, structure, and synthetic activities of polytene
chromosomes have been the subject of a number of reviews
(e.g., 165~-167). The composition and function of “puffs,” which
form by the unfolding of usually one chromosomal band and

appear in the polytene chromosomes of many larval tissues of
Dipteran flies, have received the most attention. This is espe-
cially true of the very large puffs, or Balbiani rings (BRs),
found in the salivary glands of Chironomus species. Early light-
microscope ARG by Pelling (168) and Rudkin and Woods
(169) showed that such puffs are highly active in RNA synthe-
sis. The early EM study by Beerman and Bahr (79) demon-
strated that BRs consist of numerous branching filaments ~100
A thick, with granules ~300 A in diameter apparently attached
to their ends. This study was extended later by Stevens and
Swift (170), who provided EM evidence that the RNP products
of BRs move into the cytoplasm through the pores of the
nuclear envelope.

Because of the high lateral redundancy of polytene chro-
mosomes, Swift (171) and, later, Gorovsky and Woodward
(172), were able to show that there is no difference in the
amount of histone in inactive and puffed loci. That nonhistone
proteins become associated with RNA in puffs was demon-
strated by Helmsing and Berendes (173), who also showed that
some nonhistone protein will move into induced puffs even in
the absence of RNA synthesis.

Grossbach (174) presented evidence that the BRs of Chiron-
omus probably contain the genes for several secretory polypep-
tides. Because of this, and the fact that BRs and their associated
RNAs can be isolated by microdissection techniques, the BRs,
especially BR2, of C. tentans have been the subject of intensive
investigation, and much of this work has been reviewed re-
cently by Case and Daneholt (175). The primary transcripts of
both BR1 and BR2 have sedimentation constants of 75S and
are estimated to contain 37 kb. The 758 molecules of BR2 have
been shown to be present in cytoplasmic polysomes and, thus,
probably to code for one or more of the salivary secretion
polypeptides. Recently, Lamb and Daneholt (176) were suc-
cessful in employing chromatin-spreading techniques to visu-
alize transcription units of chromosome 4 of C. tentans which
contains the BRs. Highly active transcription units with a mean
length of 7.7 yum are most often observed, and are presumed to
be the units forming BR1 and BR2 which form the most
conspicuous puffs.

Visualization of Nonnucleolar Transcription in
Other Cell Types

After the observations on lampbrush chromosomes, the first
clear visualization of the morphology of nonnucleolar or pre-
sumptive heterogeneous nuclear RNA (hnRNA) synthesis was
reported by Miller and Bakken (85) for HeLa cells. RNP
molecules were found to be attached to the genome at irregular
intervals and widely spaced, indicating that the initiation of
transcription occurs infrequently on active loci in this undif-
ferentiated tissue-culture cell. Miller and co-workers (86) next
dispersed chromatin from 4- to 6-hour Drosophila embryos and
found well-defined RNP fibril gradients, presumably reflecting
the genetic activity involved in differentiation events that occur
during that embryonic period. More precise quantitative stud-
ies of hnRNA synthesis in insect embryos were done by Laird
and co-workers for Drosophila and Oncopeltus (91, 177, 178)
and McKnight and Miller (89) for Drosophila. The latter
authors compared transcription during the syncytial stage and
early cellular blastoderm, and found that, whereas there is only
a low level of template activity with a few short, dense, RNP
fibril gradients present in the syncytial stage, a large new class
of much longer gradients with generally intermediate polym-
erase densities appears at cellular blastoderm, again presum-
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ably reflecting genetic activity involved in differentiation
events. In all of the embryonic studies, a large variation in
length and RNA-polymerase density was found among
hnRNA transcription units. Estimates of the average size of
hnRNA molecules synthesized on such units range from 10 to
18 kb. Similar studies subsequently were done by Busby and
Bakken (179) on sea-urchin embryos. These investigators found
that a large majority of active transcriptional units exhibited
only a single nascent RNP fibril, and concluded that the
polymerase density on single, versus multiple, fiber loci is
caused by polymerase initiation frequency.

In their initial study of hnRNA synthesis in Drosophila.
McKnight and Miller (89) noted that homologous, nascent,
fiber arrays often could be identified on sister chromatids after
chromatin replication in late S or G2 stage of early cellular
blastoderm. Such arrays appeared to offer a unique opportunity
to compare regulation of transcription on two copies of the
same genetic locus, and a number of these were analyzed in a
subsequent study (180). The results showed that, although size
and polymerase density vary considerably among different loci,
nascent fiber frequency and distribution is essentially the same
for homologous pairs, indicating that sister chromatids inherit
precisely similar transcriptional potentials. In addition, it was
noted that different, but immediately adjacent, genetic units
can differ in polarity and fiber frequency.

The first presumptive visualization of a specific structural
gene was reported by McKnight et al. (181) for the sitk fibroin
gene of Bombyx mori (Fig. 8). The long, RNP-fibril gradients
observed in this study were identified as active silk fibroin
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genes on the basis of gene size, the presence of such gradients
only in the posterior portion of the silk gland where fibroin
synthesis is localized, their single-copy nature, and high RNA-
polymerase density, all of which can be correlated with known
biochemical parameters of silk fibroin gene activity.

In Vivo and In Vitro X. laevis Oocyte Systems for
Transcription of Specific DNAs

Except in cases where, predominately, only one to a few
genes are expressed in a cell type, the analysis of transcription
of a single gene is difficult, because its contribution to total
RNA synthesis is small. The two, recently developed transcrip-
tional systems discussed below, when combined with the avail-
ability of purified specific genes, offer the potential of overcom-
ing such difficulties.

In Vivo Transcription of DNA Injected into
Amphibian Oocyte Nuclei

The first report of transcription of DNA after microinjection
was given by Mertz and Gurdon (182), who showed that RNA
homologous to Simian Virus 40, as well as to several other
foreign DNAs, is synthesized in oocyte nuclei. Very soon
thereafter, Brown and Gurdon (183, 184) showed that, after
microinjection, accurate transcription of both genomic and
cloned Xenopus 5S rDNA takes place, and is sensitive to the
a-amanitan concentration expected for RNA polymerase-III
inhibition. As much as half of the RNA synthesized by an
injected oocyte can be a result of injected 5S DNA, although

FIGURE 8 A putative silk fibroin transcription unit with arrows indicating sites of initiation (/) and termination () of transcription,
from McKnight et al. (181). The contour length of the locus is ~5.3 pm, and ~200 RNA polymerase molecules were simultaneously
transcribing the gene at time of isolation. The strings of dense granules lying across the gene are cytoplasmic polyribosomes. Bar,

0.5 um. X 30,000.

24s THE JOURNAL OF CELL BiOLOGY - VOLUME 91, 1981



at low inputs it can be shown that the injected DNA is
transcribed only about one-fifth as efficiently as the endoge-
nous 5S DNA. After injection, the 58 DNA becomes com-
plexed with a near-equal mass of protein, which may be
important for accurate transcription. Telford et al. (185) in-
jected a Xenopus DNA segment containing the structural gene
for tRNA;* and only 22 base pairs to the 5’ side of the gene.
They found that mature tRNA** was produced at a high rate
from the injected fragment, and suggested the possibility that
recognition between DNA and RNA polymerase III may be
determined by the structural tRNA gene itself rather than 5’
sequences outside of the gene. Grosschedl and Birnstiel (186)
identified three regulatory segments in the prelude sequences
of a sea urchin H2A histone gene by injection of cloned specific
deletion mutants, and, in view of their results, speculated that
eukaryotic promoters may have to be viewed as three-dimen-
sional, rather than linear, chromosomal structures. The first
visualization of transcription of injected DNA was reported by
Trendelenburg et al. (187), who used circular amplified Dytis-
cus tDNA as a source of foreign DNA. The injected IDNA
becomes complexed with protein, and apparently normal, as
well as abnormal, transcriptional patterns are observed (Fig.
9). A high frequency of abnormally long RNP fibrils suggests
that proper termination of nascent pre-rRNA molecules may
not always occur. Subsequently, Trendelenburg and Gurdon
(188) injected homologous cloned rDNA and found that ac-
curate transcription takes place, with activated genes exhibiting
the typically dense gradients of endogeneous rRNA genes.
However, more than 90% of the injected DNA is assembled
into inactive nucleosomal chromatin configurations, indicating
that transcription is not regulated by the supply of RNA
polymerase I but presumably by some limiting component
which switches genes maximally on.

In Vitro Transcription of DNA in a Nuclear
Extract from Qocytes

Brown and co-workers (189) recently demonstrated that
cloned 58 genes are transcribed accurately after an initial 30’
lag period when mixed with a supernatant fraction obtained
from manually isolated, disrupted X. laevis oocyte nuclei.
Although there is also significant transcription of the noncod-
ing 58 strand, spacer, and plasmid DNA, up to 40% of the total
RNA transcribed has been shown to be 5S RNA. Transcription
involves RNA polymerase III, because this is the only active
polymerase in this system. More recently, Brown and col-
leagues have shown by using deletion mutants that initiation
of RNA polymerase III on 5S gene sequences can be main-
tained, as nucleotide pairs are sequentially removed from the
3 end of the gene until nucleotides between 50 and 55 are
reached (190). Similarly, initiation can be maintained as nu-
cleotide pairs are removed from the 5’ end of the gene until
between nucleotides 80 and 83 (as counted from the 3’ end of
the gene) (191). These results demonstrate somewhat unex-
pectedly that the sequences responsible for proper initiation of
RNA polymerase III are contained within the 33 nucleotides
between nucleotides 50 and 83 of the gene itself.

Concluding Remarks

It has been possible, in a short review such as this, to list
only some of the highlights of the discoveries by investigators
studying the nucleolus and synthetic activities of chromosomes.
Regretfully, many observations of interest have had to be
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FIGURE 9 A circular, amplified rDNA molecule of Dytiscus margin-
alis isolated after microinjection into a X. laevis oocyte nucleus,
from Trendelenburg et al. (185). The arrow_indicates the initiation
site of an apparently normal pre-rRNA fibril gradient. The longer
fibrils in the spacer region of the molecule may possibly have arisen
from lack of proper termination of nascent pre-rRNA fibrils. Bar, 1
pm. X 18,000.

omitted. I have attempted to communicate some of the excite-
ment generated by the increase in our knowledge regarding the
function of the nucleolus and structural aspects of genetic
transcription. Much of the progress in these areas, as in others,
has been a result of the application of new techniques that
have proved to be powerful probes in our attempts to under-
stand the molecular basis of genetic activity. Much, much more
remains to be discovered, but many tools are available and
others will be forthcoming. Only the continued imagination
and diligence of young scientists is required for further, exciting
discoveries.
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RNA Processing Comes of Age

ROBERT P. PERRY

During the past two decades, an awareness of the importance
of RNA processing has evolved as part of the quest to under-
stand how living cells express the information encoded in their
genes. As the knowledge of gene expression has expanded, we
have come to realize that the old central dogma of DNA —
RNA — protein is embellished with elegant and intricate
design features, many of which are revealed in the processing
of primary gene transcripts into the functional forms of RNA.
The production of the two large structural RNA components
of the ribosome (rRNAs), the synthesis of transfer RNA
(tRNA), and the formation of messenger RNA (mRNA) in
higher organisms all involve rather elaborate processing reac-
tions, including nucleolytic cleavages, ligations, terminal ad-
ditions, and nucleoside modifications.

A raison d’étre for processing is readily apparent in the case
of the coordinate production of TRNA components from a
single transcriptional unit and the synthesis of mRNA from
noncontiguous genetic elements. However, the purpose of the
polyadenylate and methylated cap structures that are added to
the termini of mRNA and the modification of internal nucleo-
tides in most RNA species is less clear. These structural alter-
ations may serve to improve the stability of the RNA and the
efficiency of its function, but they might also be implicated in
more subtle forms of discriminative regulation that are yet to
be discovered. In any event, it is clear that RNA processing
constitutes a major cellular activity and an integral part of the
mechanism of gene expression.

In this essay I shall try to trace the evolution of our concepts
of RNA processing in relation to the contemporary issues of
cellular and molecular biology and to the introduction of key
experimental tools which were critical to the development of
these concepts. My idea for treating the subject in this way
came from an engaging article on the nucleolus by a former
colleague and source of inspiration, Jack Schultz (1). It is my
intention to provide both a historical and a reasonably up-to-
date overview of the subject without the burden of extensive
detail. Fortunately, there are several recent reviews to which
the reader can refer for a more comprehensive coverage of
particular aspects of RNA processing (2-7).

Conceptual Origins

By the late 1950s, the idea that RNA plays the role of
principal intermediary in information transfer between DNA

ROBERT P. PERRY The Institute for Cancer Research, Fox Chase
Cancer Center, Philadelphia, Pennsylvania.

and proteins was generally accepted (8). This concept became
very popular and was considered part of a central dogma with
which all phenomena dealing with genetic expression should
be interpreted (cf. [9] for details). However, there was consid-
erable confusion as to how RNA served this role until it was
realized that there were several distinct classes of RNA, each
with a different function in the overall process. The problem
was being attacked in both prokaryotic and eukaryotic systems,
the prokaryotes offering ease of genetic and nutritional manip-
ulation, the eukaryotes the advantage of cellular compartmen-
talization and microscopic visibility. Several powerful new
techniques were applied: autoradiography with tritiated nu-
cleosides to localize the intracellular sites of RNA synthesis;
multiphase extraction with phenol and detergent to obtain
undegraded preparations of RNA; ultracentrifugation and su-
crose gradient sedimentation to fractionate various RNA mol-
ecules and subcellular particles according to size; and electro-
phoresis and chromatography to measure RNA base compo-
sition.

It soon became evident that the bulk of the stable RNA in
all types of cells consists of two homogeneous components,
both of which are associated with the ribosome, a structure
already known to be implicated in protein synthesis. The
rRNAs were given names according to their sedimentation
coefficients—16S and 23S for the bacterial species and 185 and
28S for the mammalian species. The other abundant RNA
species identified at that time was transfer RNA, then called
soluble RNA or 45 RNA because of its nonparticulate nature
and small size. The biosynthesis of ribosomal RNA in Esche-
richia coli was studied by elegant isotope incorporation exper-
iments (10), which served as models for future kinetic studies
of RNA processing. However, there was not yet any evidence
for precursors that were larger than the mature rRNAs or even
for the existence of rRNA genes in bacterial cells. Nevertheless,
by 1960 there was substantial evidence from both autoradi-
ographic and cell fractionation studies to indicate that in higher
organisms cytoplasmic RNA was derived from the nucleus,
and in particular from nucleoli, which appeared to be especially
active sites of synthesis (cf. [11] for references). Recalling earlier
cytogenetic evidence that invoked the existence of the nucleolus
organizer locus, one began to deduce that nucleoli were in fact
the sites of the TRNA genes. This was conclusively demon-
strated in the early to mid-1960s by a large variety of experi-
ments which exploited both genetic and biochemical tools (12).
Important in this regard was the introduction of the very
powerful nucleic acid hybridization technique (13), which not
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only provided evidence for the existence of TRNA genes in
both prokaryotes and eukaryotes, but allowed their enumera-
tion, as well.

In 1962, when radioactively labeled nuclear (nucleolar) pre-
cursors of rRNA were examined by sucrose gradient sedimen-
tation analysis, an unexpected fact was revealed (14, 15).
Instead of the precursors being the same size as the mature
cytoplasmic rRNA, they were substantially larger. The use of
actinomycin D to block RNA synthesis (16), while allowing
some processing to occur, helped overcome the difficulty of
doing an effective chase experiment in mammalian cells, and
provided compelling evidence that these large RNA compo-
nents were indeed rRNA precursors. The kinetics of labeling
of the pre-rRNA components suggested the following sequence
for IRNA processing events in mammalian cells: 458 — 35S
— 28S + 18S (15). Thus, although there was no precedent for
it, the notion arose that primary products of genes might need
some sort of “transformation” or “processing” in order to
convert them into functional entities. The idea that RNA could
be altered posttranscriptionally was concurrently being devel-
oped in studies which showed that the “minor nucleotides” in
tRNA arise by the modification of previously synthesized
polynucleotides (17).

By this time, a substantial number of convincing experiments
with bacterial and bacteriophage systems had indicated the
existence of messenger RNA (9), and considerable effort was
being made to determine whether mRNA was also present in
higher organisms. Fractions of a “DNA-like” heterogeneous
RNA were extracted from nuclei (15, 18-20) and suspected of
being related to mRNA, but because we knew relatively little
about the properties of mRNA, there was still some uncertainty
as to whether it was also subject to processing. When it became
apparent that polyribosomal mRNA was indeed smaller than
the heterogeneous nuclear RNA (hnRNA), one began to give
serious consideration to the notion that mRNA, like TRNA,
was derived from a larger primary transcript. Although this
idea was spawned in the mid-1960s, it took more than a decade
for it to gain universal acceptance (see reference [6] for details).

The resolution of RNA on sucrose gradients is barely ade-
quate to distinguish the 20% average-size difference between
newly made and mature tRNA. Hence, the late 1960s, when
polyacrylamide gel electrophoresis came into use for RNA size
analysis (21), its superior resolution made it relatively easy to
discriminate the larger pre-tRNAs found in pulse-labeled
mammalian RNA from mature tRNA (22). Thus, it became
generally accepted that tRNAs are also processed from larger
precursors in eukaryotes. Similar analyses of 58 ribosomal
RNA failed to reveal any oversized precursors, and 5S rRNA
was thought to be the “exception to the rule.” However, recent
experiments using gels of higher resolving power and nucleo-
tide sequence analysis (23) have demonstrated that 55 rRNA
transcripts are 5-10% larger than mature 5S rRNA, and, hence,
that they require processing as well.

For many years it was believed that the processing of large
RNA precursors into smaller, mature forms was a distinctive
property of eukaryotic cells. However, studies in the early to
mid-1970s with prokaryotic systems carrying mutations that
block or attenuate processing (24) revealed that processing also
occurs in prokaryotes, the main difference being that the
processing reactions follow transcriptional events much more
closely than in eukaryotes, so that full-length transcripts are
less readily observed. Other types of processing reactions, such
as methylations and terminal additions, also exist in prokar-

yotes, although they are generally less elaborate than in higher
organisms.

Further Developments

RIBOSOMAL RNA: Several important technical devel-
opments helped extend our knowledge of IRNA processing.
Detailed chromatographic analyses of rRNA derivatives re-
vealed that methylations occurred on both base and ribose
moieties, with the ribose methylations largely predominating
(25). It was found that most of the methyl groups are added to
the initial (45S) precursor and that essentially all are conserved
during processing (26). This finding, together with improved
cellular fractionation techniques, with which one could obtain
highly purified nucleoli or nucleoplasmic fractions, and poly-
acrylamide gel electrophoresis, with which one could separate
the various precursors and processing intermediates, led to the
formulation of a fairly detailed processing pathway for IRNA
(27). Additional facts were supplied by fingerprint analysis of
methylated oligonucleotides (28) and by analysis of the patterns
of base-paired loop structures that persist under partial dena-
turing conditions (29).

Valuable contributions to our understanding of fRNA proc-
essing have also come from studies of the organization of
rRNA genes. Buoyant density/hybridization studies of IDNA
(30, 31) and electron-microscope visualization of transcribing
rRNA genes (32) provided convincing evidence for the linkage
of the 18S and 28S gene elements into a single transcriptional
unit, and revealed the existence of nontranscribed spacer DNA
separating each transcriptional unit. The mutual reinforcement
of the parallel studies with rRNA precursors and with TDNA
greatly accelerated the general acceptance of a rather compli-
cated and apparently “uneconomical” scheme for the produc-
tion of ribosomal RNA.

Our current view of rRNA synthesis and processing in
mammalian cells is diagrammed in Fig. 1 (2). The 18/285
transcriptional unit is of the general form: *spacer-18S rRNA-
spacer-28S rRNA?. Its primary product is a 458 molecule of
about 12.5 kb. Lower eukaryotes have the same general orga-
nization, except that the lengths of the various segments, es-
pecially the spacers, are shorter. The processing pathway can
be described in terms of four principal events involving cleav-
ages at or near the sites numbered 1 to 4. The first cleavage at
site 1 removes the 5’-terminal leader sequence. The second
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FIGURE 1 Scheme for processing of mammalian ribosomal RNA.
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cleavage can be either at sites 2 or 3, depending on the species
of cell and to some extent on environmental conditions; the
predominant pathway apparently is determined by the confor-
mational state of the first intermediate. The final triming near
site 4 is usually the rate-limiting step in the processing pathway,
thus causing a substantial accumulation of the proximal inter-
mediate, the 325 component. This trimming involves at least
two cuts in the polynucleotide backbone, one at the 5 end of
the 28S component and another at the 3’ end of the 5.8S
component. The 5.8S component, 140 nucleotides in length, is
a stretch in the 5’ region of the 328 component which remains
bound to 285 component by base pairing after the final cleav-
age. In a portion of the rRNA genes of Drosophila and in the
mitochondrial and chloroplast rRNA genes of some primitive
eukaryotes, the segment encoding the large TRNA components
is interrupted by an intron (33-35). When such genes are
expressed, the intron sequence is probably removed by a
splicing mechanism akin to that used for the excision of mMRNA
or tRNA introns (vide infra).

The 5S tRNA genes, which are situated remotely from the
18/28S genes (usually on different chromosomes), are tran-
scribed into molecules which have the 5’ terminus of mature
58 RNA and a stretch of 8 or more extra nucleotides at the 3’
end (23). Processing involves removal of these extra nucleotides
and possibly the addition of a terminal U residue.

The organization of RNA genes in the well-studied prokar-
yote, E. coli, resembles that in eukaryotes, except that the 58
rRNA gene and one or more tRNA genes are also included in
the transcription unit, the 5S gene being located on the 3’ side
of the 23S gene and the tRNA genes being either in the spacer
between the 16S and 23S genes or at the 3’ end beyond the 58
gene (3). This difference in gene organization is accompanied
by a basic difference in transcribing enzymes. In prokaryotes
all genes are transcribed by a single species of RNA polymer-
ase, whereas in eukaryotes polymerase 1 is used for 18/28S
genes and polymerase III for the tRNA and 58 rRNA genes.
Another basic difference, alluded to earlier, is that in prokar-
yotes processing cleavages usually occur before the polymerase
is finished transcribing the gene, whereas in eukaryotes cleav-
ages generally occur on complete transcripts.

Several enzymes are known to be implicated in the process-
ing of E. coli IRNA (3). The best known is RNAse III, which
requires double-helical RNA as part of its recognition element.
This enzyme is responsible for separating the precursor seg-
ments containing the 16S, 23S, and 5S components. These
precursor segments are in turn acted upon by at least two
additional ribonucleases. The tRNA segments are processed by
a separate set of enzymes (vide infra). It is generally believed
that some of the cleavages involved in the processing of eukar-
yotic TRNA also require double-helical specificity, although
the isolation and characterization of the relevant nucleases has
not yet been achieved (see reference [2] for details).

The development of the powerful tools of gene manipulation,
e.g., the use of transducing phages and recombinant DNA
methods, together with the development of techniques for rapid
nucleotide sequencing, has now made it possible to describe
the TRNA genes and their products at the level of nucleotide
sequence. The sequence information enables one to construct
plausible models of RNA secondary structure, and hence to
examine possible substrate specificities for the various process-
ing enzymes (3, 36). Such an analysis has led to the remarkable
conclusion that the substrates for RNase III are a pair of
hairpins with loops consisting of the entire 16S (~1,600 nu-
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FIGURE 2 Secondary structures in the E. coli rRNA precursor which
form cleavage sites for RNAse It (from [36]}. The terminal nucleo-
tides of the mature rRNA are in large type; the remainder are shown
as dashed lines. Vertical lines show regions of homology with T7
mRNA sequences that appear at the same location relative to RNAse
Il cleavage sites.

cleotides) or 23S (~2,800 nucleotides) rRNA components (Fig.
2). These models also indicate additional cleavage sites for the
other enzymes that may be involved in rRNA maturation. If
eukaryotic rRNA precursors have an analogous structural or-
ganization, one could imagine that there may be multiple
cleavages at each of the processing sites described in Fig. 1.
TRANSFER RNA: Although tRNA precursors were ini-
tially found in mammalian cells, the major progress in eluci-
dating the details of tRNA processing has been made with
bacterial and yeast systems. The key factors in this development
were the discovery of mutants blocked in the processing of
tRNA and the ability to manipulate the tRNA genes (see [2]
and (3] for references). Processing-defective mutants with le-
sions in either the tRNA genes themselves or in key tRNA



processing enzymes were used to work out the details of the
pathways. In E. coli, the tRNA precursors have the general
form ®p-leader-(tRNA-spacer),-tRNA-trailer-*OH. They may
be either monomeric (n = 0) or multimeric (n = 1-6), and in
cases such as the rRNA transcription unit, they may be joined
to other gene products. In higher organisms, most, if not all,
tRNA precursors are monomeric. The 5'-leader sequence is
removed by an enzyme termed RNAse P. This enzyme appears
to contain an RNA molecule, as yet not well characterized,
that is essential for its activity (37). The substrate recognition
for RNAse P seems to reside largely in the structural features
of the mature tRNA product, rather than in the sequences
surrounding the cleavage point. Removal of the trailer se-
quence apparently requires an additional endonuclease as well
as an exonuclease. Sometimes the tRNA precursors do not
contain the universal CCA 3’ terminus; when this is the case,
the CCA is generated by a specific terminal transferase. Nu-
cleoside modifications can occur on intact precursor molecules
as well as on cleaved products.

With the advent of recombinant DNA methodology, detailed
investigations of various yeast tRNA genes were made. These
studies have revealed the presence of introns in several (but
not all) tRNA genes (3). Thus, the processing of yeast tRNA
requires, in addition to the cleavages described above, a splicing
activity to remove the introns. In vitro processing experiments
have revealed that the splicing activity can be resolved into two
steps: a nuclease activity, which occurs in the absence of ATP,
and a ligase step, which requires ATP (38). Surprisingly, the
nuclease catalyzes the cleavage of phosphodiester bonds so as
to yield 3'-phosphates and 5’-hydroxyl groups. This is in
marked contrast to RNAse P and RNAse III cleavages, which
yield 3’ hydroxyls and 5’ phosphates. In higher eukaryotes,
tRNA genes containing introns may be less common (39, 40),
although the number of organisms studied in detail is too small
to permit broad generalizations. Intron-containing yeast pre-
tRNA can be properly processed in Xenopus oocytes, indicating
that the tRNA processing enzymes are very similar in different
species (41).

MESSENGER RNA: As mentioned above, the notion of
mRNA processing began with the finding that heterogeneous
nuclear RNA (hnRNA) and polyribosomal mRNA have strik-
ingly different size distributions and yet very similar base
compositions. Before the development of recent techniques
that have enabled us to study the synthesis of individual species
of mRNA, an investigator wishing to probe the relationship
between hnRNA and mRNA had to employ methods that
were suitable for complex mixtures of RNA sequences, and to
exploit, whenever possible, features such as poly A that are
common to a substantial fraction of the mRNA species. Nucleic
acid hybridization is a technique that may readily be applied
to complex mixtures of RNA, and thus enjoyed wide popularity
in the study of hnRNA and mRNA, beginning in the late
1960s and extending over more than a decade (see [2, 4, 6, 42)
for references). The information gained from these studies,
together with concurrently acquired knowledge of the general
properties of eukaryotic DNA sequences, ¢.g., the existence of
single-copy and repetitive sequence elements (43), provided a
new framework for comparing the properties of hnRNA and
mRNA. It was evident that moderately repetitive, as well as
unique, sequences are transcribed into hnRNA and that at
least a portion of these same sequences are processed into
mRNA (44). However, the biological significance of these
repetitive sequence transcripts was not obvious and, in fact,

still remains one of the challenging mysteries in our under-
standing of eukaryotic gene expression.

Around 1970, two important discoveries helped accelerate
progress on the problem of mRNA processing. First was the
finding that the majority of mRNA molecules and a significnt
fraction of hnRNA molecules possess a 3'-terminal poly-A
segment, 150-200 nucleotides long, which is constructed post-
transcriptionally (see [S] for references). The poly-A tail rep-
resented an interesting new aspect of processing, but, even
more importantly, it was rapidly exploited for purifying mRNA
away from the bulk of the cellular RNA (45-47). Second was
the discovery of reverse transcriptase (48, 49), which was later
used to synthesize DNA complementary to mRNA (cDNA),
thus providing a valuable probe for the study of mRNA
frequency distributions and the homology relationships be-
tween mRNA and hnRNA (see {42] for references), Most cell
types were observed to have a very broad -distribution of
mRNA abundancies, ranging from a few species present at
several-thousand copies per cell to thousands of species present
in a few copies per cell. About 10-20% of the hnRNA sequences
are homologous to mRNA.

In the mid-1970s, it was discovered that the mRNAs of
eukaryotic cells and many types of viruses contain an unusual
methylated “cap” structure (Fig. 3) at their 5 terminus and one
or more internal 6-methyl adenine residues (see [7] for refer-
ences). These modifications, like poly A, are added posttran-
scriptionally to the mRNA precursors, and then carried along
through the rest of the processing stages. For a long time it was
thought that the capacity to be methylated was a property
confined to the structural RNAs, i.e., the RNAs that do not
encode proteins. This idea persisted because the level of meth-
ylation in mRNA is almost an order of magnitude lower than
in rRNA, and without a means for effectively separating these
two RNA species, the mRNA methylation is entirely masked—
especially if one doesn’t know that it is there in the first place.
However, when methods for isolating mRNA based on its
unique poly-A structure came into use, one could obtain suf-
ficiently pure preparations of mRNA so that an unambiguous
identification of its methylated derivatives could be made (51,
52). The parallel development of efficient cell-free systems for
the synthesis of certain viral mRNAs contributed similarly to
the characterization of their modified components, and, more-
over, provided an excellent means for studying the biochem-
istry of cap formation (53, 54).

The formation of a complete cap structure (Fig. 3) involves
the participation of four to six different enzymes (see [7] for

7-methy! guanosine

)
' o-(cn3 or H)

FIGURE 3 The 5'-terminal cap structure on eukaryotic messenger
RNA. The 2'- O-methylation at position N occurs in the cytoplasm
on some, but not all mRNAs (50).
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references). These are summarized by the following set of
reactions:

(@) pppPNipNzp..... = ppNipNop...... + pj; or
(a”) PN1pN22p ...+ ATP > ppglezp ....+ ADP;

[44 [ apa
(b) Gppp + ppNipNop....— GpppNpNap . ... + pp;
(c) AdoMet + GpppNipNsp....— 'mGpppNpNsp.... +
Ado-S-homocys;
(d) AdoMet + 'mGpppN;pN:p.....— 'mGpppN;"pNzp....
+ Ado-S-homocys;
(&) If N = A™ AdoMet + 'mGpppA™pNgp.... —
"mGppp®mA™pNgp. ... + Ado-S-homocys;
(f) AdoMet + "mGpppN:™pN:p.. .. -
"mGpppN"pN:"p.... + Ado-S-homocys.
The relevant enzymes are (@) RNA triphosphatase; (") RNA
5’ monophosphate phosphokinase; () mRNA guanylyltrans-
ferase; (c) 7-methylguanosine methyltransferase; (d) and (f) 2'-
O-methyltransferase; and (e) 6-methyl-(2’-O-methyladenosine)
methyltransferase. Reactions (a) through (e) occur in the nu-
cleus either during transcription of pre-mRNA or soon after its
completion (55, 56). Reaction (f) occurs in the cytoplasm after
the mRNA has been incorporated into polyribosomes (50).

There is presently some uncertainty about whether cap for-
mation occurs exclusively at the sites of transcriptional initia-
tion (via reaction [a]), or at internal cleavage sites as well (via
reaction [a], or by a variation in reaction [b], cf. reference
[7]). Initially it was believed that transcription could initiate
only with purine nucleoside triphosphates and that cap struc-
tures with pyrimidines in position N; (about one-fourth of the
total mRNA in mammalian cells) must be formed at internal
cleavage sites. Indeed, studies of the 5 termini of hnRNA
seemed to confirm this idea (55). However, the recent demon-
stration that transcription can also be initiated by pyrimidine
nucleoside triphosphates (57) suggests that this point should be
reexamined (cf. also reference [56]).

To date, all of the known cap structures on mRNAs of
defined coding specificity have purines at position Ny, and for
several of these mRNAs there is evidence to indicate that N;
is also the site of transcriptional initiation. This evidence is
sometimes of a negative type, i.c., failure to detect any tran-
scripts of sequences that are located upstream from the cap site
(cf. references [58, 59]), so that the possibility of extremely
rapid processing of a 5’ initiator region cannot be rigorously
excluded. However, in the case of adenovirus mRNA synthesis,
there is strong positive evidence from both in vivo and in vitro
studies to indicate that the mRNA cap sites and transcriptional
initiation sites for polymerase II are, in fact, one and the same
(60-62). Comparisons of nucleotide sequences in the 5'-flank-
ing regions of genes coding for several cellular and viral
mRNAs (including the adenovirus mRNAs) has revealed the
existence of a 7 base pair AT-rich sequence about 28 nucleo-
tides upstream from the cap site (63, 64). This sequence is
similar, although not identical, to the so-called Pribnow box
(*-TATAATG-*), which is universally part of the promoter
regions of prokaryotic genes (65). Given an equivalence of
initiation and cap sites (at least for some mRNAs) and the fact
that the mnRNA guanylyltransferase does not require a lengthy
polynucleotide acceptor, it is reasonable to expect that cap
formation will often occur on growing pre-mRNA chains (cf.
references [55, 56]).

It is conceivable that transcription of some genes can initiate
at more than one site with different relative efficiencies, as
happens with TRNA genes in E. coli (57). This might be an
explanation for the heterogeneity of cap structures on certain
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SV40 and polyoma mRNAs (66, 67), and for the ability of
certain SV40 mutants to survive deletions at a capsite (68).
However, if such imprecise initiation ever occurs with cellular
mRNAs, it presumably is confined to relatively sparse mRNA
species, because the various abundant mRNA species studied
to date all seem to have a homogeneous 5’ cap (7).

Certainly one of the most surprising developments in the
history of mRNA processing was the discovery of splicing. The
initial observations were made in 1977 during investigations of
adenovirus mRNA synthesis (69, 70), in which the relationship
between viral mRNA and the DNA that encodes it were
examined in the electron microscope using the powerful R-
loop technique (71, 71a). The striking multiloop structures were
correctly interpreted to mean that the mRNA was specified by
several noncontiguous genetic elements. In spite of its novelty,
this interpretation was readily accepted because it explained
the (then) puzzling observation that mRNAs made from dis-
tinct portions of the adenovirus genome have the identical 5'-
terminal capped sequence (72, 73). Moreover, it also seemed to
be a possible solution to the riddle of how a large hnRNA
molecule with a cap structure on one end and a poly-A tail on
the other could be processed into a smaller mRNA molecule
without losing either its cap or its poly A. Within a matter of
months, experiments employing restriction-enzyme analysis
with Southern’s blotting technique (74) and R-loop or hetero-
duplex analyses of cloned gene fragments established the wide-
spread occurrence of split genes and gave some idea of their
organizational features. Studies of the organization of SV40
genes (75, 76) and of cellular genes like globin (77, 78),
immunoglobulin (79), and ovalbumin (80, 81) indicated that
the interruptions, termed intervening sequences or introns, can
occur in the coding portions of the gene as well as in 5'-
untranslated leader sequences.

The expression of split genes always seems to involve pro-
duction of a composite RNA transcript and subsequent exci-
sion of the intron sequences. This has been established first by
showing that there are large nuclear transcripts which are
colinear with the complete gene (82), and second by using
kinetics and pulse-chase experiments to demonstrate that the
large transcripts are actually processed into mRNA (83-86).
The tendency of hnRNA to aggregate because of intermolec-
ular base-pairing (87) makes it imperative to use rigorous
denaturation conditions in such studies, for example, fraction-
ation of the hnRNA by electrophoresis on methyl-mercury-
agarose gels (88). This technique coupled with a blotting
procedure by which the fractionated hnRNA is covalently
attached to diazotized paper (89), enables one to visualize
precursors of any mRNA for which a pure sequence probe is
available. In fact, by using an assortment of probes for struc-
tural and intronic sequences, one can in principle delineate the
processing pathway. An example of such an analysis for im-
munoglobulin light chain mRNAs is shown in Figs. 4 and 5.

In a transcript containing multiple intronic sequences, there
may be a preferential order of excision, but in some cases the
order is not necessarily absolute (91). This is reminiscent of the
alternative temporal order observed in the processing of mam-
malian rRNA (2). In certain viral systems like adenovirus and
SV40, a given transcript can give rise to multiple mRNA
species, depending on the choice of different splicing modes.
In this case, processing can have a role in determining quali-
tatively which gene elements are utilized. Such qualitative
discrimination at the processing level could provide a basis for
certain types of cellular differentiation. An example of this
principle has been recently invoked for early B lymphocytes,
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FIGURE 4 (a) Scheme for the formation and expression of a k-chain immunoglobulin gene. In germ line DNA the several hundred
genes coding for the variable part of the k-chain (V. genes), and the gene coding for the constant portion (C, gene) are separated
by an unknown distance. During B cell differentiation, a site-specific deletion occurs between one of the V, genes and any one of
four J. segments located 2.4-3.9 kb upstream from the C, gene. This event creates a functional k-gene the size of which depends
on the particular ), segment being utilized. Such functional rearrangements are normally found on only one of the allelic pair of
chromosomes. The intervening sequence between J. and C. (J-C intron) is transcribed and the corresponding RNA sequence
excised during RNA processing. The 3'-untranslated sequence is contiguous to the C, sequence. The 5'-untranslated sequence and
the sequence encoding the amino-terminal signal peptide are separated from the V, gene by a small (~0.1 kb} intron. (b} Four
probes used in the analysis of k-mRNA transcription and processing shown in Fig. 5. The V. and C. probes are obtained by
restriction endonuclease digestion of a cloned cDNA sequence corresponding to the k-mRNA produced by MOPC 321 myeloma
cells. The J2 and intervening sequence {IVS) probes are similarly obtained from a cloned fragment of germ line DNA containing the
J-C, region. (see reference [90] for details). (c) Schematic representation of the transcripts produced by various myeloma cells. The
unrearranged (germ line) allele produces an 8.4 kb transcript which is not processed into any functional mRNA. The allele encoding
the expressed k-chain is transcribed into a component the size of which varies according to the § segment being used (5.3, 5.0, 4.4,
and 4.1 kb, respectively, for ], J2 Ja, and J4 expressors). These precursors are processed into a common 1.2 kb x&-mRNA. In J2, J3, and
]+ expressors components are found which seem to arise by an asynchronous cleavage at the 5’ boundary of the J-C intron (narrow
bars).
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FIGURE 5 A “northern blot” of the poly A* nuclear RNA from eleven different myelomas expressing distinctive «-chains. The poly
A* nuclear RNA was electrophoresed on methylmercury hydroxide gels and blotted onto diazotized paper. The immobilized RNA
was annealed with the four probes described in Fig. 4b, and the nuclear components containing the corresponding sequences
were revealed by autoradiography. The tumor designation is shown at the top; the expressed | segment (from amino acid analysis
of the x-chain) is shown at the bottom. The size of the various bands (in kilobases) is at the left. The interpretation of these data

is given in Fig. 4c. See reference (90) for other details.

in which two distinct mRNA species encoding the membrane-
associated and secreted forms of the p heavy chain are appar-
ently produced from a single set of u-gene elements by varia-
tions in the modes of splicing (92). The mRNAs are identical
except for a region near the 3’ end, which in one case encodes
the carboxy-terminal tailpiece of the secreted u chain, and in
the other, a hydrophobic segment that apparently anchors the
membrane g chain to the lipid bilayer. During its ontogeny the
B lymphocyte shifts from producing predominantly membrane
p chain to predominantly secreted u chain, presumably by
shifting its major mode of p-mRNA processing.

Although the enzymes involved in mRNA splicing have not
yet been characterized, some clues concerning the splicing
mechanism have come from comparisons of the nucleotide
sequences surrounding the splice junctions and from studies of
the consequences of perturbations in gene organization. A
compilation of a large number of junction sequences of both
cellular and viral pre-mRNAs has resulted in the consensus
sequence shown in Fig. 6a (93). The doubly underlined nu-
cleotides at the extreme ends of the intron are almost ubiqui-
tous, being present in more than 95% of the sequences. Thus,
it seems reasonable to suppose that they are essential for the
splicing reactions. An interesting complementarity has been
noted between the consensus sequence and a 5'-terminal se-
quence of one of the small nuclear RNAs (snRNAs), termed
U1 (94), suggesting a model in which U1-RNA helps juxtapose
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hnRNA consensus sequences:

5'...8AG | GUAAGU. . .UYUYYYUXCAG | G...3"
exon intron intron ' exon
b *
5' end of hnRNA A’X 3' end of hnRNA
UYYYU X CAGGUAAGU V]
................ 2 2.2,
3" end of Ul —— —AGAGGGAC GGUCCAUUCA U Appp 3 G )
introm
FIGURE 6 (a) A consensus sequence obtained by comparing 36-

splice junction sequences (93). To appear in this sequence a base
must be the most common in that position and occur with a
frequency of at least 45%; bases occurring in 75% of the sequences
are underlined; those present with 95% or greater frequency are
underlined twice. Y indicates pyrimidines. X marks the position of
a single non conserved base in the consensus sequence. Vertical
lines mark the intron-exon boundaries. (b) A possible alignment of
intron-exon boundaries by base pairing between the 5'-terminal
portion of U1 RNA and sequences at both ends of an intron.
Processing would consist of cleavage of two G-G bonds and for-
mation of a new one (asterisk).

the two-splice junctions by appropriate base pairing interac-
tions (Fig. 6 b). A similar role has been invoked for the similarly
sized VA-RNA in the splicing of adenovirus mRNA (95). If
this speculation turns out to be correct, the function of at least



one small nuclear RNA will have finally been elucidated.
Although the snRNAs were discovered more than 10 years
ago, it has not been possible to assign them any specific cellular
function. Fortunately, the uncertainty about their physiological
significance did not deter studies of their structural character-
istics, and by the mid-1970s the complete nucleotide sequence
of two snRNA species was known (96). Indeed, their novel,
highly modified 5’ termini served as a model for subsequent
clucidation of the cap structures of mRNA (97, 98). In the
snRNAs the ‘mG moiety is replaced by >*"m:G; otherwise the
structures are essentially the same. The snRNAs are evolution-
arily conserved, a fact which may be related to the apparent
conservation of mRNA processing systems (41, 99-101).
Studies with total pre-mRNA populations (55, 56) and in-
dividual pre-mRNAs (86, 91, 102-105) indicate that cap for-
mation internal methylation and polyadenylation usually pre-
cede the splicing out of intronic sequences. Thus, in regard to
the general order of processing reactions, mRNA seems to
resemble rRNA and tRNA, in that the cleavages are directed
at molecules which have already been subjected to other types
of post-transcriptional modification. Poly-A formation, cata-
lyzed by a terminal transferase enzyme, consists of the sequen-
tial addition of 150-200 adenylate residues to the 3’ end. The
recognition signal for the terminal transferase seems to involve
the hexanucleotide AAUAAA, because this sequence is ap-
proximately 11-30 nucleotides upstream from the 3’ end of all
poly A-containing mRNAs but absent from poly A-lacking
mRNAs. In some cases, e.g., adenovirus late mRNAs and SV40
mRNAs, the poly-A addition site may be formed by endonu-
cleolytic cleavage of the growing transcript rather than by
termination of the RNA polymerase (106, 106a). To what
extent this applies to cellular mRNAs is presently unclear.

Future Directions

It should be evident from this narrative that progress in our
understanding of RNA processing, like that of other natural
phenomena, is largely dependent on our ability to formulate
fresh and meaningful questions and to develop the appropriate
methodologies to help answer these questions. Two decades
ago our concern was nuclear/cytoplasmic or genotype/phe-
notype relationships, and our approach was limited by the
cytological and biochemical tools then available. Kinetics of
incorporation of radioactively labeled RNA precursors, base-
composition analyses, autoradiography, microspectrophotom-
etry, and sedimentation analyses in the ultracentrifuge, deter-
mined the scope of our experimental protocols. Today, we seek
to define gene organization and expression in terms of arrange-
ments of and changes in nucleotide sequences, and our horizon
is confined to the information obtainable from restriction
analysis and various blotting procedures, from heteroduplex
and R-loop analysis, from nucleotide sequencing, etc. To be
sure, serendipity plays a large and unpredictable role in our
progress. Who would have imagined that the discovery of 3'-
terminal poly A on mRNA would provide a basis for methods
of purifying mRNA and pre-mRNA, which would lead, in
turn, to the uncovering of many new structural and functional
features of these molecules? Or that the reverse transcriptase
enzyme found to be associated with RNA tumor viruses would
become a key tool in the recombinant DNA cloning of mRNA
sequences? Yet, such developments are not really rare, and we
can be sure that many of today’s discoveries will be the sources
of techniques that will be critical for answering tomorrow’s
questions.

What are tomorrow’s questions about RNA processing? One
broad class of questions concerns the enzymatic mechanisms
of processing. So far only a very few of the processing enzymes
have been isolated or even purified away from nonspecific
degradative enzymes, and, indeed, at present we would be
happy to know just how many different cutting and splicing
enzymes exist in a cell. If some of these enzymes operate with
small RNA cofactors, the various interrelationships between
enzyme, cofactor, and RNA substrate will have to be worked
out. From the information accumulated to date (cf. reference
[107]), it would seem that the substrate recognition sites for
processing enzymes reside only partly in features of primary
and secondary structure and that they also depend heavily on
features of tertiary structures, i.c., on three-dimensional con-
formation. This aspect poses some formidable obstacles to
progress in this area, because most of the current methods for
conformational determination are not well suited for studies of
the minute quantities of precursor RNAs that are normally
available from cells. In lieu of any significant methodological
advances, one can resort to specific genetic manipulations of
the substrate and to approaches such as those used to study an
enzyme that processes 58 RNA in B. subtilis (108, 109). In this
case, an efficient in vitro processing system was developed and
then used with pre-55 RNA that was specifically modified by
partial nucleolytic digestion and ligation of synthetic polynu-
cleotide appendages. With detailed secondary structure models
of the precursor and its derivatives, the requirement for partic-
ular base-pairing interactions within the substrate molecules
can be determined.

Another broad class of questions concerns the role of proc-
essing in regulating gene expression. Earlier, I cited examples
in which alternative processing modes produce multiple and
functionally distinct mRNA molecules from a single set of
noncontiguous genetic elements. It will be interesting to know
whether such qualitative regulation at the processing level is
widespread amongst eukaryotic genes, and, if so, to know how
a cell can exhibit preference for one processing pathway over
another under different physiological and developmental situ-
ations. The role of processing in the quantitative regulation of
gene expression is also a phenomenon that deserves further
scrutiny. The wastage of pre-rRNA that occurs in certain
resting-cell populations and disappears in growing populations
has been known for more than a decade ([110], see also [111]
for other references), but we still do not understand what
actually determines whether a particular precursor molecule
will be processed or degraded to its nucleotide constituents.
Similarly, there is reasonably good evidence to indicate that
mRNA abundance is regulated in part by variation in process-
ing efficiency (112, 113), but the molecular basis of this regu-
lation remains obscure. Answers to these questions will require
improved knowledge of the processing mechanisms and also
the development of new experimental systems (biochemical or
genetic) that will enable us to probe the determinants of
processing specificity and to generate protocols capable of
revealing cause and effect relationships.

Given the large number of interesting unanswered questions
and the vast number of biological systems that have yet to be
studied, it seems clear that the field of RNA processing will
remain an exciting one for many years to come. One can look
forward to the repeated satisfaction that will come when var-
ious complex biological phenomena are explained and clarified
in straightforward molecular terms. Moreover, on the basis of
past developments in this field, we can confidently predict that
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future progress will come from unexpected ramifications of
conceptual discovery and methodology and that serendipity
will play a major role.

Addendum

A delay between the completion of this chapter (in March
1980) and its actual publication has given me an opportunity
to consider some of the recent developments in the RNA
processing field within the context of my general theme. As
anticipated, several important new facts have been revealed by
the combined use of recombinant DNA-cloning methodology
and various powerful techniques of nucleic acid structural
analysis. Some of these facts have clarified uncertainties and
helped resolve unsettled issues, while others have given new
insights into the ways in which processing can be implicated in
the regulation of gene expression and cellular differentiation.
In contrast, there has been less progress on the characterization
of processing enzymes and the determinants of processing
specificity. In these cases the aforementioned technical obsta-
cles still constitute a rate determining step. The following
selective survey should give the reader some idea of the pace
in this field over the past 18 months.

FORMATION OF 5’-TERMINAL CAPS: It has now been conclu-
sively shown for the genes specifying early and late SV40
mRNAs (114), adenovirus late RNA (115), and mouse B-globin
(115) that the 5'-terminal cap site and the site at which tran-
scription is initiated by RNA polymerase II are one and the
same. Among the multiple initiation/cap sites ascribed to early
SV40 mRNA, a major species is 'mGpppC™U, thus demon-
strating that eukaryotic RNA polymerase II, like the prokar-
yotic RNA polymerase, can sometimes initiate with a pyrimi-
dine nucleotide. Certain cellular mRNAs may also have het-
erogeneous cap sites, as indicated by the finding of two 5’
termini in ovalbumin (116) and liver a-amalyse (117) mRNAs.
Although not yet conclusively demonstrated, this heterogeneity
could be the result of imprecise initiation, as was shown for the
SV40 mRNA species (114).

A significant addition to our knowledge of processing mech-
anisms concerns the guanylyltransferase-catalyzed reaction of
cap formation. Recent studies of the vaccinia-capping enzyme,
one of the few processing enzymes that can be obtained in high
purity, have shown that the transfer of GMP from GTP to a
triphosphate-terminated polynucleotide involves an interme-
diate in which GMP is covalently linked to a subunit of the
capping enzyme (118). The specificity for GTP as a nucleotide
donor seems to reside in the formation of this covalent complex;
the basis for specificity of the polynucleotide acceptor is still
obscure.

TERMINATION AND POLYADENYLATION: The importance of
the AAUAAA sequence in determining the site of 3'-terminal
cleavage and polyadenylation of growing transcripts has been
firmly established by experiments with deletion mutants of
SV40 (119). The cleavage/poly A-addition site is completely
abolished in mutants lacking this sequence and is moved
proportionately downstream in mutants with deletions to the
3’ side of it. Although the AAUAAA sequence (or a very close
relative) is apparently indispensible for proper 3’-terminal
cleavage and polyadenylation, it is also clear that other struc-
tural features in this region can modulate the efficiency of this
process (119).

It is now apparent that the use of endonucleolytic cleavage
for transcript termination can apply to cellular genes as well as
viral genes. In the transcription of the B-globin gene in both
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mouse (120) and chicken (121) nuclei the RNA polymerase
continues more than 1,000 nucleotides beyond the poly A site.

SPLICING: Despite the fact that well over 100 individual
splice junctions have now been identified in a variety of
mRNAs, our understanding of the splicing mechanism is still
rather primitive. Except for the GU on the intron side of the
5" splice site and AG on the intron side of the 3’ splice site,
there is considerable variability at the other positions of the
consensus sequence (Fig. 6). Indeed, in a completely random
sequence, the 5'- and 3’-consensus sequences should occur, on
average, every 2,000 and 500 nucleotides, respectively, dis-
tances which are short compared to the lengths of many known
introns (122). Nevertheless, the hypothetical implication of Ul-
RNA in the splicing reaction has received some support from
experiments in which a lupus antiserum that precipitates ribo-
nucleoproteins containing UI-RNA was shown to inhibit the
proper splicing of adenovirus mRNA by isolated HeLa cell
nuclei (123).

RNA transcripts of recombinant chimeras that contain a 5’
splice site of an SV40 gene and a 3’ splice site of a mouse S-
gene can be accurately spliced in vivo (124). Such a result
indicates that the two splice sites bracketing an intron need not
constitute a unique pair. This has led to the consideration of a
processive mechanism in which splicing always occurs between
the most proximal pair of splice sites (122). Yet, we now know
of several examples of both cellular and viral genes in which
a choice between alternative 5" or 3’ splice junctions must be
made in order to produce the correct mRNA product. One way
out of this dilemma is to have a stepwise mechanism in which
new splice sites are regenerated by having similar consensus
sequences at intron and exon boundaries. This mechanism
appears to operate in the processing of collagen mRNA (125)
and could conceivably work for SV40 early mRNA (122).
However, it does not seem applicable to other situations, e.g.,
the excision of J;_3-C introns in immunoglobulin mRNAs (see
Fig. 4).

Additional examples of obligate splicing in the processing of
ribosomal RNA in simple eukaryotes have been discovered
(126-128). The list now includes the products of nuclear genes
as well as those associated with the genomes of cytoplasmic
organelles. A comparison of four sets of sequences surrounding
the ribosomal RNA splice junctions have revealed two inter-
esting features: common nucleotides (T and G) at the 5 sides
of both 5’ and 3’ splice sites, and a short repeated sequence
further upstream of these sites (129). The lack of resemblance
of these sequence features and those associated with mRNA
and tRNA splice junctions supports the idea that a distinctive
splicing mechanism has evolved for each major class of RNA.

ROLE IN GENE EXPRESSION: The importance of RNA proc-
essing in regulating the expression of cellular genes is coming
to be increasingly appreciated. For example, the prediction
(ref. 92) that the mRNAs encoding the membrane and secreted
forms of p-heavy chain are produced by alternative processing
of transcripts from the same gene was confirmed by detailed
analyses of the 3’-terminal sequences of the appropriate p-
mRNAs and the identification of corresponding sequences in
the u structural gene (130, 131). Moreover, the finding of two
AAUAAA sequences, one on the 3’ side of the genetic element
encoding the secreted chain, and the other, on the 3’ side of the
element encoding the membrane-associated chain, suggested
that the two mRNAs might be derived from primary transcripts
that are terminated at two different sites (131). An analysis of
p-mRNA precursors in cells producing different proportions of
membrane and secreted mRNAs tends to support this idea



(132). An additional role for RNA processing in the develop-
mental regulation of immunoglobulin gene expression is sug-
gested by the simultaneous production in a single cell of
mRNAs encoding the same variable region sequence and
constant regions of either the p or the 6 class (133-135). The C,
gene is located between the Vy gene and the Cs gene. Therefore,
in the processing of -mRNA, the C, sequences are treated as
an intron rather than an exon.

An elegant example of the implication of RNA processing
in cellular differentiation was provided by an analysis of the
a-amalyse genes in different tissues of the mouse (117, 136).
Although the a-amalyse mRNAs in salivary gland and liver
cells are derived from the same gene, their relative abundance
in these two tissues is markedly different. An examination of
gene and mRNA structure revealed that the salivary and liver
mRNAs possess different 5’ untranslated sequences which are
encoded by two widely separated elements located several kb
upstream from a common coding segment. One attractive idea
is that the wide variation in expression of this gene in the two
tissues is related to the differential use of two transcriptional
promoters. Obviously without the flexibility afforded by RNA
processing, this could otherwise be achieved only by using a
duplicate gene, as is the case in pancreatic cells. A hint that
such flexibility may be exploited by other cellular genes was
provided by the recent observation that the L and L’ subunits
of pyruvate kinase are encoded by two distinct mRNAs, pre-
sumably derived from a single gene (137).

A remarkable regulatory principle involving RNA process-
ing has been found in the expression of the cytochrome b gene
in yeast mitochondria (138). In this system the first two exons
and part of the second intron of the cytochrome b gene code
for an “mRNA maturase” which is, itself, responsible for the
splicing out of the second intron. This constitutes a negative
feedback system in which the activity of the maturase elim-
inates the mRNA that encodes it, and concomitantly produces
cytochrome b-mRNA. The 5’ cleavage involved in the removal
of the second intron is unorthodox in that it occurs downstream,
rather than upstream, of a GU doublet. An inability of the
normal mRNA splicing system to cope with this situation
might account for the maturase requirement.

One of the most striking recent examples of the necessity for
RNA processing in the expression of genetic information has
come from a detailed examination of the human mitochondrial
genome (139, 140). In this case, the genes for rRNA and various
mRNAs and tRNAs are immediately contiguous to each other,
leaving essentially no space for conventional transcriptional
start and stop signals. The evidence accumulated to date indi-
cates that over 90% of the genome is transcribed as a single
unit, and that the various discrete RNA components are gen-
erated by a series of precise endonucleolytic cleavages of the
growing transcript (140). The tRNA sequences, which punc-
tuate most of the other genes, could conceivably serve as
recognition signals for these cleavages.

These exciting new discoveries further illustrate the crucial
role that RNA processing plays in mediating gene expression
in eukaryotes. It is hoped that they will soon be paralleled by
some deeper insights into the mechanistic aspects of the various
processing reactions. One cause for some optimism in this
regard is the recent progress in the determination of RNA
secondary structure, in which accessibility to digestion with
selected nucleases is used to discriminate among computer-
generated models based on primary structure and minimum
energy considerations (141, 142). These methods are suitable
for relatively small amounts of material, and are thus capable

of providing crucial information about the secondary structure
of processing substrates. Such structural information should
help considerably to sharpen our concepts of processing mech-
anisms.
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The Nuclear Envelope and the Architecture

of the Nuclear Periphery

WERNER W. FRANKE, ULRICH SCHEER, GEORG KROHNE, and ERNST-DIETER JARASCH

By definition, the eukaryotic cell is characterized by a com-
partmentation structure that divides the intracellular space into
two different regions: (@) the nucleus, which contains the
genome and the structures involved in transcription and proc-
essing of transcription products; and (b) the cytoplasm, which
contains the translational apparatus, the cell organelles, the
endomembranes, and a variety of other particles. This nucleo-
cytoplasmic compartmentation is maintained by a specific
eukaryotic membrane structure, the “nuclear envelope” (excep-
tions are some special situations, such as some forms of nuclear
division, certain sperm cells, and some pathological conditions;
see below). The existence of a membranelike structure between
nucleus and cytoplasm had been indicated in early light micro-
scope studies. '

In his description of the cell nucleus in 1833, Brown (1) had
already mentioned the possibility that it might be surrounded
by a membranelike structure. After decades of lively discussion
of the existence, real or artifact of preparation, of a distinct
boundary layer between nucleus and cytoplasm, it was Flem-
ming (2), who, in 1882 in a thorough review, summarized the
accumulated evidence for “the existence of a special achro-
matinous lamella, that is a real—though in most types of nuclei
very thin—layer of substance, which... is not merely the
expression of the region of contact between nuclear substance
and cytoplasmic substance.” Extending earlier observations of
Hertwig (3) in nuclei of certain protozoa and of Soltwedel (4)
in plant cell nuclei, Flemming (2) also clearly distinguished
between the nuclear membrane proper as the “outer, achro-
matinous layer” and an inner “usually interrupted layer of
peripheral chromatin” (the “nuclear cortex layer” sensu Her-
twig and Soltwedel). Hertwig (3) also described certain fine
punctate interruptions in cross sections of the achromationus
nuclear membrane structures and discussed the possibility that
these might represent pores, which allow exchange between
nucleus and cytoplasm, an idea critically discussed by Flem-
ming (2), who correctly pointed to the lack of evidence for the
existence of such pores (“Poren in der Kernmembran,” 1882;
in reference 2). Several authors (2, 5) also noted the plasticity
and viscosity of the nuclear membrane, properties that were
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then demonstrated with special clarity in the nuclear micro-
dissection experiments of Kite (6).

Further support for the existence of a true nuclear membrane
structure, which was profoundly different in composition and
molecular organization from the nuclear and cytoplasmic
zones, was obtained by polarization microscopy. In these stud-
ies the nuclear membrane showed negative spherite birefrin-
gence, indicative of lamellar arrays parallel to the nuclear
surface (7, 8). Disappearance and finally reversion of the
character of this birefringence in imbibition series reported by
Schmitt (9) then was interpreted to show that the lamellar
structures responsible for the negative spherite appearance was
a result of form birefringence and that the intrinsic birefrin-
gence of the nuclear membrane resulted from layers of mole-
cules, probably lipids, oriented perpendicularly to the plane of
the nuclear membrane.

However, the demonstration of the significance and the
unique mode of organization of the nuclear membrane has
been made possible only by the development of electron mi-
croscopic preparation techniques (10-20; for more complete
and detailed treatment of literature see reviews in references
21-23). The nuclear envelope as the structure of the nucleo-
cytoplasmic borderland has always been suggestive of being
biologically important and, also because of the distinct and
intriguingly regular morphology of the nuclear pore complex,
has attracted many electron microscopists. Biochemical work
on the nuclear envelope has begun relatively late, i.e., after
methods were developed that allowed the isolation of nuclear
membrane material in sufficient amount and purity from var-
ious cells and tissues (18, 20, 21, 23-34).

In the present article we shall discuss some major findings
on the organization and composition of the nuclear envelope.
In particular we shall focus on those aspects which are specific
to the nuclear envelope, and only in passing will we mention
properties which this membrane system has in common with
other cytoplasmic membranes.

The Nuclear Envelope Is a Membrane Cisterna

Interrupted by Pore Complexes
The nuclear envelope is a special perinuclear cisterna of the
endomembrane system and is constituted by the inner and

outer nuclear membrane enclosing a lumen (“perinuclear
space” [14]). The typical structure of the nuclear envelope as
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FiGURe T Transverse sections through isolated nuclear envelopes and attached cytoplasmic annulate lamellae (AL) from oocytes
of various amphibian species (Xenopus laevis, Pleurodeles waltlii, lower left insert; Bufo bufo, upper right insert). Pore complexes
are numerous in both membranes, the nuclear envelope and AL, and have identical ultrastructure: annular granules lie on either
pore margin and cones of dense material protrude from the membranous walls of the pore into the pore fumen; often a centrally
located granule or rod-like element is recognized (some annulus subunits are denoted by the arrows). Nucleoplasmic filaments
terminate at the inner annulus and the central granule of the nuclear pore complex. These annulus-attached fibrils are often
arranged in cylindrical arrays and are associated with densely stained granules, probably including ribonucleoprotein material
(lower left insert). The juxtanuclear cytoplasmic AL are seen to be in luminal continuity with the perinuclear cisterna (e.g., upper
right insert). Direct luminal interconnections with endoplasmic reticulum (ER) and with AL are also frequent (some membrane-
associated ribosomes are denoted by arrowheads). C and N represent cytoplasmic and nucleoplasmic side of the nuclear envelope,
respectively. Bars, 0.2 um. X 65,000; upper insert, X 74,000; lower insert, X 85,000.
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seen by electron microscopy of sections is presented in Fig. 1.
Since the discovery of porelike discontinuities in nuclear en-
velopes by Callan and colleagues (10, 11), the nuclear pore
complex (15) has received special attention as a distinct site for
nucleocytoplasmic exchange (16-23). The architecture of the
pore complex has been studied with various electron micro-
scopic techniques (ultrathin sectioning, e.g. Fig. 1; metal
shadowing, positive and negative staining, e.g. Fig. 2; freeze-
cleavage, cf. references 19 and 35; high-resolution surface
scanning, cf. references 36 and 37), and pore complex structure
models proposed by several authors show remarkable agree-
ment in the essentials (Fig. 3; e.g., 14-24, 38-40). Today it is
clear that the pore complex, with its characteristic ultrastructure
(see below), is a universal feature of the nuclear envelope in all
cells, with the possible exception of late stages of spermiogen-
esis in some species (although definite proof of the existence of
nuclear envelopes completely devoid of pore complexes has
not been reported).

The Pore Complex Has a Unique
Symmetrical Organization

The pore complex is a highly symmetrical (bilaterally and

radially) array of distinct, particulate, nonmembranous sub-
structures associated with the transcisternal orifice of the nu-
cleocytoplasmic pore (Figs. 1-3). It is profoundly different in
organization from other similarly sized pore formations in
membranes, such as in capillary endothelia, in cisternae of
Golgi apparatus, and in the “secondary envelope” surrounding
the giant primary nuclei of certain green algae (Fig. 4; for
references see 20-22). The pore orifice is constituted by the
locally fused transitions of inner and outer nuclear membrane
and has an inner-pore width (membrane-to-membrane pore
diameter) that appears to be rather sharply defined in a given
type of cell or nucleus, but can show considerable variation
(range: ~ 60-90 nm) when different types of nuclei and differ-
ent electron microscopic methods are compared. The most
prominent morphologically distinguishable components are
recognized in Figs. 1 and 2 and are schematically illustrated in
Fig. 3. They include (@) two rings (annuli; see references 10,
11, 13-17), located on either pore margin, each composed of
eight 10- to 25-nm large granular particles (annular granules;
see references 13, 18, 38-41) that are arranged in a precise
eightfold symmetry (18); (b) eight radially distributed cones or
tips projecting from the pore wall into the pore lumen (15, 18,
24, 39, 40) that some authors regard as locally aggregated fibrils

FIGURE 2 Negatively stained (phosphotungstic acid, PTA) cytoplasmic annulate lamella isolated from Xenopus laevis oocyte. The
ring-like annulus material lying on each pore rim consists of eight symmetrically arranged granules. In the lumen of some pores a
central granule is observed. Note the abundance and high packing density of pore complexes in the AL and structural continuities
of AL with membranes of endoplasmic reticulum (arrows). Bar, 0.5 pm. X 70,000.
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FIGURE 3 Schematic presentation of nuclear pore complex archi-
tecture and the association of peripheral condensed chromatin with
inner nuclear membrane. The pore complex consists of (a) inner
and outer annulus, each composed of eight granules of diameter
10-25 nm which are symmetrically distributed on either pore margin,
( b) eight conical tips which project from the pore membrane wall
and also are arranged in an eightfold symmetry, () a frequently
present central granule or central rod, and (d) bundles of nuclear
filaments which are attached to the granular components. In the
interporous region of interphase nuclei (in the right) chromatin
strands appear closely associated with the inner nuclear membrane,
and this attachment of peripheral chromatin (20- to 30-nm large,
higher order globular units are indicated by hatched circles) seems
to be mediated by interchromatinous nonhistone protein material
(dotted) containing the specific peripheral nuclear “skeletal” pro-
teins (see text).

traversing the pore periphery (for references see 22); (c) a
centrally located particle, granular or rodlike, of variable di-
ameter and shape, which, however, is not recognized in all pore
complexes; and (d) tangles of nucleoplasmic 4- to 8-nm fila-
ments that terminate at the inner annulus, that often reveal
eightfold radial symmetry, and that seem to be interconnected
and to form cylindrical arrays (“channels,” “funnels”; 39, for
other references see 20-23) extending deep into the nucleus.

Great variations have been reported, in different types of
nuclei, of both numbers of pore complexes per total nuclear
surface (range from 10° to 5 X 107) and pore complex frequency
(i-e., pore complexes per/um’ nuclear surface; range from 1 to
3 pores/um® to 50-60 pores/pm?) as well as differences of
pattern of distribution. Although correlations of pore numbers
and pore frequencies with certain nuclear activities, e.g., tran-
scription, are sometimes suggestive (16-22), the functional
associations of pore morphology and number cannot be re-
solved at the moment.

Pore complexes of the same symmetrical ultrastructure have
also been observed in nuclear envelope fragments during mi-
totic breakdown of the envelope and during reformation of
nuclear envelope in anaphase and telophase stages (e.g., Fig.
9¢; see 17-22).

Pore Complexes Are Not Exclusive to the
Nuclear Envelope

Transcisternal pore formations with essentially the same
symmetrical architecture as that of the nuclear pore complex
are also observed in cytoplasmic cisternae of the endoplasmic
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reticulum (ER), either as ordered stacks rich in pore complexes
(annulate lamellae [AL}; 14, 42; for references see 22 and 43)
or as single pore complexes in rough ER, as well as in “intra-
nuclear AL” (for references see 20-22). The only difference
from the pore complexes of the nuclear envelope appears to be
the absence of polarity because both sides of the pore complex
of AL are exposed to the same compartment. Typical cisternae
of cytoplasmic AL are seen in Figs. 1 and 2. Such AL have
been observed in a diversity of animal (22, 42, 43) and plant
(44; cf. references 20-22) cells. Characteristically, the pore
complex density can attain higher values in cytoplasmic AL
than in the nuclear envelope of the same cell (16, 22, 44, 45).
As in the case of nuclear pore complexes, neither the mode of
formation of AL and their pore complexes nor their functions
are known. Their mere occurrence, however, demonstrates that
pore complexes are not exclusive to the nuclear envelope and
are not formed only in association with nucleocytoplasmic
compartmentation and exchange.

Nuclear Pore Complexes Contain Stable
Architectural Components and Are Integrated
into a Peripheral Karyoskeletal Framework

When nuclear envelopes are exposed to mechanical stress or
to rigorous extraction treatments involving solutions of high
ionic strength or containing nondenaturing detergents, the
basic structural elements of the pore complex are still identified,
even under conditions that result in the disintegration and
removal of most of the membrane material proper (for me-
chanical stability see references 20-23, 29, 35, 41, 46; for
resistance to extractions see references 20-23, 36, 46-53). Nu-
clear envelopes treated with both detergent solutions and high
salt concentrations show the persistence of the pore complex
studs and interconnecting dense material (Figs. 5 and 6). The
latter, located at about the level of the inner nuclear membrane,
has been described as a continuous layer (“lamina”; 49, 50, 52)
or as a meshwork of filaments (Fig. 5; 46, cf. references 22 and
23). The composition of such skeletal complexes including pore
complex structures and interconnecting material (Figs. 5 and
6) has been examined, and a simple polypeptide pattern has
been observed (49, 50, 52-55). Characteristic in such prepara-
tions (“pore complex-lamina-matrix,” PC-L-M) made from
mammalian liver (49-54) and from other cells (e.g., references
55 and 56) is the predominance of a triplet of three major
polypeptides with apparent molecular weights in the range of
60,000-80,000 and three minor polypeptides of higher molec-
ular weight (cf. Fig. 7, slot 7), which are also recognized as
significant protein components in unextracted isolated nuclear
membranes (32, 49, 57, 58). An even more simplified protein
pattern has been found when such extractions were performed
on manually isolated nuclear envelopes from amphibian oo-
cytes (Figs. 6 and 7, slots 1-6; cf. reference 54): in such
preparations, which are highly enriched in pore complex ma-
terial, a protein of apparent moelcular weight of ~ 68,000 is
prominent, together with only a few minor polypeptides of
higher molecular weight (Fig. 7, slots 2-6). At the moment, it
cannot be decided whether these polypeptides are exclusive to
the pore complex or to the interconnecting material, or are
common to both. Moreover, the possibility that residual non-
histone proteins of peripheral, nuclear membrane-associated
structures (Figs. 8 and 9; for references see 20 and 21) contrib-
ute to this protein fraction has not been excluded. Complicating
this characterization of the components of the nuclear periph-
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FIGURE 4 The primary nucleus of the green alga Acetabularia mediterranea, including the nuclear envelope, is separated from the
cytoplasm by a special labyrinthine membrane system which constitutes a “secondary envelope” (SE). The thin intermediate zone
sandwiched between the “true” nuclear envelope and this secondary envelope (thick arrows in a and b) opens into the cytoplasm
via narrow channels (some are denoted by the pairs of arrows in a and b). Membrane continuities of the nuclear envelope with
cytoplasmic ER via these channels has not been observed. Large, dense aggregates (DA) are frequently observed in the juxtanuclear

cytoplasm. Bars, 0.5 pm. (a) X 27,000; {b) X 52,000.

ery is the observation that polypeptides of similar sizes, as the
triplet proteins mentioned above, have also been reported to
be predominant in other nonhistone protein fractions (“nuclear
matrix” fractions; cf. reference 51) made from whole nuclei or
chromatin (for reviews see references 59 and 60; for differences
between PC-L fraction and internal matrix components see
references 54 and 61).

On the other hand, in immunolocalization experiments,
antibodies directed against the major triplet protein(s) of the
PC-L fraction from rat liver have reacted with the periphery of
interphase nuclei of different, although not all, mammalian
cell types (Fig. 10; cf. references 52, 53, 62), but not with matrix
structures of the nuclear interior. Interestingly, this protein of
PC-L-M fractions is distributed throughout the cytoplasm dur-
ing mitosis and has not been localized in metaphase chromo-
somes (52, 53, 62). Biochemical comparison of the major
polypeptides of the nuclear envelope (58) has further indicated
that the polypeptides of the triplet group are different, the
middle-band polypeptide being a component with a distinct
proteolytic cleavage pattern. Clearly, further experimental

work is required to elucidate the nature of the skeletal com-
ponents of the nuclear periphery and the pore complex and
their topological relationships. However, the present data al-
ready permit the conclusion that the periphery of the interphase
nucleus and the nuclear pore complex contain specific proteins
that form structures of unusually high stability.

Chromosomes Interact in a Specific Mode with
the Nuclear Envelope and the Nuclear Periphery

It has been demonstrated in many cases that in the interphase
nucleus the genomic material, i.e., chromosomes and extra-
chromosomal genes, is not distributed at random but that
certain chromosomes or chromosomal regions are arranged in
an ordered fashion with respect to the nuclear surface. Certain
chromosomes and chromosomal regions are located regularly
in the nuclear periphery; prominent examples in many cell
types include centromeres and pericentromeric heterochroma-
tin, telomeres and telomeric heterochromatin, perinucleolar
heterochromatin, and sex chromosomes (e.g., X and Y chro-

FRANKE €T AL Nuclear Envelope 43s



FiGure 5 Different stages of experimental disintegration of the nuclear envelope isolated from oocytes of Triturus alpestris (a)
and Xenopus laevis (b} revealing the abundance of pore-connecting fibrils. The preparation shown in (a) has been treated with
0.5% NP-40 in water and then centrifuged on an electron microscopic grid, whereas the nuclear envelope presented in (b) has
been disrupted by spreading on the surface of a water droplet, which results in additional mechanical stretching. Both preparations

were positively stained with ethanolic PTA. Bars, 1 pm. X 32,000.

matin; for a more detailed treatment of the literature see
references 20 and 21). An especially striking example of this
ordered interaction of chromosomes with the nuclear envelope
is observed during meiotic prophase of many organisms in
which the chromosomal ends are attached to interpore regions
of the nuclear envelope; this is particularly well seen in the
synaptinemal complexes of such chromosomes (Fig. 94; 63; for
references see 20 and 21). Moreover, nucleic acid hybridi-
zation techniques have shown that certain subfractions of DNA
(e.g. heterochromatin satellite DNAs) are often preferentially
accumulated in the nuclear periphery (for references see 20
and 21). The molecular basis of this localization is not under-
stood. Morphologically, two different situations must be distin-
guished: (a) in diverse types of nuclei, a distinct 15- to 80-nm
thick layer of nonmembranous material is seen to be sand-
wiched between the inner nuclear membrane and the chro-
matin (“fibrous lamina,” 64; for references see 20-23, 65). This

44s  THE JOURNAL OF CELL BIOLOGY - VOLUME 91, 1981

laminar material, determined cytochemically to be proteina-
ceous, has been correlated with the “lamina” structure observed
to interconnect pore complexes in isolated, extracted, and
detergent-treated nuclear envelopes (49, 50, 52). Thus, gener-
alized nuclear-structure models have been proposed in which
the chromatin does not directly border on the inner nuclear
membrane but rather is separated from it by a continuous layer
containing the triplet polypeptides mentioned above (49, 52,
65). (b) On the other hand, chromatin has been shown in
various types of plant and animal nuclei to border directly on
the inner nuclear membrane, within the limits of resolution of
the electron microscope thin-section technique (1-2 nm), with
no identifiable fibrous lamina interspersed (Figs. 8 and 9). This
absence of a nonchromatinous laminar structure between chro-
matin and inner nuclear membrane is also seen in cytochemical
experiments that result in selective chromatin bleaching (Figs.
8c-e and 95) and in isolated nuclei, in which the chromatin



FIGURE 6 Nuclear membrane material from oocyte nuclei of X. laevis as obtained after treatment with high salt buffer and
detergent and demonstrated by electron microscopy in negatively stained preparation (a) and ultrathin section (b). The sequential
extraction with buffered 1.5 M KCl solution followed by 1% Triton X-100 (for details see text) removes most of the interporous
membrane material (b) but leaves the basic organization of the pore complex intact (a, b), pore complexes in (b) are denoted by
arrows. C, cytoplasmic side; N, nuclear side. Bars, 0.5 um. (a) X 57,000; (b) X 47,000.

has shrunk slightly and separated from the inner nuclear
membrane, with only a few thread connections left in an
electron-translucent “gap” (Fig. 8 b). Moreover, DNA has been
shown to be intimately associated with isolated nuclear mem-
branes of various cells (for references, see 20 and 21). Therefore,
an alternative explanation is proposed which emphasizes the
existence of a proteinaceous, weblike material finely dispersed
and associated with both the nuclear envelope and the periph-
eral chromatin (see right part of Fig. 3), which in certain cells
accumulates or, upon chromatin extraction, collapses to form
a fuzzy peripheral lamina (see also the left part of Fig. 3 of
reference 49). Future experiments will doubtless help to clarify
the relationship of chromatin and the nuclear membrane and
its possible functional significance. Evidently, strong and spe-
cific forces exist in chromosomes to permit association with
this type of membrane-attached, nonhistone proteins, and to
promote formation of a continuous nuclear envelope. This is
best demonstrated in the cycle of dispersion of both nuclear
membrane and the PC-L-M proteins during nuclear divisions
of the “open” form in which during anaphase-telophase stages

elements of the reforming nuclear envelope are assembled on
the chromosomal surfaces (Fig. 9¢; cf. references 20-23) and
PC-L-M proteins are reaccumulated in the forming daughter
nuclei.

There is no experimental evidence that pore complexes
themselves contain chromatin (for references see 20-23).

The Nuclear Membranes Are Similar in
Composition to Membranes of the Endoplasmic
Reticulum But Represent an Independent
Membrane System

The biochemical composition of nuclear membranes from
various plant and animal cells has been compared with that of
other cellular membranes (for reviews see references 20-23, 32,
33, 57, 66). These studies have shown that, in cells that allow
the direct comparison of membrane fractions, the nuclear
membranes are similar to ER membranes in their lipid pattern,
in a large number of proteins and enzymes, in the carbohydrate
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FIGURE 7 Polypeptide composition of unextracted and extracted
nuclear membranes of X. laevis oocytes (slots 2-6) and rat liver (slot
7) separated by SDS-polyacrylamide slab ge! electrophoresis (for
references see text). Oocyte nuclear envelopes were manually iso-
lated and cleaned under a stereomicroscope. Proteins of unextracted
membranes were separated and stained with Coomassie Blue (slot
2; 170 nuclear membranes; two of the major polypeptides are
denoted by arrows; reference proteins separated in the same gel are
shown in slot 1, and are, from top to bottom myosin heavy chain
(220,000 M,), phosphorylase a (94,000 M,), bovine serum albumin
(67,000 M,), actin from rabbit skeletal muscle (42,000 M,), and
chymotrypsinogen (25,000 M,). Manually isolated nuclear mem-
branes of ococytes were then extracted with various high salt and
detergent solutions, resistant membrane components were sedi-
mented, and proteins were radioactively labeled in vitro with
[*H]dansyl chloride and visualized by radiofluorography (slots 3-6;
slot 3 represents the protein of 22 total nuclear envelopes, slots 4-6
contain the protein equivalent to 40-45 nuclear envelope residues).
The polypeptide composition of the unextracted nuclear envelope
is shown in slot 3; slot 4 demonstrates the effect of treatment with
buffer containing Triton alone. The two major polypeptide bands
resistant to sequential extractions with buffers containing 1.5 M KClI
and 1% Triton are shown in slot 5. Only one major polypeptide
band of the oocyte nuclear envelope has been found to be resistant
to simultaneous extraction with 1.0 M KCl and 1% Triton (gel shown
in slot 6). The two major resistant polypeptides observed in the pore
complex material enriched fractions are denoted by asterisks (slots
3-6) and seem to be identical with the two polypeptides denoted
by arrows in slot 2. Slot 7 shows for comparison, the polypeptide
pattern of purified nuclear membranes from rat liver which then
have been extracted simultaneously with 1.5 M KCI and 1% Triton
X-100 (for details and references see text). The three major polypep-
tide bands reexamined (apparent M. values relative to those of the
reference proteins mentioned below: 74,000; 72,000; 62,000) are
marked by arrowheads, the minor components (apparent relative
M, values: 200,000; 160,000; 125,000) of high molecular weights are
denoted by short arrows. Reference proteins (slot 8) are, from top
to bottom, phosphorylase a, bovine serum albumin, actin, and
chymotrypsinogen (slots 7 and 8 have been stained with Coomassie
Blue); in other slots of this gel (myosin heavy chain, clathrin
(180,000) and B-galactosidase (125,000 M), transferrin (76,000 M),
vimentin (57,000 M) and glutamate dehydrogenase (55,000 M)
were run for comparison.

pattern of their glycoproteins, in their lectin-binding properties,
and perhaps also in their pattern of hormone receptors and
several components defined as antigens (as to the latter see the
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examples discussed in references 67 and 68; there is a contin-
uing discrepancy as to the significance of determinations in
nuclear membrane fractions of components widely assumed to
be characteristic of mitochondria such as cardiolipin, cyto-
chrome oxidase, and oxidative phosphorylation, cf. references
20, 21, 23, 27-29, 32, 33, 66, 69). Certain proteins (32, 57) and
enzyme activities, however, seem to be specific for the nuclear
envelope. In rat liver, for example, a special nuclear envelope-
bound protein kinase system has been described (70, 71), as
have differences in the substrate specificity, stability, and drug
inducibility of the nuclear membrane monooxygenase system
(cf. references 32, 72-74). If proven correct, the nuclear pore
complex-bound ATPase (cf. references 20-23, 32) might also
represent a speciality of the nuclear envelope. Like rough ER,
the nuclear envelope in many, though not in all, cells appears
to be a site of membrane-bound protein synthesis, as suggested
by the attachment of ribosomes and polyribosomes to the outer
nuclear membrane of interphase cells and to both sides of
nuclear envelope fragments during mitosis (Fig. 9 ¢; for refer-
ences see 20 and 21).

The close biochemical similarity of nuclear and ER mem-
branes may well reflect the direct continuity between these two
membranes via manifold, mostly tubelike connections (15, 17,
20-23). However, the nuclear envelope can also exist inde-
pendently from the ER system, and cells have been described
that do not show nuclear envelope-ER continuities, such as the
vegetative cells of 4. mediterranea and related green algae (Fig.
4), avian erythrocytes, and late spermiogenic stages of many
species (20, 21). In many cell types, the nuclear envelope also
shows “transitional elements,” i.e., regions with intensive se-
cretory vesicle blebbing from the outer nuclear membrane (20,
21). In cells that do not have an extended endomembrane
system, it is obvious that the nuclear envelope makes an
important contribution to the total endomembrane functions
of the cells. Thus, it seems as if the nuclear envelope not only
is a means to nucleocytoplasmic compartmentation, but also
can provide the minimum function of the endomembrane
system in the eukaryotic cell.

The Nuclear Envelope is Permeable to Small
Molecules, But Directs Nucleocytoplasmic
Exchange of Particles to the Nuclear Pore
Complexes

The nuclear envelope is readily permeable to ions and small
molecules (for references see 20 and 21). Observations of
dumbbell-shaped structures in the pore complexes (cf. refer-
ences 20-23; 75) indicate that nucleocytoplasmic transport of
particulate material of diameters larger than the pore interior
lumen is via the pore complexes by a nonpassive process. The
configuration of these particles, presumed to represent ribo-
nucleoproteins, suggests that not the whole membrane-to-mem-
brane diameter is used for such transport events, but only a
central channel of a patent diameter of 10-20 nm. Microinjec-
tion experiments using various particles and proteins as probes
and performed primarily in large cells such as the amoebas and
oocytes, have also demonstrated the existence of a size exclu-
sion limit of approximately 18 nm for migration from cyto-
plasm into the nucleus (76-78). That pore complexes are
preferential, if not exclusive, sites for nucleocytoplasmic ex-
change of particles, and that size limitations exist for such
exchange have also been recognized in studies of the infection
of cells with certain DNA viruses, After infection, the virus
particles are distributed in the cytoplasm, attach to the central
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FIGURE 8 Association of the inner nuclear membrane with condensed chromatin as seen in conventionally double-stained (a, b)
or EDTA-treated (c, d ) transverse sections through onion root tip cells fixed in situ (a, ¢, d) or after isolation (b). Note the close
apposition of peripheral condensed chromatin with the inner nuclear membrane, which often appears to be mediated by short
and thin (7-12 nm) thread connections (some are denoted by arrows in a and b). This peripheral chromatin, which often reveals
a composition by tightly packed granular units (see Fig. 3), is regularly interrupted at the pore complexes (arrowheads in a and
arrows in ¢ and d) thus forming interchromatinic “channels” which lead to the pores (a). Note the absence of a densely stained
nonchromatinous layer (lamina densa) separating the peripheral chromatin from the inner nuclear membrane; this is especially
well seen in isolated nuclei in which some chromatin shrinkage has been occurred (b). When the selective staining method of
Bernhard is used {c-e}, chromatin is “bleached” whereas ribonucleoproteinaceous and proteinaceous structures retain the staining.
The pore complexes (some are denoted by arrows in c-e) as well as the annulus-associated nuclear fibrils and the ribosomes are
positively stained. A distinct lamina structure located between the inner face of the nuclear membrane (the contours of the
nuclear envelope are indicated by brackets in d ) and the bleached heterochromatin is not seen, both in onion root tips (c, d ) and
in Hela cells (e). NE, nuclear envelope; N, nucleoplasm; C, cytoplasm; CH, chromatin. Bars, 0.2 um. (a) X 115,000; {b) X 150,000;
(c) % 48,000; (d) x 100,000; (e) X 70,000.
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FIGURE 9 Ultrathin sections showing various aspects of chromatin {(CH)-to-nuclear envelope (NE) association as seen (i) in nuclei
of late stages of avian erythropoiesis (a, late erythroblasts in chick bone marrow; b, erythrocyte in chick leg muscle capillary), after
conventional double-staining (a) and after treatment with EDTA according to Bernhard’s regressive staining method (b), (ii) during
envelope reconstitution on chromosome surfaces of late anaphase stages of mitosis in an experimentally (using dimethylbenzan-
thracene) induced adenocarcinoma cell in lactating rat mammary giland (c), and (iii) in form of the specific situation of
chromosomal telomeres in termini of synaptinemal complexes in meiotic spermatocytes of rat testis (d ). The peripheral condensed
chromatin is intimately associated with the inner nuclear membrane, and no distinct “lamina” structure is seen in stained and
chromatin-bleached nuclei (a, b). Intranuclear channels (IC in b) leading to the pore complexes (arrows) have retained intense
uranly staining (b). Contours of the two nuclear membranes in (b) are demarcated by brackets. During mitosis chromatin and
nuclear membrane material are dissociated but begin to reassociate in anaphase-to-telophase on the chromatin of the chromosomal
surfaces (c). Such fragment units of NE often show ribosomes on both sides (arrows in the left) and typical pore complexes (pair
of arrows in the center). In the vicinity of such mitotic configurations often “paired cisternae” (PC) are observed that may include
membrane of nuclear envelope fragments. A demonstration of the topological specificity of chromatin-nuclear membrane
interaction is presented in the example of the synaptinemal complex (d ). M, mitochondrion. Bars, 2.0 um (a, b) and 0.5 um (¢, d ).
(a) X 100,000; {(b) X 70,000; (c) X 52,000; (d ) X 58,000.

48s



FIGURE 10 Localization of a nuclear envelope-associated karyoskeleta! nonhistone protein by indirect immunofluoresce micros-
copy (a) and by immunoelectron microscopy using the peroxidase method (b, for details see text) using an antibody against one
of the major polypeptides (i.e., the middle band polypeptide of the triplet denoted by arrowheads in Fig. 7, slot 7) from a rat liver
fraction enriched in nuclear-envelope-associated material. Frozen sections of rat liver (a; for ultrathin section made therefrom see
b) and rat myocardium (insert in a) show a strong peripheral staining of the nuclei. The intense immunostaining is restricted to a
relatively thin peripheral nuclear zone corresponding to some layers of granules of the peripheral chromatin (b) but does not
appear restricted to a thin layer (lamina) interposed between the nuclear envelope and the chromatin. By contrast, sections treated
with antibodies against histones (¢, antihistone H2b) show a uniform staining of the chromatin of the nucleus (c). No, nucleolus.
Bars, 30 um (a, and insert in &) and 2 um (b, ¢). (a, and insert in a) X 730; (b, ¢) X 7,000.

portion of nuclear pore complexes, and release their nucleic
acid content into the nucleus, leaving the emptied capsids on
the cytoplasmic side of the pore complexes (78-80). This shows
that the passage of particles across the nuclear envelope is
confined to pore complexes and may involve profound changes
in the shape of structures in transit. However, whether the pore
complex material itself can exert some control on the
nucleocytoplasmic exchange, e.g., influence selectivity and rate,
awaits further experimental evidence. In fact, there is not even
direct demonstration that the nuclear envelope itself is critical
for the maintenance of ordered pathways of biological signifi-
cance, such as nuclear uptake of certain proteins and cytoplas-

mic transport of transcription products. Experiments which
have shown, in living amphibian oocytes, that neither nuclear
accumulation of proteins nor nucleocytoplasmic transfer of
ribosomal RNAs are markedly affected when the nuclear
envelope is experimentally disrupted (81, 82) point to our
fundamental ignorance of the true biological function of the
nuclear envelope in intracellular compartmentation.
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Ribosomes and Protein Synthesis

PHILIP SIEKEVITZ and PAUL C. ZAMECNIK

Let us start at the very beginning. Between 1897 and 1899, G.
Garnier, in France, published elegant microscope studies de-
scribing a basophilic component of the cytoplasm of glandular
cells (1). Because of what he thought its role might be in the
elaboration and transformation of secretory products, he gave
a Greek name to these concepts—ergastoplasm (work plasm).
Garnier’s research was extended by others—particularly A.
Prenant, R. R. Bensley, and A. Matthews—to include other
cell types, so that by the early part of this century ergastoplasm
came to be a generally accepted term for a specific basophilic
area of the cytoplasm. These early studies are extensively
reviewed by F. Haguenau (1). The next major advance was to
show that basophilia was due to RNA: in 1933, J. Brachet used
RNase (2); in 1939, T. Caspersson used ultraviolet spectropho-
tometry (3); in 1943, J. N. Davidson and C. Waymouth used
chemical methods (4). The high correlation which was shown
between the amount of RNA in various cells and the postulated
protein-synthesizing capacity of those cells led Caspersson in
1941 (5) and Brachet in 1942 (6) to proclaim the importance of
RNA in the process of protein synthesis. As can be imagined,
this conjecture spurred many scientists in the next decade to
try to answer three questions. In what form was this cytoplasmic
RNA? Did it really have a role in protein synthesis? If so, what
was the role? Various methods were used: extraction and
chemical procedures; extraction and physicochemical proce-
dures, such as ultracentrifugation; and, because electron mi-
croscopy was becoming more and more refined, visualization.
We now know that the RNA is in the form of ribosomes, and
that the proteins of the ribosomes are involved in the many
individual steps of protein synthesis; however, the function of
ribosomal RNA is still elusive.

The intensity of the research in the 1940s is caught very well
in Haguenau’s chapter on the visualization aspect (1) and in
Magasanik’s 1955 monograph (7) on the extraction and chem-
ical properties of what were then called “pentose nucleopro-
tein.” Confusion abounded, in good part due to the terminol-
ogies developed for the different techniques, such as Garnier’s
ergastoplasm, K. Porter’s “endoplasmic reticulum” (8), A.
Claude’s “microsome™ fraction (9), G. Palade’s “small partic-
ulate component” (10), and the “nucleoprotein” preparations
or particles discovered by various workers. The last are re-
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viewed in M. Petermann’s 1964 book (11). However, very soon
some sense began to emerge from the confusion. A. Claude,
who in 1938 (12) had isolated high-speed peliets, which he later
(9) called “microsomes,” found in 1943 (9) that this pellet
contained most of the RNA of the cytoplasm. Porter (8) showed
that his newly discovered membranous network, which he
named the “endoplasmic reticulum,” could be identified with
the high basophilic and high RNA content of the ergastoplasm,
and gradually the term ergastoplasm dropped from sight. The
electron-microscope images developed by Claude and Porter
and, later, by Palade, began to replace the light-microscope
images.

At about this time, various investigators (13-16) noticed
small, dense, 10-15-um particles in the electron-microscope
images of the cytoplasm of various cells. Palade (10) described
these particles as being either attached to the membranes of
the endoplasmic reticulum or free in the cytoplasm, and ex-
pressed the opinion that the attached particles could account
for the basophilic nature and high RNA content of the reticu-
lum. Indeed, Clermont (17) showed that, in spermatids, the
RNA-staining region, as seen with the light microscope, could
be equated with a free granular region, as visualized with the
electron microscope. However, RNA content could not be
equated with small granule content until the combined bio-
chemical and cytological work of two laboratories, that of the
Zamecnik group (18) and that of Palade and Siekevitz (19, 20),
independently showed that these particles could be isolated
from the microsome fraction and that the high RNA content
of the fraction was due to the RNA content of the granules.
Palade and Siekevitz (19, 20) had found previously that
Claude’s fraction could be equated with fragmented endoplas-
mic reticulum elements. Thus, by the mid-1950s, a clear pro-
gression could be established: the high basophilia of the ergas-
toplasm visible in the light microscope could be equated with
the endoplasmic reticulum visible in the electron microscope;
the endoplasmic reticulum could be isolated as fragments in
the high-RNA-content microsome fraction; and, finally, it was
the small, particulate element of this latter fraction, and not
the membranes, that was responsible for the high RNA content.
Progress in this field could not have been achieved, though,
without the cell fractionation procedures worked out by
Claude, G. Hogeboom, and W. C. Schneider in the United
States, and by C. de Duve and his colleagues in Belgium; it
was their work that laid down the conditions and the criteria
for the successful isolation of subcellular components, includ-
ing the elusive RNA-containing particles.
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Carbon-14 and the Development of In Vitro
Protein Synthesis Research

At the end of World War II, work began in earnest on
protein synthesis, for carbon-14 had just become available, and
a way was opened up for isotopic studies. The “*C had much
greater sensitivity than did the heavy isotopes used in the
pioneering work of the Schoenheimer group (21), and this label
made it possible to examine the incorporation of labeled amino
acids into proteins in tissue slices, rather than in whole animals.
By 1948 it was known that, in the rat-liver slice, oxygen is
necessary for protein synthesis (22) and that dinitrophenol,
which prevents the formation of ATP, blocks protein synthesis
(23). Lipmann (24) and Kalckar (25) had predicted that amino
acids are phosphorylated before polymerizing into a peptide
chain, and it appeared that those predictions might be correct.
Loftfield et al. (26) showed that proteolytic enzymes lack the
requisite specificity for protein synthesis.

It was clear to scientists active in this new endeavor (27-29)
that it would be necessary to disrupt cells in order to isolate
and characterize the cellular constituents involved in the syn-
thetic reaction. At that time, no macromolecules had been
synthesized in cell-free systems. The term “incorporation” was,
in fact, chosen to express caution. Finding a labeled amino
acid bound by apparent covalent linkage to protein in a cell-
free system could not be termed “protein synthesis,” when an
unequivocal demonstration of the formation of a new protein
molecule was still lacking. There was good reason for caution:
experiments of the Schoenheimer group (21) had disclosed
both the lability of the carbon-nitrogen skeleton of certain
amino acids and the transfer of the label into other types of
cellular compounds, when introduced into a living system.
However, at this time the new starch-column chromatography
of Moore and Stein (30) made possible the unequivocal sepa-
ration of the amino acids in proteins after a “C-labeling
experiment. Thus it could be shown that when alanine, glycine,
glutamic or aspartic acids are labeled in the carboxyl position
with *C and used in a tissue-slice or whole-animal incorpora-
tion experiment, part of the carbon skeleton of these amino
acids appears in other amino acids (29), and, in some cases, in
carbohydrates, lipids, and nucleic acids (31, 32). Certain amino
acids, such as leucine, isoleucine, and valine are, however;
metabolically more stable (33), and, at the termination of an
experiment, were found convalently bound in protein, with the
label predominantly in the amino acid initially added (33, 34).

The effort to find a cell-free system capable of synthesizing
protein (35-38) occupied the attention of several laboratories
from 1948 to 1952. Bacterial systems were particularly difficult
to free of live cells (cf. reference 39) and eukaryotic tissues,
such as rat liver and rabbit reticulocytes, came to be preferred.
Fractionation of liver-cell homogenates by the centrifugal
methods introduced by Claude (9) and further developed by
Hogeboom, Schneider, and their group (40) made fractiona-
tions of disrupted eukaryotic cells reliable and reproducible. It
became possible to separate cell constituents into four major
fractions:

() a mitochondrial and nuclear-rich fraction that also con-

tains whole cells and large, ruptured cell fragments;

(2) a microsomal fraction;

(3) a soluble protein and other soluble cell-constituent frac-

tions; and

($) a low molecular-weight fraction obtained from (3) as a

soluble TCA fraction, or as a fraction resistant to heating
to 100°C.
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This cell-fractionation technique formed a bridge between
the morphologists and the biochemists by providing a means
for relating the biochemical events of protein synthesis to
recognizable structures. The cell homogenate was at this time
regarded as a “biochemical bog, in which much effort was
being expended to reach firm ground” (41), and the cell-
fractionation technique offered a stepping stone.

A first break in the elucidation of the events involved in
protein synthesis came in 1952 (36, 42), when amino acid
incorporation into protein was related to oxidative phospho-
rylation in a cell-free rat-liver system by the separation of the
energy-utilizing system of incorporation and the energy-pro-
ducing system of the mitochondria. Further refinement of this
method and the use of gentler homogenization showed that
incorporation depends on the presence of ATP and on an
ATP-regenerating system (43). Thus, it became possible to
dissect the protein-synthesizing system into four constituents:
amino acid, an ATP-donating component, a soluble enzyme
fraction, and a microsomal fraction (43). This subdivision
provided a springboard for further partition. It was found in
1955-56 that the amino acid activation reaction is produced by
enzymes—a separate enzyme for each amino acid—in the
soluble fraction of the cell (44, 45). As a result, the formation
of aminoacyl adenylates was disclosed as the first step in the
series of reactions leading to completed protein. It was found
at the same time that the microsomal fraction is the site of
polypeptide polymerization (18, 46). However, the term micro-
some is only an operational definition of a high-speed, multi-
component, sedimentable cell fraction, and soon it became
clear that the ribonucleoprotein particles of the microsome
fraction are the actual marshalling site for polypeptide po-
lymerization (47, 48). The ribonucleoprotein particulate frac-
tion of the microsomes could be separated from other compo-
nents of the microsomal pellet by the addition of sodium
deoxycholate, which solubilized enzymes involved in choles-
terol synthesis and in detoxification reactions. This procedure
left the ribonucleoprotein particles relatively intact (19, 20, 47),
but inactive. Purification of an aminoacyl synthetase made it
possible to mix the synthetase with labeled amino acid, ATP,
and ribosomes but, surprisingly, no protein synthesis occurred
(39). At the same time, however, new evidence suggested that
another step exists between aminoacyl adenylate and polypep-
tide synthesis (49, 50). The existence of transfer RNA—first
called soluble or SRNA (51)—was discovered in 1958 (51-53),
and it was shown that the activated amino acid transfers its
aminoacyl moiety (54) to the common cytidylic-cytidylic-ad-
enylic (CCA) terminus (55) of the tRNA. Purification of an
aminoacyl synthetase to near homogeneity (56, 57) showed
that the same enzyme catalyzes the formation of the aminoacyl-
AMP anhydride and also the transfer of the aminoacyl group
to esterification with tRNA. At this time, the presence of an
unusual base was found in RNA by Allen (58, 59) and by
Cohn (60) and was named pseudouridine (60); later it was
found to be in tRNA (61). As for the primary structure of
tRNA, a race began in the early 1960s which culminated in the
complete determination of the primary structure of alanine
tRNA by Holley and his colleagues (61), a key event in the
sequencing of any polynucleotide.

Logically, but surprisingly, at least one separate tRNA was
found for each amino acid species (62, 63). In the same year
that tRNA was discovered, Crick (64) postulated the presence
of a trinucleotide intermediate attached to an amino acid that
would direct the amino acid to the proper triplet position on
nucleic acid in a translation of the genetic code. This “adapter



hypothesis” of 1958 expressed the concept in terms of the
interaction of tRNA and the template RNA, considered to
exist on the ribosome as a mechanism for ordering the amino
acid sequence (62).

Although Crick suggested the presence of a trinucleotide as
a translation piece, the tRNA actually found contained ap-
proximately 75 nucleotides. It was determined that this poly-
nucleotide acts in toto (65). At this point, it became appreciated
that the same molecule must both recognize its cognate ami-
noacyl synthetase and provide an association site with the
ribosome (66). Thus, the presence of a coding operation in-
volving recognition of amino acid-specific tRNAs for their
cognate aminoacyl synthetases became evident (66) and, in
time, evidence for a separation of these functional sites on
tRNA began to emerge (67). Initially, there were misgivings
(62) that the tRNA might be too large to serve as an amino
acid shuttle. Kinetic studies revealed, however, that there were
enough tRNA molecules, and that the rate of transfer was
adequate for tRNA to act in this capacity (53, 66). It was also

_found subsequently that a number of peptide chains could
grow simultaneously by traveling along in sequence on the
same polysome (68). As for the rate of construction of a long
peptide chain on the ribosome and its conversion into an
antigenically recognizable protein molecule, Loftfield’s studies
were definitive (33). He found that ferritin synthesis, in the
liver of the intact rat, requires six minutes.

In 1956, it was discovered that guanosine triphosphate (GTP)
is an essential cofactor in the step between aminoacylation of
tRNA and polypeptide polymerization on the ribosomal tem-
plate (69). Furthermore, a new and separate enzyme (or en-
zymes) is apparently needed to catalyze the polypeptide chain
extension on the ribosome (66, 70). Further questions were
answered at this time: Does all protein synthesis occur by a
single addition of an aminoacyl unit to a growing chain on the
ribosome, or do separate, small, peptide intermediates form
and then link together? Loftfield and colleagues (71, 72)
showed that there are no small peptide intermediates. But in
which direction did the nascent peptide chain grow—from the
amino end to the carbosyl end, or vice versa? In an answer to
that question, Schweet and colleagues (73), and particularly
Dintzis (74), determined in 1960-61 that the chain grows from
the amino end to the carboxyl end.

Structure and Function of the Ribosome

Returning now to the physical chemistry of the ribosome:
the nature of these nucleoprotein particles, on which the pro-
tein-synthetic reaction takes place, was still a mystery. All that
was known was their fuzzy image in the electron microscope,
that the eukaryotic particles contained about two-thirds protein
and one-third RNA, and that, in prokaryotic particles, protein
and RNA were equally divided. That the particles could be
isolated by means of certain mild, nonionic or ionic detergents,
such as deoxycholate, indicated that they were complexes of
protein and RNA, so researchers began to study them as high-
molecular-weight complexes by the biophysical means of ultra-
centrifugation. Actually, this tool had been used in the late
1930s and early 1940s, when Wyckoff’s group demonstrated
40-90S particles in extracts of silkworm (75) and plants (76)
and Sevag’s group (77) found 100-125S particles. Perhaps the
key papers in this period were those of Taylor et al. (78, 79),
who found RNA-containing particles of 69-718S in chick em-
bryos and in extracts of human and rabbit brain, and who
noted also the breakup into smaller 60 and 40S particles by

increasing salt concentration and increasing pH, and that elec-
tron-microscope images showed particles with diameters of
~18 pm, observations that were confirmed by Kahler and
Bryan (80). However, it was not until the early 1950s that M.
Petermann and her co-workers and Chao and Schachman
could show that these particles are ubiquitous, that they are
well defined in terms of sedimentation properties, and that
they have certain definable and reproducible characteristics.
Approximately 10 um particles of uncorrected 50S and 308
values that contained 50% RNA were found in bacteria, and
80S and 608 particles were found in yeast (81); similar particles
with 50% RNA and with an uncorrected 40S value corrected
to 75-80S, were found in mammalian cells (82-84). Both these
groups made the important discovery that Mg** is necessary
for the stability of the particles, and by 1956 and 1957, purified
particles had been obtained from yeast (85, 86), liver (87, 88),
and peas (89). It was also becoming apparent at this time that
these isolated particles are the in vitro counterpart of the ~10-
15-ym-diameter particles seen in situ.

In 1958, the first symposium of the newly formed Biophysical
Society was held, and many papers on the particles—until then
called nucleoprotein particles—appeared in the proceedings
edited by R. B. Roberts (90). At that symposium, Roberts
proposed the shortened name “ribosomes” for particles that
contained complexes of one-third to one-half RNA and two-
thirds to one-half protein, were ~10-15 um in diameter, had
sedimentation values in the 100-20S range, were found in all
cell types, and seemed somehow to be involved in protein
synthesis. The name caught on, for, as Roberts put it, “it has
a pleasant sound.”

Following Brachet’s (2) and Caspersson’s cytochemical lead
(3), Borsook and colleagues (27), Hultin and Beskow (91), and
Keller et al. (46) pointed to the possibility of ribonucleoprotein
or ribosome involvement in protein synthesis.

Although the ribosome seemed to be a fairly well-substan-
tiated subcellular structure, there was still a good deal of
uncertainty in the middle and late 1950s as to the exact nature
and structure of the particles in situ. The uncertainty came
about partly because of the great variety of Svedberg constants
that abounded in the literature for particles from many differ-
ent organisms, and partly because of the confusion created
when attempts were made to correlate the term “microsomes,”
used by the cell-fractionation workers, and the term “ribonu-
cleoprotein particles,” later “ribosomes,” used by sedimenta-
tion researchers. Various authors found sedimentation values
of 80, 60, and 40 in liver and spleen, whereas 80, 60, 40, 30,
and 20S were reported for microorganisms, even within the
same cell. For example, Petermann et al. (92) attempted to
correlate what the microscopists called attached and free ribo-
somes with various ultracentrifugation patterns that showed
different sedimentation values. The confusion began to recede
when it was learned that the sedimentation characteristics of
ribosomes are concentration-dependent and, more important,
are dependent on the isolation and centrifugation medium, its
pH, and its salt and ion concentrations. When these conditions
were recognized, it became apparent that the ribosomal parti-
cles can reversibly dissociate into smaller subunits, that these
can be partially unfolded, thus accounting for the various
sedimentation values, and that that reaction is influenced
greatly by the Mg™* concentration. This was recorded initially
by Chao and Schachman for ribosomes from yeast (85, 86), by
Ts’o et al. for pea seedlings (89), by Tissieres et al. for Esche-
richia coli (93, 94), and by Hamilton and Petermann for liver
(95). Actually, Petermann’s (96) earlier observation of the
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many ultracentrifugation boundaries produced by ribosomes
under different conditions led to the speculation that many of
these entities represent unfolded subunits or associated sub-
units. When molecular weights were calculated later, based on
sedimentation equilibrium, this hypothesis was found to be
true. For example, a 60S subunit seen in the preparation of
liver ribosomes is indeed a dimer of the small subunits (97-99),
and ribosomes with different sedimentation values contain only
the two large RNA polymers that are mentioned below, thus
implying that these various values represent different confor-
mational forms of the ribosomes (98, 100). Work in many more
laboratories accelerated, and by 1964 M. Petermann, in her
milestone monograph (11), was able to list an impressive
bibliography of papers in which were given the properties of
ribosome and the conditions for isolating ribosomes and their
subunits from many types of cells.

Thus, by the mid-1960s, a great deal of information had
accumulated on the appearance, isolation, chemical and phys-
ical properties, and function of ribosomes. Going on from the
early work with mammalian tissues, electror -microscope im-
ages of ribosomes had been observed in such diverse species as
yeast (101), Neurospora (102), wheat (103), silkworms and flies
(102), hydra (104), frogs (105), and chicks (106). A cell-free,
protein-synthesizing system was worked out for higher plants
(107), for which the requirements were the same as those for
animals, with one notable difference. The chloroplast of the
plant was found capable of synthesizing protein autonomously,
without the participation of other plant-cell components. M.
Simpson’s group (108) found this held for liver mitochondria.
Also, a correlation had been made (19, 109) between the
occurrence of membrane-bound ribosomes and the secretory
status of the cells that contain them. Deoxycholate had been
shown in the middle 1950s (18, 19) to free membrane-bound
ribosomes from the membrane. In 1960, Takanami (110) found
that the ribosomes could be precipitated by Mg™™ and rendered
free of extraneous elements. Grinding the bacteria in alumina
to obtain ribosomes from bacteria had been introduced in the
late 1950s (94, 111) and, by 1965, ribosomes had been isolated
from a large variety of sources (cf. reference 11). A great
advance in the isolation and characterization of ribosomes was
made in 1960 by Britten and Roberts (112), who combined a
reverse loading gradient with a sucrose density gradient to
obtain sharp ribosomal bands. This technique permitted the
physical separation and analysis of macromolecules on the
basis of sedimentation rates. Soon numerous papers appeared,
describing density gradient profiles of ribosomes and their
subunits. The method was useful in showing both the dissocia-
tion of ribosomes and the association of protein radioactivity
with the ribosomes. It also aided in the bulk isolation of
ribosomes and their subunits.

Early Work on mRNA

In 1956, an experiment was performed by Volkin and Astra-
chan (113) with a puzzling result that had profound implica-
tions for an understanding of the mechanism of protein syn-
thesis, although it was not fully appreciated for several years
by some investigators already in the field and was unknown to
others of recent entry. Volkin and Astrachen provided the first
evidence for the presence of “messenger” RNA, a metabolically
labile, uncharacterized RNA involved in protein synthesis and
distinct from the more stable RNA known to be part of the
ribosome. In 1959-60 several groups provided more compelling
evidence for the existence of a messenger RNA. Riley et al.
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(114), Brenner et al. (115), and Watson and colleagues (116),
all showed in phage or bacterial systems that the RNA that
directs translation could change more rapidly than the life span
of the ribosomal particle should have permitted, and must
therefore consist of a separate, newly formed strand of RNA
that turns over rapidly and associates and dissociates from
existing ribosomal particles.

Nirenberg and Matthei (117) accepted this postulation, and
reasoned that a simplified, synthetic polyribonucleotide might
also serve as an mRNA. In 1961 they used the cell-free bacterial
system that had recently been devised by Lamborg and Za-
mecnik (111), preincubated it to get rid of the postulated
existent mRNA, added polyuridylic acid, phenylalanine, and
a higher concentration of Mg*”", and then observed the for-
mation of polyphenylalanine. The first break in the genetic
code had been made. Ochoa and colleagues (118) then found
that polyadenylic acid (whose synthesis by a bacterial enzyme
had been demonstrated earlier by Grunberg-Manago and
Ochoa [119]) coded for polylysine. In retrospect, it is interesting
and still puzzling that the complex of initiation, RNA 5'-end-
capping, and elongation factors were short-circuited, or fortu-
nately were present in the incubation mixture, and that trans-
lation actually occurred in this simplified system. The advance
in knowledge produced by this finding was enormous, and by
1966 the entire triplet genetic code was deciphered, the ultimate
precision in triplet nucleotide specification having been fur-
nished by the work of Khorana and associates (120).

It was also doubted at this time (121), when it was unpopular
to think in such a way, that a triplet code—in which the
distinction between the selection of one amino acid and another
might rest, in certain instances, on only one or a few hydrogen
bonds—would be accurate enough to account for the high
fidelity of protein synthesis. Subsequent work (122) provided
evidence for a proofreading step at the aminoacylation site.
That the overall error level in protein synthesis is somewhere
between 1 part in 3,000 and 1 part in 10,000 was determined
by Loftfield (123).

Our knowledge about the chemistry of ribosomes was altered
in the early 1960s by the unexpected discovery that bacterial
ribosomes contain not one, but a large number of different
proteins (124, 125); the same result was obtained for ribosomes
from yeast (126), pea seedlings (127), reticulocytes (128), and
liver (129). Later, Spitnik-Elson (130) found that the 50 and
308 E. coli subunits contain 21 and 13 proteins, respectively.
Conversely, it was found by Littauer and by Spirin, both of
whom used the phenol extraction method, that ribosomes from
E. coli (131, 132) or from liver (131) contain fundamentally
only two high-molecular-weight RNA species, with sedimen-
tation values of ~16 and 23S in the bacterium and of 18 and
268 in liver. Kurland (133) went a bit further. He calculated
that the molecular weights of the E. coli RNA are 0.56 and 1.1
X 10° and found that the 30S subunit contains the 16S RNA,
whereas the 50S subunit contains both the 16 and 23S RNA.
A similar result was obtained by Aronson and McCarthy (134).
Later, molecular weights for reticulocyte RNA were calculated
to be 0.5 and 1.5 X 10° (135). However, a flurry of papers in
the early 1960s produced only confusion, in that, although it
appeared that the lower-molecular-weight RNA species are
found only in the smaller ribosomal subunit, from whatever
source, the larger subunit frequently yields both types of RNA.
A greater source of confusion was the observation by many
workers of various lower-molecular-weight RNA species, rang-
ing from 12 to 2S. By the mid-1960s, it had become apparent
that all these smaller components are breakdown products of



the two larger species, probably as the result of RNase action
and possibly from the effects of salt and pH, and that by
judicious separation of the larger from the smaller ribosomal
subunit, one can obtain only 16 or 18S for the smaller subunit
of prokaryotic and eukaryotic ribosomes, respectively, and only
23 and 28S for the larger subunit of prokaryotic and eukaryotic
ribosomes, respectively (see references 136-138). The only
lower-molecular-weight species then found that has survived
such scrutiny to this day is the ribosomal 58 RNA. Even in
1963 it had been recognized (139) as being different from the
large ribosomal or transfer RNA of E. coli ribosomes. At about
this time, a great deal of work from many sources on the base
of composition of ribosomes and their subunits always pro-
duced the same result, namely the asymmetrical high guanine
and lower cytosine content of the RNA (cf. reference 11).

The improvements in the techniques for isolation and sta-
bilization of ribosomes and their subunits led to a better
knowledge of their physical properties. For example, in addi-
tion to the 30, 50, and 70S E. coli particles, a 100S particle was
observed during ultracentrifugation procedures. Calculated
molecular weights (11) indicated that the 30 and 50S particles
form the 708 particle, and that two 70S particles give dimers of
100S. Further proof was the elegant negative-stained electron
micrographs by Hall and Slayter (140) and by Huxley and
Zubay (141), which showed the cleft between the 30 and 50S
subunits of the 70S monomer and also showed that the 100S
particles are two 70S monomers bound together by their 308
subunits. The dried-down preparations showed ellipsoids of 20
X 17 pm.

X-ray diffraction patterns produced by different research
groups all suggested a helical conformation of the RNA within
the 70 (142-145) and 80S (144-147) ribosomes, confirming the
earlier speculation that had been based on postulated hydro-
gen-bonded structures (148). Because the association-dissocia-
tion reaction and the electrophoretic mobilities of ribosomes
change with the ionic, particularly the Mg, environment,
Petermann and Hamilton (149) concluded in 1961 that much
of the RNA is at the surface of the particle. The nature of the
bonds attaching the RNA to the proteins was studied by using
protein denaturants like urea (150), and such salts as LiCl (151,
152) and guanidine (153). This led to the conclusion that, in
addition to the need for Mg** complexing, as shown by studies
with ethylenediaminetetraacetate (EDTA) (86), salt linkages
also are involved in holding the ribosomal components to-
gether. Indeed, until Martin and Wool (154) published their
high-salt, high-Mg*" method, eukaryotic ribosomes had not
been shown to be reversibly dissociated into active subunits.

While these studies were going on, the physiological role of
ribosomes—their involvement in protein synthesis—was also
being examined extensively. In 1964, Gilbert (155) found that
nascent (radioactive) proteins bind to the larger subunit of E.
coli ribosomes and, in 1965, Tashiro and Siekevitz (99) found
the same binding in liver ribosomes. Gilbert (155) also discov-
ered that tRNA binds to the larger subunit and, in 1963, he
and others postulated that the tRNA-nascent polypeptide com-
plex was fitted into a cavity of this subunit (156). This result
was a follow-up on earlier studies (18, 157, 158) with eukaryotic
ribosomes that established ribosomes as the site of highly
labeled, presumably nascent, proteins. However, the situation
became complicated in 1962 when it was found that E. coli
ribosomes to which radioactive nascent polypeptides were still
attached resisted dissociation by EDTA. These were given the
name “stuck ribosomes” (159-161); in 1965, the same resistance
to dissociation was found in liver ribosomes (99). Indeed, even

when ribosomes could be dissociated, the presence of the
radioactive protein, and presumably also that of tRNA, made
the large subunit more compact, so that those subunits which
carried the nascent radioactive polypeptide sedimented de-
monstrably faster than did the bulk of the nonradioactive large
subunits (99).

In the early 1960s, as described above, evidence had accu-
mulated for the existence of messenger RNA, a rapidly turning
over fraction which attaches to ribosomes (115, 116) and pro-
vides information for the amino acid sequence in protein
synthesis (117, 162, 163). This mRNA fraction was now found
to bind to the smaller ribosome subunit (164). It was also found
that the attachment of a natural mRNA fraction (159) or a
synthetic polynucleotide (160, 161) to a ribosome preparation
leads to the formation of large aggregates. However, the defin-
itive experiments on the nature of these aggregates were pub-
lished in 1962 and 1963 by Rich’s group (165, 166), which
coined the term “polysomes” for those structures that previ-
ously had been called “heavy ribosomes.” These structures
sedimented more rapidly than did single ribosome monomers,
had the radioactive nascent polypeptide attached to them, and
probably were held together by mRNA. These observations
were made contemporaneously or confirmed by others (167-
170). Chains or clusters of isolated pancreatic ribosomes had
been observed some half-dozen years earlier in one laboratory
(20) and were seen several years later in another (cf. reference
39). The explanation of their appearance escaped both groups
of investigators; not until 1966 (171) were these polysome
structures seen in situ attached to endoplasmic reticulum (ER)
membranes. The visual proof for the polysome structure was
provided by Slayter et al. (172), who used the new negative-
stain method of Huxley and Zubay (141), a method that came
into use for the visualization of many structures other than
ribosomes and even for proteins.

By the mid-1960s, then, the role of the ribosome in protein
synthesis had been pretty well schematized. It was known that
the mRNA molecule has many binding sites for the ribosomal
RNA contained in the small subunit, accounting for the exist-
ence of polysomes; that the growing polypeptide chain is
attached to the large subunit, and also, via its cogate tRNA, to
the mRNA; that the tRNA is also bound to the large subunit;
and that, upon dissociation of the ribosome, the nascent poly-
peptide remains stuck to the large subunit. What remained to
be done in the late 1960s was to try to fill in the gaps—the
specific mechanisms mainly involving ribosomal proteins. Also,
an ultrastructural point of the earlier data (19, 109, 157, 158)
had to be verified: that the difference between eukaryotic-free
ribosomes and membrane-bound ribosomes is that the latter
are involved in the synthesis of proteins exported from the cell
via the lumen of the ER. The initial steps in export were more
thoroughly verified in cell-free systems; they showed that a
newly synthesized, purified protein (173) or puromycin-re-
leased polypeptides (174) are moved from the surface of the
ribosome across the ER membrane into the cisternae of the
ER. This morphological correlate to secretion was strengthened
when it was found that ETDA removed the small subunit and
left the large subunit, with its attached nascent polypeptide
chain, still bound to the ER membrane (175).

To digress for a moment on puromycin, these studies had
their origin in the novel suggestion by Yarmolinsky and de la
Haba (176) that the antibiotic puromycin might act by mim-
icking a portion of a transfer RNA, thus serving as a bogus
acceptor of a growing peptide chain. Because the puromycin
molecule resembles the abbreviated end of a tRNA molecule,
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it presumably has no way of anchoring the growing peptide
chain to the ribosome and acts as a chain terminator. The truth
of this hypothesis was demonstrated in a cell-free, hemoglobin-
synthesizing system to which a [“*C]puromycin was added. A
short peptide chain that contained [“C]puromycin at its car-
boxyl end was isolated (177). A series of inhibitors of protein
synthesis were found subsequently, after this demonstration of
the molecular mechanism of action of a naturally occurring
inhibitor of protein synthesis. Among the most intriguing of
these inhibitors was streptomycin, which Gorini and Kataja
(178) found to cause a misreading of the genetic code by the
ribosome.

Work continued in the late 1960s on ribosomal RNAs. The
23 and 16S RNA of the bacterial ribosomes were shown to be
separate entities, and the 23S was eliminated as a possible
precursor of the 16S moiety (179, 180). The work of Monier
illustrates how one finding leads to another. While on sabbat-
ical, Monier et al. (181) purified the 4S RNA of transfer RNA.
He then returned to Marseilles and continued to purify transfer
RNA and to study ribosomal RNA. Surprisingly, he found
another, distinct RNA that sedimented a little more slowly
than the 45 tRNA. This he designated 5S RNA, and Rosset
and Monier (139) found it to be tightly associated with ribo-
somal RNA. This discovery, confirmed by Elson (182) and by
Galibert et al. (183), led to a number of investigations into the
nature of this component, and it was soon found that 5§ RNA
is not a breakdown product of the larger species, for it contains
no methyl bases or pseudouridine (184, 185), and that only one
molecule of the 58 RNA is bound to the large subunit, as
compared to the two tRNA molecules which are bound (185).

During this period, work continued on the chemistry of the
ribosomal proteins; the chief interest was in their number and
characteristics. It was found that they all had about the same
molecular weight, from 10,000 to 25,000 (124), that they were
virtually all basic (186), and that their number was about 20 in
the 508 and 10 in the 30S E. coli subunits (186). Traut et al.
(187) demonstrated that the proteins separated by acrylamide
gel electrophoresis are all different in amino acid composition.
The study of the interaction of ribosomal proteins and RNA
and the function of the proteins received a big impetus with
the finding by Meselson et al. (188) that the use of SM CsCl
made it possible to solubilize some proteins from the E. coli 50
and 30S ribosomes, giving “core” particles of 43 and 23S,
which are unable to function in protein synthesis. Many sci-
entists began to investigate this phenomenon, and the solubi-
lized, so-called split proteins, different electrophoretically from
the core-particle proteins, were found to be involved in both
tRNA and mRNA binding to the core particles and in some of
the steps of amino acid polymerization (189). Indeed it was
found possible (190-192) to add these split proteins back to the
core particles to reconstitute the 50 and 30S particles that could
combine to form the 70S ribosome active again in protein
synthesis. A step forward was made by Spirin and his co-
workers (193), who, by using graded concentrations of CsCl,
succeeded in degrading the particles stepwise, and who showed
that the particles can be reconstituted at each stage by the back
addition of the proteins split off at that stage.

A few years earlier Britten, McCarthy, and Roberts (194,
195) had begun to examine the biogenesis of ribosomes by
using pulse-labeling with RNA precursors, and they came to
the conclusion that ribosomes are formed in a stepwise manner.
This is still considered to be the case, even though in their
experiments they were probably finding more mRNA than
rRNA labeling; these experiments were done shortly after
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naturally occurring mRNA had been discovered. At the same
time, workers began to use protein synthesis inhibitors to try to
show the existence of stages in the biogenesis of ribosomes; one
of the most popular of these was chloramphenicol, initially
used by Nomura and Watson (196). The further use of chlor-
amphenicol, plus the introduction during centrifugation of
formalin as a ribosome “fixative” (197), which enabled density
and, hence, protein/RNA ratios to be more accurately deter-
mined, led to a large number of experiments by many labora-
tories, particularly those of Osawa et al (198, 199), Kurland et
al. (200, 201), and Nomura (200, 202). The 43S chloramphen-
icol particles lacked some proteins, and they seemed to be the
same as those lacking in the CsCl-treated 508 particles (199).
Indeed, the chloramphenicol particles seemed to be reconsti-
tutable for protein synthesis (203, 204) in the same manner as
that described for the CsCl particles. By the mid-1960s, it was
hypothesized, based on the evidence partially cited above, that
the ribosomal RNA in each of the subunits complexes with a
certain number of proteins to form core particles, which then
go through at least two protein-addition stages to finally form
the mature subunits.

The 1960s were the high point of investigations on the
chemistry and synthesis of ribosomal RNA, and by the end of
the decade a great deal of information had been gathered. The
high guanine content was further verified, as was the presence
of pseudouridine (205), and the presence of methylated bases
in many ribosomal RNAs was discovered in 1964 and 1965
(206-208). However, precursor-TRNA splicing to form mature
rRNA remained unknown for another decade. Sequencing of
the bases began at this time, as did studies on secondary and
tertiary structure. As mentioned above, the 1962 work of
Robert and co-workers (194, 195) with E. coli led to the concept
of ribosome precursors; the smallest stable one they could pick
up at that time sedimented at 14S. Subsequently, the nascent
RNA radioactivity appeared in 30 and 43S particles, and
finally ended up in the mature 30 and 50S subunits. Even
though some of the radioactivity in the smallest particles, found
at the earliest time points, was undoubtedly due to the rapid
turnover of the mRNA fraction (116, 209), the idea then
postulated of delay points in ribosome biogenesis, at which
proteins were added, has held to this day. The early work of
Osawa’s group (198, 199) confirmed the results, and by 1969
(210) they postulated a sequence of events in E. coli which led
from the nascent mRNA to a ribosomal 228, then to 268, and
finally to the 30S small subunit. They also suggested the
sequence of 30S to 40S to 50S for the large subunit, and
indicated that the methylation of the rRNA took place early in
this sequence of events. The use of chloramphenicol accelerated
in the later 1960s, and the results from many laboratories
agreed with the early formulation, though the exact size, or
sedimentation values, of the precursor particles varied among
the various experiments.

Ribosomal Biogenesis in Eukaryotes

A step forward in the elucidation of ribosome biogenesis was
taken when eukaryotic systems were tested. It had already been
supposed, based on many earlier cytochemical (6, 211) and
autoradiographic observations (212), that the nucleolus is the
site of ribosomal RNA synthesis. Later, the lack of ribosomal
RNA in a nucleolar mutant (213) and the electron-microscope
localization of TRNA genes in the nucleolus (214) confirmed
the early supposition. The results of base composition studies
by Edstrom (215) and of work by R. Perry (216), who used low



concentrations of actinomycin D to selectively block nucleolar
RNA synthesis, again supported early data. Later findings
(217, 218) showed clearly that a large 455 RNA molecule in
the nucleus was the precursor of the mature 18 and 28S RNA
of the ribosomal subunits; that this 458 RNS is split to an 18
and a 35 or 328 species (217, 218); that the 35 or 32S RNA is
somehow converted to 28S RNA; and that both the 18 and
288 RNA gain proteins in the nucleolus to form 48 and 60S
particles, which are then discharged into the cytoplasm, there
to form the 80S ribosomes (219-221). Furthermore, various
types of experiments toward the end of the decade led to the
acceptance of the hypothesis that when the 45S RNA splits to
the 18 and 32 or 355 RNA, many nonribosomal stretches are
excised, and that this also happens during conversion of the 32
or 35 to the 288 RNA (222-226). Finally, hybridization exper-
iments proved that the 28 and 18S RNAs reside in the same
precursor molecule, that the genes for the 28 and 18S RNAs
alternate along the DNA chain, and that these genes are
interspersed between stretches of DNA not coding for RNA
(227-229). Furthermore, the 458 RNA molecule seems to
gather proteins while it is still in the nucleolus, where an 80S
particle that contains 45 and some 32S RNA was found (230).

Work continued on the 5S ribosomal RNA in many labo-
ratories (for a review see reference 231). The results agreed, so
that by 1970 it was certain that the 5S RNA is present in all
kinds of organisms, from bacteria to man, and that it has a
high G-C content, is 120 nucleotides long, has no methylated
bases, is probably similar to tRNA in possessing significant
secondary structure, and is synthesized on chromosomes sepa-
rate from the 18 and 28S RNA. It should also be mentioned
(cf. reference 231) that, by this time, it had become evident
that there are distinct genes for the two ribosomal RNAs, that
multiple copies of these genes occur, and that they are clustered
in the nucleolar-organizing region of eukaryotic cells. This
work on rRNA biogenesis continued into the 1970s, and early
in the decade it was shown (232, 233) that an RNA precursor,
308, also appeared in prokaryotes and was cleaved to the 16
and 23S rRNA species. In eukaryotes, the genes coding for 18
and 285 RNA are present in clusters of thousands of copies,
arranged linearly along the DNA, with a spacer region, an 18S
RNA region, a spacer region, and a 28S RNA (234). In the
nucleolus, these RNAs are complexed to some of the structural
proteins of the mature ribosome and to some other proteins
(235, 236). These ribosomal proteins are synthesized on cyto-
plasmic polyribosomes, transported to the nucleolus, and as-
sembled there with the IRNA precursors and with the 5§ RNA
into large ribonucleoprotein particles (230, 237-239).

During the mid-1960s, the recognition of the existence of
first one, then a puzzling succession of other, protein “factors”
had come about as a result of washing them out of ribosomes,
particularly with concentrations of sodium chloride greater
than the isotonic level (66, 240, 241), or with cesium chloride
washing (188), as mentioned above. The term “factor” was
chosen to express the uncertainty as to whether these purified
or crude proteins being added back to the washed ribosomes in
a cell-free, protein-synthesizing system were acting catalytically
or stoichiometrically. From this beginning, a large and bewil-
dering family of factors and cofacters has grown, and continues
to increase (241, 242). These are involved in association of
mRNA with ribosomes, reassociation of the subunits of the
ribosomes, chain initiation, chain propagation, movement of
rRNA from the amino acid site to the peptide site on the
ribosome, and with chain termination. Certain proteins mod-
ulate the rate of protein synthesis. Small nucleotide chains are

also being recognized as regulators of protein-chain growth.
For example, interferon induction results in the synthesis
of a protein kinase and of the unusual trinucleotide
PPPA2'5'pA2’5’pA and related nucleotides (243), which acti-
vate an enzyme that hydrolyzes mRNA and inhibits protein
synthesis.

An important advance was made in the early part of this
decade, when it became possible to isolate and purify the
individual proteins from each of the E. coli ribosomal subunits,
to begin to characterize them, and to add them back to the
stripped ribosomal subunits. The laboratories initially involved
were those of Kurland (200, 201, 244), Wittmann (245-247),
Traut (186, 187, 248), Nomura and Traub (189, 249), Osawa
(198, 199, 250), Spirin (193, 197, 203), and Nomura (202). The
existence of these purified proteins gave impetus to studies,
first performed by Traub, Nomura, and their collaborators
(249, 251), in which individual proteins were omitted from
reconstitution experiments, and the resultant “reconstituted”
ribosomes were assayed for structure and protein-synthesizing
function. For example, proteins split off from the 30S particles
were purified and each was added back to the “core” particle;
these reconstituted particles were then either analyzed for
structure or added to an intact 50S particle to assay for the
protein-synthesizing capacity of the resultant 70S particle. It
became obvious that much cooperative action exists between
various proteins and between the proteins and the ribosomal
RNA; some proteins could not be added back until after others
had been bound to the core particle. Certain proteins were
found to be necessary to complete assembly (249), others were
essential for complexing with ribosomal RNA (252); one bound
mRNA specifically to the 30S subunit (253), and others
tightened the interaction between tRNA and mRNA (254).
The two-dimensional gel system developed at that time by
Kaltschmidt and Wittmann (246) was a signal contribution in
the efforts to separate all the proteins.

Research into the detailed structure of the ribosome, and
into which proteins interact with each other and with the
RNA—the topology of the ribosome, if you wish—gained
impetus through various approaches: immunological (255),
protein cross-linking (254), and nuclease digestion. Based on
all the studies, assembly maps of the ribosome had been
published in the early 1970s (249, 252, 256, 257), and based on
the number and molecular weights of isolatable proteins and
on the molecular mass of the ribosome, the conclusion drawn
from the 50S subunit was that there are at least 28 different
proteins (247), a copy of each being present in each ribosome,
with the possible exception of one protein. For the 30S subunit,
there seem to be some proteins that exist in one copy per
ribosome and some with less than one (244, 247, 248, 258), the
implication being that some of the 30S ribosomal proteins are
bound to the ribosome only when they are functionally neces-
sary for some step in protein synthesis. By the end of the 1960s,
much information also had been gathered on the interaction of
the tRNA and mRNA molecules with each of the subunits and
the dynamics of this interaction during the process of protein
synthesis; the result was two models of subunit interaction
during protein synthesis: Bretscher’s (259) and Spirin’s (260).

Work in the early part of the 1970s was concerned with
possible specific functions of the subunit proteins, that is, in
what binding and functional step each is involved. In the latter
part of the decade, emphasis was on another aspect of the
research: that not necessarily a specific protein, but rather a
whole range of protein-protein and protein-RNA interactions
produce the topology of the ribosome and permit protein
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synthesis to proceed rapidly. This point of view was amply set
forth by Kurland in 1977 (261). By this time, many of the
individual proteins of the 30 and 508 E. coli ribosomal subunits
had been purified and physically characterized, mainly by
Wittmann’s group (cf. reference 262), and many had been
sequenced. The use of new reagents by Traut’s group (263)
demonstrated that subunit interactions are more extensive than
was previously believed. The assembly map indicating mod-
erate interaction between proteins and ribosomal RNA (264)
had by now been modified to include the interaction of a larger
number of proteins with ribosomal RNA (265). New methods
of neutron scattering (266) and fluorescence spectroscopy (267)
indicated the degree of proximity of individual ribosomal
proteins. But perhaps the most spectacular advance was made
possible by immunoelectron microscopy: by making antibodies
to the individual proteins, one can, with luck, observe these
antibody-protein complexes on the surfaces of ribosomal par-
ticles. The two principal groups engaged in these studies have
been those of Stoffler (268, 269) and Lake (270, 271). The gross
morphology of the ribosomes as given by these two groups is
generally similar, but there are differences in the three-dimen-
sional models. When one compares their data on near-neigh-
bors of proteins in the 30S subunit with those obtained by the
protein cross-linking method (255, 263, cf. reference 272) and
takes into account the possible elongated nature of the proteins,
one gets a good deal of correspondence.

Toward the end of the 1970s, the sequence of 5§ RNA was
worked out (273), that of 16S RNA nearly so (274), and
substantial progress had been made in sequencing 23S RNA
(275). However, the secondary and tertiary structures of the
RNA were still not well understood, particularly when one
tried to bring in the contribution of the various ribosomal
proteins to these RNA structures as they exist in the ribosome.

Most of the work on ribosome structure and function has
been performed with bacterial, particularly E. coli, ribosomes,
because of their wide availability, but the past decade has
produced studies on ribosomes from other sources. For exam-
ple, the mitochondrial ribosome of eukaryotes, thought for
years to be a 70S particle like the E. coli ribosome, was found
instead to be a 558 particle (276). Another example was the
finding that the 80S eukaryotic ribosome contained some 70-
80 proteins, as compared with the 50-60 in prokaryotes (277).
People in various laboratories have looked for similarities
between specific bacterial and eukaryotic ribosomal proteins.
However, based on immunological, two-dimensional electro-
pherograms and partial amino acid sequences, there seems to
be very little similarity between most of the proteins from the
two general sources. The 58 RNA from eukaryotes and pro-
karyotes does show some sequence similarity (278); nothing
can be said about the larger ribosomal RNA species. Recently,
finer work has been attempted on mammalian ribosomes,
based on the earlier work with E. coli particles. Indeed, for
some purposes the former are better. Because of their larger
size they have been quite amenable to viewing in the electron
microscope, and Sabatini’s group (279-281) has published
striking pictures of the topology of the particles and their
subunits and of the fit between the large and small subunits.
By the mid-1970s, Wool and collaborators had separated and
purified some 33 proteins from the 40S subunit (282) by using
the methodology used for E. coli ribosomal proteins. They now
are trying to decide whether all the proteins are individual
entities and true ribosomal proteins, and even are attempting
to sequence some of the more interesting ones. A method using
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5.88 eukaryotic RNA immobilized on a column (284) has been
developed to observe which eukaryotic ribosomal proteins are
bound to this RNA (285). A novel reaction in eukaryotic, but
not in prokaryotic, ribosomes is the phosphorylation of ribo-
somal proteins, first found in 1970 (286, 287) and quickly
confirmed in many other laboratories. However, the phospho-
rylation was predominantly of one ribosomal protein (288),
and many experiments examined the effects of various physi-
ological conditions, including the conditions for protein syn-
thesis, on the phosphorylation state mostly of this one protein,
with inconclusive results (cf. reference 289).

Finally, circling back somewhat to the morphological as-
pects, a possible solution has been found to the old problem of
how proteins synthesized by ribosomes finally reach their
destination, in particular how the cytoplasmically synthesized
proteins reach a final destination in specific membranes or
within specific organelles. Blobel and Sabatini proposed in
1971 (290) that the N-terminal sequence of the nascent protein
could be coding for whether a protein becomes attached to, or
goes through, a particular membrane. In 1972, Milstein and
co-workers (291) found that, in the absence of membranes, a
precursor form of immunoglobulin light chain was first syn-
thesized, but in the presence of membranes the normal chain
was found; they have postulated that this extra sequence of
~3,000 molecular weight, which was N-terminal, was the cod-
ing signal for its membrane attachment, and that the clipping
off of this segment allowed the protein to penetrate the mem-
brane, a first step in the process of its secretion. They, and
others, quickly confirmed these findings in the case of the
synthesis and secretion of immunoglobulins (292-300). Blobel
and his colleagues and collaborators elucidated more fully the
mechanisms involved (299-310) and, as a result of this work,
it has been established that many other proteins, destined either
for secretion or for insertion into various cellular membranes,
have either an N-terminal segment or a middle segment that is
the signal for secretion or insertion, and that is then clipped off
by specific membrane-bound proteinases, to finally give the
active protein. A recent review (311) gives the more complete
history, citing the experiments of many other authors.

Thus to look back over the past 25 years of research on
ribosomes and protein synthesis gives one a feeling of almost
boundless elation. Researchers in the fields of cell biology,
biochemistry, and molecular biology have produced in that
time a remarkable picture of the structure of the ribosome, of
how the RNA and the proteins probably are interacting, and
of the intimate details of protein synthesis. A long road has
been traversed from the days of the vague pictures and radio-
active uptake experiments. When one considers a particle with
so many proteins and such large RNA molecules interlocked
in a space some 30 X 25 X 20 pm, a particle whose overall
function is to produce, in a very short time, a protein with an
exact sequence of amino acids, one might have thrown up one’s
hands in despair at ever coming to understand the nature of
the ribosome.

In retrospect, the history of research into the nature of the
ribosome particle began with the recognition by electron mi-
croscopists of its structural uniqueness and with their suspicion
of its role in protein synthesis. At the same time, biochemists
intent on breaking the intact cell to study mechanistic details
of protein synthesis became aware that the nascent protein is
tightly bound to a sedimentable macromolecule, which ap-
peared to be identical with the one visualized by the electron
microscopists. Thus, pinpointing the ribosome as the assembly



site for the growing new peptide chain came about through the
confluence of two separate investigative streams in the mid-
1950s. There followed a decade of intensive study of the
functional role of the ribosome and of its participation with
messenger RNA in translating the genetic code. Once again
during this period electron microscopy played a key role in
identifying the existence of the polysome with its connecting
strand of messenger RNA. Recent years have witnessed a
cleavage of investigative efforts into two areas. One is the
dissection of the protein-RNA structure of the ribosome into
its multiple component protein parts and their reassembly into
the active complex that comprises the two subunits. The second

area, which as yet bears only a slight relationship to the
structural findings emerging from the first, is the endeavor to
identify and interrelate the many signals and factors essential
for initation, propagation, and termination of the peptide chain
on the ribosome. It is clear that the mechanism of interaction
of the metabolically active proteins and nucleotides with the
more fixed structural-protein and nucleic-acid machinery of
the ribosome will occupy the attention of future investigators.
The depth of our present understanding of the ribosome stands
as a monument to the ingenuity and cooperative endeavors of
the community of scientists who have been engaged in this
quest for the past quarter-century.

TaBLE |
Chronology of Significant Events in the History of Ribosomes and Protein Synthesis

Reference
Year Finding number
1897 Ergastoplasm—basophilia in cells G. Garnier (1)
1933, 1939, Basophilia is due to RNA 2,3,4
1943
1937-1943 Findings of RNA-containing particles by ultracentrifugal methods 75-80
1941, 1942 Importance of RNA in protein synthesis 56
1943 Isolation and naming of microsome fraction 9
1943 Microsomes contain most of the RNA in cells 9
1948 In vitro incorporation of radioactive amino acids 22,23,27,28
1951-1952 In vitro incorporation of radioactive amino acids using an energy-producing system and microsomes 36, 42
1952-1957 Ultracentrifugal analyses of ribosomal particles 81-89
1953 Discovery and naming of endoplasmic reticulum—identification with high RNA and basophilia 8
1954 Dissection of cell-free incorporation system into several essential components 43
1955 First morphological description of particles the size of ribosomes 10
1955, 1956 Isolation of ribonucleoprotein particles 18-20
1955, 1956 Discovery of aminoacyl adenylates as intermediates in protein synthesis 44, 45
1956 Discovery of need for GTP in protein synthesis 69
1956-1959 Dissociation of ribosomes into subunits 85, 86, 89, 93-
96
1956 Identification of microsome fraction as fragmented endoplasmic reticulum 19, 20
1956 The chloroplast as a separate protein-synthesizing system 107
1956 Correlation between membrane-binding of ribosomes and protein secretion 19
1956 First evidence for the occurrence of a messenger RNA 113
1957-1958 Discovery of transfer RNAs 51-53
1957-1959 Identification of ribosome as site of protein synthesis 18, 46-48
1958 “Adapter” hypothesis 62, 64
1958 Coining of name “ribosomes” 90
1958 The mitochondrion as a separate protein-synthesizing system 108
1958-1960 Elucidation of the role of tRNAs 54-57, 62, 63
1959 Use of chloramphenicol as inhibitor of protein synthesis 196
1959 Use of puromycin in elucidating the mechanism of protein synthesis 176-177
1960 Morphological pictures of ribosomal subunits 141
1960 Synthesis of secretory proteins on membrane-bound ribosomes 158
1960-1961 Protein synthesis starts at N-terminal end 73,74
1960-1961 Decisive evidence for existence of messenger RNA 114-116
1960-1963 Physicochemical studies on ribosomes 142-153
1960-1965 Elucidation of size and RNA composition of ribosomes and subunits 134-138.
1961 First indication of a genetic code 117
1961-1966 Complete working out of genetic code 118-120
1961 Existence of two classes of ribosomal RNAs 131, 132
1961-1962 Protein components of ribosomes 124, 125
1962 First experiments on ribosome biogenesis 194, 195
1962 Use of actinomycin D in ribosome biogenesis 216
1962, 1963 The finding of polysome structure 165-170, 172
1962-1966 Initial characterization of prokaryotic ribosomal proteins 186, 189, 193,
197, 198,
200-203
1962-1967 Use of chloramphenicol as a tool in ribosome formation 198-204
1963 Discovery of 55 RNA 139
1963 The binding of mRNA to small ribosomal subunit 164
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TaBLE |— Continued
Chronology of Significant Events in the History of Ribosomes and Protein Synthesis

Reference
Year Finding number
1963 Error level in protein synthesis 121
1963-1965 Sequence of events in biological formation of RNAs of eukaryotic ribosomes 217-221
1964 Use of CsCl to break up ribosomal subunits 188
1964 First indication of need for various ribosomal protein “factors” in protein biogenesis 189
1964 The nucleolus as site of ribosome formation 213
1964 The binding of nascent protein and of tRNA to large ribosomal subunit 155
1964, 1965 Discovery of methylated bases in ribosomal RNAs 206-208
1965 Use of streptomycin in elucidating mechanisms of protein synthesis 178
1965 Complete primary sequence of a tRNA 61
1966 Movement of nascent secretory protein from ribosomes to ER cavity 173
1966 Attachment of large subunit to ER membrane 175
1966 Role of ribosomal proteins 189
1966, 1967 Elaboration of protein composition of ribosomes 186, 187
1966, 1967 Reconstitution of ribosomes from split products 190-193
1967-1969 Splitting of eukaryotic ribosomal RNA precursors to form final ribosomal RNAs 222-226
1967-1969 Events occurring in formation of ribosomes in nucleolus 230, 237
1967-1971 Further characterization of prokaryotic ribosomal proteins 187, 189, 244~
250
1967 Reconstitution of prokaryotic ribosomes using individual proteins 249, 251-254
1969 Sequence of events in biological formation of E. coli ribosome 210
1971 Topology of eukaryotic ribosomes 279
1973, 1974 Sequence of events in biological formation of RNAs of prokaryotic ribosomes 232, 233
1974 Proofreading in protein synthesis 122
1974 Arrangement of RNA genes in DNA 234
1974 Assembly maps of prokaryotic ribosomal proteins and RNAs 262-264
1974 Characterization of mitochondrial ribosome 276
1974, 1975 Use of immunology to learn location of prokaryotic ribosomal proteins 268-271
1978 Initial characterization of eukaryotic ribosomal proteins 282,183
1971, 1979 Movement of nascent proteins to final subcellular destination 311 (review)
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The Discovery of Lysosomes

DOROTHY F. BAINTON

Lysosomes (“lytic particles™) act as the primary component of
the intracellular digestive system in virtually all eukaryotic
cells, both plant and animal. First recognized biochemically in
rat liver, these organelles are membrane-bounded and contain
a variety of digestive enzymes active at acid pH. Their existence
and properties became evident during investigations concern-
ing the latency of the enclosed enzymes. Initially defined by
the presence of a single enzyme, acid phosphatase, which
liberates inorganic phosphate from a number of monophos-
phoric esters, lysosomes are now known to contain at least 50
acid hydrolases, including various phosphatases, nucleases,
glycosidases, proteases, peptidases, sulfatases, and lipases. Col-
lectively, they are capable of hydrolyzing almost all classes of
macromolecules according to the following scheme:

A—-—B+H0—>A4—-H+ B-OH.

The breakdown products are usually available for metabolic
reuse. Functionally, therefore, the lysosome appears to serve as
a modern recycling plant (or refuse dump), scavenging and
using whatever can be saved, and sometimes accumulating and
sequestering indigestible residues as a final resort, sometimes
for the life span of the cell.

Customarily, after introducing and characterizing a cellular
organelle, one would then present a diagram or electron micro-
graph and describe its distinctive physical features, so that it
would be easily recognized and remembered. In this respect,
the lysosome is unique in that its size is variable (from very
small to extraordinarily large), and its contents are typically
heterogeneous and difficult to predict, because of dependency
upon the recent “meal” and the amount of time elapsed since
the ingestive event. This is somewhat analogous to the situation
of a pathologist at autopsy, attempting to forecast the stomach
content of a patient recently dead, in the absence of a reliable
history. Indeed, it is this unparalleled aspect of polymorphism,
even within the same cell, that makes the discovery of the
lysosome different from that of other organelles, as the reader
will appreciate in the story to be unfolded.

1949-1952: University of Louvain, Belgium

The trail of the discovery of lysosomes is not a difficult one
to follow. “All we wanted was to know something about the
localization of glucose-6-phosphatase, which we thought might

DOROTHY F. BAINTON Department of Pathology, School of Medicine,
University of California, San Francisco
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provide a possible clue to the mechanism of action or lack of
action, of insulin on the liver cell”—so explained Christian de
Duve upon acceptance of the Nobel Prize for Physiology or
Medicine, December 12, 1974, a prize he shared with Albert
Claude and George Palade (1). Although the facts of history
do not change, the interpretation of history is always changing
because the here-and-now reflects the current perspective of
the observer. In sketching this brief history of lysosomes, some
25 years after their discovery in 1955, I can visualize the project
as a modern-day grant proposal and progress report:

1949: Specific aim: to localize the enzyme glucose-6-phos-
phatase
Significance: to elucidate the mechanism of action of
insulin on the liver.

1952: Progress Report: Unfortunately, no progress has been
made on this problem; rather, we would like to report
on... “From Insulin to Latent Acid Phosphatase”. . ..

The lysosome introduced itself in the Laboratory of Physi-
ological Chemistry at the University of Louvain on December
16, 1949 as a crytic form of latent acid phosphatase. The new
chairman, Christian de Duve, had just returned from a year of
research in St. Louis with the Coris (Nobel laureates, 1947),
the discoverers of hepatic hexose phosphatase and with Earl
Sutherland, Jr. (Nobel laureate, 1971). He and his students,
Jacques Berthet and Lucie Dupret, continued to work on
enzymes involved with the metabolism of carbohydrates in rat
liver and were able to characterize the hexose phosphatase as
a specific glucose-6-phosphatase with a slightly acid pH opti-
mum. In addition, they differentiated it clearly from the non-
specific acid phosphatase acting on glycerol-2-phosphate (8-
glycerophosphate) and other phosphate esters upon which
glucose-6-phosphatase is entirely inactive. These studies uti-
lized extracts prepared “with typical disregard of cellular or-
ganization by vigorous dispersion of the tissue in a high-speed
Waring blender in the presence of distilled water.” When
purification of the enzyme was next attempted, the investigators
met an unexpected snag—once precipitated, the enzyme could
not be redissolved (2).

At this point, a gentler technique—cell fractionation by
differential centrifugation, which had recently been introduced
by Albert Claude in 1946 (3)—was employed. Rat liver cells
were ruptured with the use of the Potter-Elvehjem homogenizer
as a grinding device and 0.25 M sucrose as medium, then
further fractionated by several stages of centrifugation. After
various procedural modification, the workers succeeded in
localizing 95% of the enzyme activity in the microsomal frac-

THE JOURNAL OF CELL BIOLOGY - VOLUME 91 NO. 3 PT. 2 DECEMBER 1981 665-765

© The Rockefeller University Press - 0021-9525/81/12/066s/11 $1.00



tion, thereby establishing the unique distribution of glucose-6-
phosphatase in microsomes. (This accomplishment and subse-
quent experiments by other investigators concerned with the
single focus of cytochrome oxidase in the mitochondrial frac-
tion [4] led to the postulates of biochemical homogeneity and
unique [sole] location of any enzyme, as discussed by de Duve
in The Harvey Lectures, 1965 [5]. These two concepts served as
working hypotheses in much of de Duve’s later research.)

Among the enzymes assayed in the above study, however,
was acid phosphatase, largely included for control purposes.
To the surprise of the experimenters, acid phosphatase activity
in the homogenate was only a 10% of what they had anticipated
on the basis of previous assays of preparations subjected to the
more drastic homogenizing action of a Waring blender. After
5 days, the same fractions (kept in the refrigerator) were again
assayed; this time, the activity of the homogenate was of the
right order of magnitude, with a distinct peak in the mitochon-
drial fraction (see Fig. 1). To quote de Duve: “.. .we could have
rested satisfied with this result, dismissing the first series of
assays as being due to one of those troublesome gremlins that
so often infest laboratories, especially late at night. This would
have been a pity, since chance had just contrived our first
meeting with the lysosome.” (For a more detailed report, the
reader is advised to peruse the charming and adventurous
chapter called “The Lysosome in Retrospect” by de Duve
[2].) Additional studies demonstrated that results of the first
series of experiments were not due to a technical error, but that
most of the enzyme content in the “fresh” preparations must
have been present in masked form and become activated with
storage. Only a few months of work were required to establish
that the latency of acid phosphatase was attributable to a
membranelike barrier limiting the accessibility of the enzyme
to its substrate. “Thus, the lysosome had made itself known to
us as a saclike structure surrounded by a membrane and
containing acid phosphatase.”

At first, the particles containing acid phosphatase were be-
lieved to be mitochondria (6). This interpretation seemed rea-
sonable because there were only three fractions—nuclear, mi-
tochondrial, microsomal, and finally the nonsedimented por-
tion, the supernate (see Fig. 1); the acid phosphatase activity
clearly sedimented in the mitochondrial fraction. According to
de Duve, progress was achieved in this area, again by chance,
taking the inconvenient form of a breakdown in the high-speed
attachment of the centrifuge. This caused Francoise Appel-
mans, who was then studying acid phosphatase latency on
isolated “mitochondria” to prepare her mitochondrial fractions
by a makeshift procedure using a less powerful ordinary table-

Fraction Phosphatase acide en 4 g P/20 min,
16/12/49 21/12/49

Homogénéisat 10 89
Noyaux 2 10
Mitochondries 7 46
Microsomes 6 10
Decantat [ 9
FIGURE 1 Acid-phosphatase activity in fresh and aged fractions

separated from rat-liver homogenates. (Results of Berthet and de
Duve [1951], copy of old slide [2].)

top centrifuge. She succeeded in sedimenting a sizable amount
of particles in this way, but found to her great disappointment
that her fractions were almost devoid of acid phosphatase
activity. They did, however—as later experiments demon-
strated—possess plenty of respiratory activity. Investigations
prompted by these findings established that the old “mitochon-
drial fraction” could be subfractionated into a light and a
heavy fraction, containing the particles with acid phosphatase
and cytochrome oxidase, respectively (7). Eventually, the par-
ticles incorporating acid phosphatase were shown to comprise
a distinct group, different from both the mitochondria and the
microsomes, and designated “intermediate particles.”

1952-1955: Extension to Other Acid Hydrolases:
The Lysosome as a Biochemical Concept

In 1952, at the Second International Congress of Biochem-
istry in Paris, evidence that acid phosphatase belonged to a
special type of cytoplasmic particle was presented. At this
meeting, a young British biochemist, P. G. Walker, mentioned
to de Duve that he had obtained data very similar to the
Louvain group’s findings on acid phosphatase, but on 8-glu-
curonidase instead (8). With this statement in mind, the Belgian
investigators tested a number of enzymes for presence in the
key light (L) fraction and for latency. By 1955, five enzymes
had been localized in the L fraction (Fig. 2) and proved to be
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FIGURE 2 Biochemical model representative of rat liver lysosomes
as first described by de Duve et al. in 1955. We now know that
lysosomes contain at least 50 hydrolases (9), which can act on such
diverse macromolecules as nucleic acids, proteins, glycoproteins,
polysaccharides, and various lipids.
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hydrolytic enzymes with an acid pH optimum (10). Moreover,
all acted upon different sets of natural substrates. Such an
apparent coincidence was considered biologically meaningful
and interpreted to imply that the particles containing these
enzymes fulfilled some sort of nonspecific lytic function. Hence
the term “lysosomes,” denoting lytic particles or bodies, was
proposed (10). The lysosomes themselves were perceived as
membrane-bounded granules enclosing five acid hydrolases in
latent form (Fig. 2).

1955-1956: Morphological Identification of Rat
Liver Lysosomes as the “Pericanaljcular Dense

Bodies” of Rouiller

Not until 1955 did electron microscopy make its contribution
to the identification of lysosomes. Independently of de Duve,
a group of cell biologists headed by Alex Novikoff at the
University of Vermont had been conducting experiments which
involved systematic variations of the cell fractionation scheme
in rat liver. They had examined closely a number of enzymes,
including (in a remarkably prophetic manner) the use of
markers for practically every distinct entity that has since been
recognized in rat liver: 5'-nucleotidase (plasma membrane),
succinate oxidase (mitochondria), acid phosphatase (lyso-
somes), urate oxidase (peroxisomes), and esterase (micro-
somes). Additionally, they had extensively studied the mor-
phology of their fractions by phase-contrast microscopy (11).
In 1955, during the Third International Congress of Biochem-
istry in Brussels, Novikoff visited de Duve’s laboratory and
was able to obtain the first electron micrographs of cell fractions
containing partially purified lysosomes. These specimens were
fixed in osmium, and, in addition to known particles (exces-
sively sad-looking mitochondria), the pictures exhibited mul-
titudes of characteristic bodies that had occasionally been
observed in intact liver cells and had been termed “pericana-
licular dense bodies” by Rouiller in 1954. Their function was
unknown; the name signified only their preferential location in
cells along the bile canaliculi and their electron density to the
beam of the electron microscope (12). Identification of the
lysosome activity with these dense bodies, a provisional asso-
ciation at the time, has since been confirmed by a diversity of
techniques discussed later. (It happened that microbodies or
peroxisomes were also present in such rat liver preparations
[see Fig. 3a).) The next and extremely helpful step was the
development of a reliable staining method for acid phosphatase
reaction at light and electron microscope levels (Fig. 3b). The
basic procedure, evolved by Gomori (14), is performed in two
steps—the first yielding lead-phosphate, which can be seen by
electron microscopy as dense, needlelike crystals (see Fig. 3b).
The phosphate released by enzymatic hydrolysis from the
substrate (38-glycerophosphate, grade I) at pH 5 is precipitated
by the lead ions present in the incubation medium. In the
second step, lead phosphate is transformed into lead sulfide by
ammonium sulfide, a brown-black precipitate visible by light
microscopy. Novikoff (15), Holt (16)and Barka and Anderson
(17) effected significant improvements in extending this tech-
nique to the fine-structural level. Their work provided inde-
pendent confirmation of the lysosomal nature of the dense
bodies, and subsequently afforded considerable impetus to the
study of the existence, origin, morphological features, and
functional properties of lysosomes in a broad variety of biolog-
ical tissues.

1958: Beginning of the Functional Concept
Although the thought that lysosomes might play a role in

68s  THE JourRNAL OF CELL BIOLOGY - VOLUME 91, 1981

intracellular digestion was mentioned in the Louvain group’s
first publication, it is fair to state that few people were ready to
accept in 1955 what is now taken for granted, namely, that
intracellular digestion is a general function common to virtually
all animal and plant cells. The first definite clue to the function
of lysosomes came from the work of Werner Straus, who
deserves the credit for undertaking studies which would almost
certainly have led to an independent discovery of lysosomes.
Straus had obtained good evidence that the “droplets” of the
proximal tubule of the kidney were a site of storage and
breakdown of reabsorbed proteins. By 1954, he had succeeded
in subfractionating these droplets and showed them to be rich
in acid phosphatase and protease (18), and by 1956, he found
other hydrolases similar to those described in liver lysosomes
(19). This early work on the kidney provided the first clear link
between lysosomal digestion and endocytotic uptake of extra-
cellular materials. Together with a few other data obtained
from organs as diverse as brain and spleen, as well as some
lower organisms, de Duve presented the first schematic outline
of the possible biological functions of lysosomes at a meeting
organized by the Society of General Physiologists at Woods
Hole, Massachusetts in June 1958 (20). It was postulated that
the collection of acid hydrolases present in lysosomes could
have but one function, that of acid hydrolysis. Furthermore,
an attempt was made to link lysosomes with several natural
processes. “These may comprise: digestion of foreign material,
engulfed by pinocytosis, athrocytosis (old term for endocytosis)
or phagocytosis; physiologic autolysis, as presumably occurs to
some extent in all tissues, and particularly as part of the more
specialized processes of involution, metamorphosis, holocrine
secretion, etc.; pathological autolysis or necrosis.” It should be
mentioned that digestive and autolytic phenomena had been
known for a long time, and their dependence on many of the
enzymes found in lysosomes had been at least strongly sus-
pected. However, no satisfactory explanation had been pro-
vided heretofore for their inhibition in the heathly cell. In
developing the theory of intracellular acid digestion, consider-
able importance has always been attached to the structure-
linked latency of the lysosomal hydrolases, which provided the
first satisfactory explanation for the fact that autolysis is largely
held in check in most cells, despite their content of highly
active hydrolytic enzymes.

1953 -1965: The Discovery of Peroxisomes —the
Microbodies of Rouiller

We now know that the light fraction of rat liver contains
two distinct populations of functional particles—lysosomes and
peroxisomes (Fig. 3). The latter are membrane-bounded organ-
elles containing enzymes which catalyze reactions involving
hydrogen peroxide, and hence have been termed peroxisomes
(21). Three of these catalyzing enzymes produce hydrogen
peroxide (urate oxidase, D-amino acid oxidase, and a-hydrox-
yacid oxidase) and one (catalase) destroys it.

The purification of rat-liver peroxisomes was accomplished
with good yield by Wattiaux and co-workers (22), taking
advantage of their finding that a preliminary intravenous in-
jection of Triton WR-1339 two days before sacrificing the
animal caused a considerable decrease in the equilibrium den-
sity of lysosomes in a sucrose density gradient (Fig. 4). When
these fractions were examined by electron microscopy, there
was no doubt that the microbodies of Rouillier were indeed
the particles biochemically characterized as peroxisomes (13,
23). Their morphology in intact rat liver is illustrated in Fig. 5.
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FIGURE 3 (a) Electron micrograph of the organelles present in the cell fraction, illustrating the distinctive morphology of dense
bodies or lysosomes {Lys), microbodies or peroxisomes (Per), and mitochondria (Mit). This micrograph, however, is not the same
as the original (see reference 12), because it was taken in 1967. Organelie morphology has now been much better preserved by
glutaraldehyde fixation. X 58,000. ( b} Same preparation as in a, but also incubated for acid phosphatase, which appears as a black
precipitate in the dense bodies (arrows), but not in the peroxisomes (Per) or mitochondria (Mit). (From Baudhuin et al., 1967

[131)
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FIGURE 4 Effect of a previous injection of Triton WR-1339 on the
equilibrium density of particulate enzymes. Density equilibration of
mitochondrial fractions from rat liver in an aqueous sucrose gra-
dient. Upper graph, control; lower graph, animal injected intrave-
nously 4 days previously with 170 mg of Triton WR-1339. Note the
selective shift of the lysosomal hydrolases. (Courtesy of Christian de
Duve [5].)

1960-1966: The Lysosomal System

As more cells were studied and the ubiquitous distribution
of lysosomes in mammalian cells was recognized, it became
apparent that the lysosome is not actually a “body,” but a part
of a remarkably diverse and dynamic system. In addition to
their polymorphism, lysosomes were discovered to be unique
among other subcellular constituents by the variety of proc-
esses, both physiological and pathological, in which they par-
ticipate. In fact, by 1963, when the Ciba Foundation Sympo-
sium on Lysosomes (24) was held, many pieces of the “func-
tional puzzle” were beginning to fit into place. (A number of
terms were introduced there that we now use quite frequently:
for example, endocytosis, exocytosis, and primary lysosome.)
Thereafter, the lysosome became popularized by publications
in 1963 in the Scientific American (25); in 1964 in Federation
Proceedings, organized by van Lancker, with contributions
from Novikoff et al., Hirsch and Cohn, Swift and Hruban, and
Weissmann, as well as de Duve (26); in 1965 in The Harvey
Lectures series (5); and finally, in 1966 in an extensive review
in the Annual Review of Physiology (27) entitled “Functions of
Lysosomes.” The various forms of lysosomes and related par-
ticles, together with the different types of interactions that may
occur between them and with the plasma membrane, are
presented in the diagram below, Fig. 6.

It was now evident that lysosomes, in combination with some
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closely affiliated vacuolar structures devoid of hydrolases,
formed an intracellular digestive system comparable (except
for its discontinuity) to the digestive tracts of higher organisms;
each separate component of the system was, to some extent,
equivalent to a segment of the animal digestive tract. Moreover,
it was further established that the material undergoing diges-
tion in this system may be associated with heterophagy or with
autophagy. In heterophagy, the material to be degraded is from
outside the cell, whereas in autophagy, the material being
degraded is of endogenous origin.

The word “lysosome” was chosen on the basis of the classi-
fication illustrated in Fig. 6. The choice can be defended,
because lysosomes constitute the major functional constituents
of the system, and also, usually the most numerous. Their
identification, based essentially on the presence of acid hydro-
lases, is unambiguous. Within the lysosomal group, the primary
lysosomes (also variously designated in the literature as pure,
true, original, or virgin lysosomes) were distinguished as those
containing enzymes which had never been engaged in a diges-
tive event, whereas the secondary lysosomes represented sites
of present or past digestive activity. The majority of secondary
lysosomes are believed to have an acid pH, which activates
their enzymes and allows them to function at optimal pH.

The most important components of the system that lack the
acid hydrolase were the prelysosomes, with their contents of
unattacked debris, generally destined for future digestion
within lysosomes. At that time, the only well-known prelyso-
some belonged to the heterophagic line or phagocytic pathway:
it was commonly called a phagosome (27). Postlysosomes,
defined as degenerate telolysosomes that have lost their en-
zymes, were also included.

By the time of the comprehensive 1966 review (27), 330
references could be cited, indicating the vigorous investigative
interest in lysosomes. Indeed, it is not easy to summarize the
multiple and diverse contributions that have aided our under-
standing of the lysosomal system. Certainly, however, the
following scientists have afforded significant new information.

(a) The contributions of Alex Novikoff and his co-workers
should be mentioned first. In the late 1950s he had progressed
from “once being a fledgling biochemist,” using “grind-and-
find” techniques, to becoming deeply submerged in microscopy
and cytochemistry, where “seeing is believing” (28). It was
Novikoff who assisted the lysosome, a biochemical entity, to
its official entry into morphology and cell biology. Shortly after
the Woods Hole meeting in 1958, Novikoff, who had accepted
the invitation to write a chapter on mitochondria for The Cell
edited by Jean Brachet and Alfred Mirsky, persuaded the
editors to allow him to add a separate chapter on lysosomes
(15). Largely stimulated by the work of Novikoff and his
associates (29-33), over the years many investigators have
sought to determine the formation and identification of pri-
mary (pure) lysosomes in many tissues and have pondered
their relationship to the Golgi apparatus and endoplasmic
reticulum (ER). He introduced the acronym GERL (34). “The
specialized region of ER is referred to as GERL to suggest that
it is ultimately related to the Golgi saccule (G), that it is a part
of ER, and that it forms lysosomes (L)” (29, 32). It is valid to
state that, along with the charismatic and articulate de Duve,
the energetic and intuitive Novikoff continually brought the
lysosomal system to the attention of a broad range of scientists.

(b) Hirsch, Cohn, and their colleagues at The Rockefeller
Institute (now The Rockefeller University) clarified the manner
in which lysosomes participate in digesting material engulfed



FIGURE 5 Electron micrograph of rat liver illustrating the morphology of the dense bodies {Lys) near the bile canaliculi (Bc). Inset
illustrates the morphology of a peroxisome (Per) with a crystalloid in matrix. X 50,000. (Courtesy of Daniel S. Friend.)

by phagocytic leukocytes. After establishing the lysosomal
nature of the neutrophil granules, they demonstrated that these
granules discharge their enzymes into the phagocytic vacuoles
when the cells ingest bacterial and other particles (35, 36).
Furthermore, in both neutrophils and macrophages, degrada-
tion of isotopically labeled bacteria occurred, as evidenced by
the appearance of breakdown products of lipids, nucleic acids,
proteins, and carbohydrates (37).

This work on amoeboid phagocytic leukocytes naturally
reverted to a reanalysis (2, 26) of the discovery of phagocytosis
by Elias Metchnikoff in 1883. During his exploration of intra-
cellular digestion in lower animals and unicellular organisms,
Metchnikoff recognized that the interiors of food vacuoles were
acid, and assumed that they contained soluble enzymes called
cytases. Although this vacuolar acidity is now a cornerstone of
the lysosomal concept (26), the exact mechanism by which
secondary lysosomes are acidified has still not been completely
explained, but the participation of a proton pump appears
likely (38, 39).

(c) In 1963, H. G. Hers (40) and his co-workers in Belgium
were the first to identify a true, inborn, lysosomal storage

disease. This was glycogen-storage disease, type II, wherein a-
glycosidase, capable of degrading glycogen, is absent (Fig. 7a),
and the liver contains large glycogen-filled vacuoles (Fig. 7b)—
as would be expected if accumulation of the polysaccharide
were due to lack of digestion within lysosomes. This condition
and many others of similar etiology (a primary defect of one
lysosomal hydrolase) have now been described. As a matter of
fact, by 1973, Hers and van Hoof, editors of Lysosomes and
Storage Diseases (41), could record at least 21 individual patho-
logical entities—such as Gaucher’s disease, with a defect in 8-
glucosidase, or Niemann-Pick disease, with missing sphingo-
myelinase. The list continues to grow (42). The clinical ap-
pearance of the primary defect in lysosomal protein results in
intralysosomal accumulation of all complex molecules that
require the missing enzyme for their degradation. Further
research on these pathological conditions has now yielded
valuable new data on the synthesis and transport of normal
lysosomal enzymes and the presence of receptors (reviewed by
Neufeld in reference 43), and will be discussed later.

(d) Marilyn G. Farquhar and her associates at the Univer-
sity of California, San Francisco described a unique type of
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autophagy, and established the origin and identification of
different forms of primary lysosomes. The significant findings
of Smith and Farquhbar (44) indicated that certain pituitary
secretion granules may fuse with lysosomes under particular
circumstances, and that this mechanism probably serves to
dispose of excess secretory products when the stimulus for their
discharge is lacking (Fig. 8). It should be emphasized that this
is not a nondiscriminate process involving segregation of entire
areas of cytoplasm, but rather a selective fusion process be-
tween the secretory granules and lysosomes. The process was
designated as crinophagy by de Duve (2) to distinguish it from
autophagy (45). Research on lysosomes in blood leukocytes by
Bainton and Nichols (see review, reference 46) established that
some leukocytes are unusual because they store lysosomal
enzymes in morphologically distinct structures demonstrable
as large storage granules (Fig. 9a). In most other cell types in
which primary lysosomes have been identified, they take the
form of small Golgi complex-derived vesicles, often coated
(Fig. 9b), which transport hydrolytic enzymes from the Golgi
complex to multivesicular bodies, some of which then become
secondary lysosomes, as reported by Friend and Farquhar (47).
It should be emphasized, however, that not all Golgi complex-
derived vesicles are lysosomal in nature, nor are all small
coated vesicles lysosomes.

After 1966, the development of lysosomal functions in phys-
iological and pathological processes can be followed to the
fullest extent in a series of books, Lysosomes in Biology and
Pathology, edited by John T. Dingle and Honor B. Fell from
the Strangeways Research Laboratory, Cambridge, England,
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and beginning with the first number from 1969 and continuing
through the sixth, published in 1979 (48). A recent, more
concise survey by Eric Holtzman in 1976 (9) is also to be highly
recommended. In addition, and perhaps most important, was
the initiation of the Gordon Research Conferences on Lyso-
somes in 1967. The titles of the presentations alone indi-
cate much of the chronological development of new data, as
follows:

1967: “Biochemical and Structural Aspects of Self-Degra-
dative Processes in Cells” (chaired by Christian de
Duve).

1968: “Lysosomes and Host Defense” (chaired by Zanvil
Cohn and Samuel Dales).

1969: “Lysosomes and Storage Diseases” (chaired by Alex
Novikoff and H. G. Hers).

1970: “Autophagy” (chaired by James Hirsch and Michael
Locke).

1972: “Immunity and Tissue Injury” (chaired by Gerald
Weissmann and Stephen Malawista).

1974: “Lysosomotropic Agents” (chaired by de Duve).

1976: “Intracellular Turnover of Proteins and Eukaryotes
and Prokaryotes” (chaired by Eric Holtzman and
John Dingle).

1978: “The Origin of Lysosomal Enzymes” (chaired by
Oscar Touster and Dorothy Bainton).

1980: “The Role of Lysosomes in the Uptake, Storage, and
Recycling of Membranes and Membrane-Bound
Molecules” (chaired by Dorothy Bainton and Samuel
Silverstein).
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FIGURE 9 Two different forms of primary lysosomes. (a) Polymorphonuclear leukocyte. The cytoplasmic storage granules are
morphologically and chemically distinct. Only the large, dense storage granules (arrows) contain acid hydrolases and correspond
to the primary lysosomes of this cell type (see review, reference 46). It is now clear that relatively few cells store lysosomal enzymes
in morphologically distinct structures recognizable as granules. In most cell types other than leukocytes, cytochemical staining has
allowed the identification of the primary lysosome as small vesicles, so-called Golgi vesicles, which are sometimes coated. X
14,000. (b) Note the small acid-phosphatase-positive coated vesicle (1°) and a much larger secondary lysosome (2°). 9b X 60,000.
(Courtesy of Dr. Daniel S. Friend.) ‘



In recent years, interest has focused on the chemistry and
biosynthesis of lysosomal enzymes. All lysosomal enzymes are
glycoproteins, with the exception of cathepsin B1 and lysozyme
(if the latter is indeed a true lysosomal enzyme). Although
more than 50 different hydrolytic enzymes have been detected
in lysosomes, only a few have been purified to homogenity.
There are no known amino-acid sequences of lysosomal en-
zymes. So far, the one most fully characterized is S-glucuroni-
dase. All of the limited number of lysosomal enzymes studied
thus far contain mannose, galactose, and perhaps surprisingly,
glucose. Almost all additionally contain fucose (49). What is
known about biosynthetic routes of lysosomal enzymes—e.g.,
(a) How is the polypeptide formed? (b) Are “pre” and “pro”
forms involved? and (c) What are the kinetics of this process?
A few inroads have currently been forged in this area in the
laboratories of Neufeld, Figura, Blobel, Sabatini, and Korn-
feld.

In brief, hydrolase transport to lysosomes can now be re-
garded in the general context of the transport of secretory
proteins. As glycoproteins, acid hydrolases would be expected
to enter cisternae of the rough endoplasmic reticulum (RER);
this has been verified by in vitro translation of cathepsin D
(50). Thus, the nascent enzymes should be equipped with signal
peptides to facilitate their entry into the RER. Such a signal
has been found in the study of cathepsin D by Erickson and
Blobel." Where are the precursor polypeptides shortened? Neu-
feld and her co-workers have shown that the process is rela-
tively slow; in fact, the slowness of the pace suggests that it
may occur only after the hydrolases have become lodged in
lysosomes (43, 51). Thus, the details of glycosylation, phospho-
rylation, and proteolytic cleavage and their kinetics are just
beginning to emerge (see Fig. 10 and refs. 43, 51-53).

One major question involves the mechanism of delivering
the recently synthesized enzymes to the lysosomes and sorting
them out of the normal secretory pathway. It is possible that
the manner of sorting is carried out by receptors. This is an
area in which ideas are in flux. Although receptors for lyso-
somal enzymes were first encountered on the plasma membrane
surface (43, 54), Sly and his co-workers (55) at Washington
University in St. Louis have recently discovered that the ma-
jority of high-affinity receptors for 8-glucuronidase are intra-
cellular. This led them to propose that most newly synthesized
lysosomal enzymes rely on the phosphomannosyl recognition
marker for intracellular segregation from other products of the
RER. From this viewpoint, receptor-bound enzymes would
gather in specialized vesicles derived from the ER or Golgi
complex and be delivered to lysosomes presumably by fusion.
It is also possible that the vesicles could fuse with plasma
membrane, exposing receptor-bound enzyme to the exterior of
the cell, and that portions of the membrane carrying receptor-
bound enzyme might subsequently be internalized through
endocytosis (43). Binding of the hydrolases to receptors on the
membrane seems to be mediated by an ionic signal, mannose-
6-phosphate (54, 55). George Jourdian and his associates at the
University of Michigan in Ann Arbor are well underway in
their isolation and characterization of the liver-cell membrane
receptor that binds S-galactosidase (56). All of these synthetic
pathways are still little explored, but can be anticipated to
result in significant new information in the near future.?

! Erickson, A., and G. Blobel. Personal communication.

*Varki and Kornfeld have recently found the precise location of
phosphorylated mannose residues on oligosaccharides (1980. J. Biol,
Chem. 255:10847-10858).
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FiIGURE 11 Working model for the mechanism by which LDL re-
ceptors cluster in coated pits on the plasma membrane of human
fibroblasts. The postulated steps are as follows: (1) synthesis of LDL
receptors on polyribosomes; (2) insertion of LDL receptors at ran-
dom sites along noncoated segments of plasma membrane; (3)
clustering of LDL receptors in clathrin-containing coated pits; (4)
internalization of LDL receptors occurs as coated pits, which invag-
inate to form coated endocytic vesicles; and (5) recycling of inter-
nalized LDL receptors back to the plasma membrane. Step 5 may
occur in lysosomes. (Courtesy of ). S. Goldstein et al., [58]).

Finally, one new aspect of lysosome function is now being
charted—their role in the intracellular degradation of physio-
logically important molecules that regulate growth, nutrition,
and differentiation in cells. Receptor-mediated endocytosis is
now known to occur in many cell types for selective and
efficient uptake of macromolecules (57, 58). These include
certain transport proteins, such as low-density lipoprotein
(LDL), transferrin, and transcobalamin II, as well as peptide
hormones such as insulin and epidermal growth factor, asi-
aloglycoproteins, and lysosomal enzymes. It is now clear that
receptor-mediated endocytosis occurs in a great variety of cell
types, and that many internalized proteins are delivered to
lysosomes and degraded there, whereas others are not de-
graded, but instead are delivered to cellular structures other
than lysosomes (see Fig. 11). The compartments responsible
for this selective sorting of internalized proteins are presently
being investigated (58, 59). In conclusion, it has become evident
that the lysosomal system is not just a garbage dump. Rather,
through the process of selective endocytosis, multiple biologi-
cally active substances, such as hormones, enzymes, LDL,
antibodies, and toxins are herded into the cell and may or may
not be degraded by lysosomes (58).
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The Golgi Apparatus (Complex)—(1954-1981)—

from Artifact to Center Stage

MARILYN GIST FARQUHAR and GEORGE E. PALADE

To the cell biology student of the 1980s, it may come as a
surprise to learn that until the late 1950s, the existence of the
Golgi apparatus as a bona fide cell organelle was seriously
questioned. Surprise would be in order on two accounts: first,
the discovery of the Golgi apparatus by Camillo Golgi (1), for
whom it is named, took place nearly a century ago; and,
second, now no one questions that the Golgi apparatus is a
distinct cell organelle, or is unaware of its participation in a
wide variety of cellular activities. Indeed, the Golgi apparatus,
or Golgi complex as it is often called, not only occupies the
cell center, but it also has moved toward center stage, because
it has been shown to be involved in so many cell activities. In
this review we will describe the recent history of the Golgi
apparatus—the developments that led from its position as a
suspected artifact to the situation at present when it is rapidly
becoming a main center of attention.

Brief Historical Perspective
The Light Microscope Era (Before 1954)

The period before the mid 1950s was characterized by con-
troversy concerning the reality of the Golgi apparatus, with the
scientific community divided into nonbelievers and believers.
The acceptance of the status of the Golgi as a bona fide cell
structure depended on whether one believed that the metallic
impregnation methods (involving use of silver or OsO,), which
Golgi and others used to demonstrate the apparatus, were
staining a common structure with variable form and distribu-
tion in different cell types, or alternatively, that these methods
resulted in artifactual deposition of heavy metals on different
cell structures in different cell types. The Golgi controversy
lasted until the introduction of the electron microscope into
biological research, in the early 1950s. Shortly thereafter, the
believers began to outnumber the nonbelievers, and by 1963,
even the most skeptical had become converts (see Whalley
[2]) and Beams and Kessel (3) for details of the history of this
period).

The Renaissance (1954-1963)

Electron microscope studies published before 1954 had ver-
ified the existence of a distinctive Golgi region in cells; but due

MARILYN G1ST FARQUHAR and GEORGE E. PALADE  Section of Cell
Biology, Yale University School of Medicine, New Haven, Connecticut

to the technical limitations of the preparatory techniques at the
time, the images obtained did not extend knowiedge of its
organization beyond what was known from studies with the
light microscope. In 1954, however, the ‘lamellar’ nature of the
Golgi was recognized and described in papers by Dalton and
Felix (4), Sjostrand and Hanzon (5), Rhodin (6), and Farquhar
and Rinehart (7). It is Dalton and Felix who deserve the major
credit for convincing the scientific public of the reality of the
Golgi apparatus, and whose work (4, 8) had the greatest impact
at the time. They established that the Golgi apparatus consists
of several distinct fine structural components (lamellae, vesi-
cles, and vacuoles), and, accordingly, introduced the term
Golgi ‘complex’ for this organelle; they showed that variations
in the form, amount, and disposition of these components
occur in different cell types; and they demonstrated deposition
of metallic osmium in its lamellar components, thereby relating
the newly discovered fine structure to the light microscope
studies of the classical Golgi literature which relied heavily on
metallic impregnation methods.

The period that followed was characterized largely by de-
tailed morphological descriptions of the fine structure of the
Golgi apparatus (or complex) in everyone’s favorite tissue. The
¢lectron micrographs and the details recorded improved with
the introduction of better techniques for specimen preparation.
Information on the function of the Golgi complex was limited,
however, to noting the topographical association between this
organelle and forming secretion granules. Attempts to use
cytochemical techniques (other than heavy metal impregna-
tion) or to isolate usable Golgi fractions were still to come. It
is during this period that the ubiquity of the Golgi complex, its
general structural characteristics, and detailed organization in
a variety of cell types were established.

The Modern Period (1964-1973)

During the late 1960s and early 1970s, additional techniques
were applied to the study of the Golgi apparatus which added
new dimensions to our overall understanding of Golgi structure
and function. These procedures included techniques for phos-
phatase cytochemistry, which yielded new information on the
heterogeneity of Golgi elements; autoradiography, which pro-
vided the first information on the movement of secretory
proteins through the Golgi complex and on the involvement of
the organelle in glycoprotein synthesis and in sulfation; and
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techniques for isolating Golgi fractions and (later) subfractions,
which made possible biochemical analysis of Golgi compo-
nents. The last development was greatly facilitated by the
discovery of a reliable marker enzyme activity—galactosyl-
transferase—which is limited in its intracellular distribution to
the Golgi apparatus and therefore could be used to monitor
the effectiveness of fractionation procedures. Most of the
known Golgi functions, which are summarized below, were
established during these years.

The Current Period (1973 to the Present)

Currently all these procedures and approaches are being
applied—usually in combination—to many different kinds of
cells. The focus of current work is to determine the interactions
between Golgi components and other cell compartments (ER,
lysosomes, plasmalemma) in order to delineate the role of the
Golgi complex in such basic and apparently diverse cell proc-
esses as secretion, membrane biogenesis, lysosome formation,
membrane recycling, and hormone uptake.

Organization of the Golgi Complex

GENERAL DESCRIPTION: Thecollective electron micro-

scope studies carried out over the past 25 years have established
that the Golgi complex consists of a morphologically hetero-
geneous set of membrane-limited compartments that have
common recognizable features and are interposed between the
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FIGURE 1

ER and the plasmalemma. Its constant and most characteristic
structural component is a stack of smooth-surfaced cisternae
(or saccules), which usually have flattened, platelike centers
and more dilated rims (Figs. 1-6). Often the cisternae are
slightly curved, with one side of the stack oriented toward the
rough ER and the other facing the plasmalemma (Fig. 3) or
the nucleus (Figs. 1 and 2). Typically, the former side is
associated with small vesicles, and the latter with secretory
granules or vacuoles in secretory cells (Figs. 1-4 and 7 and 8).
Thus, the whole structure has a clearly recognizable polarity,
and a number of terms have been introduced and are widely
used in the literature to describe its polarity: (a) convex vs.
concave side; (b) proximal vs. distal; (c) forming vs. mature; (d)
entry vs. exit; and (e) cis vs. trans (9). We prefer and use the
terms cis-trans because (a) and (b) are not always applicable
(due to variations in shape and intracellular organization), and
(¢) and (d) assume more than we know at present about the
function of both cis and trans Golgi elements.

It is now recognized that in addition to specific Golgi ele-
ments, the Golgi region is crowded with other cell structures,
such as coated vesicles (Figs. 5, 8, and 9), lysosomes (Figs. 7
and 15), and, in many cases, centrioles with their associated
satellites and microtubules (Fig. 2).

In their early studies on the organization of the Golgi
complex, Dalton and Felix (8) recognized many of the main
features that characterize this organelle: (a) its multiple com-
ponents—flattened cisternal sacs (then referred to as lamellae)

Golgi region of a mammotroph or prolactin-secreting cell from the anterior pituitary gland of a lactating rat. A stack of

three to five slightly curved Golgi cisternae occupies the center of the field. The secretory granules (85% prolactin) arise within the
trans cisternae along the concave face of the Golgi stack. In this field, three small (100-200 nm) prolactin granules are seen
condensing within three of the transmost cisternae (arrows). The polymorphous secretion granules (sg) seen above result from the
fusion and aggregation of several of the small Golgi-derived granules (as diagrammed in Fig. 26). n = nucleus; m = mitochondrion.

X 67,000. From Farquhar (51).
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FIGURE 2 Golgi region of a developing PMN leukocyte (promyelocyte stage), illustrating the formation of azurophil or primary
granules along the trans side of the Golgi complex. This complex consists of a stack of five to eight slightly curved Golgi cisternae
which partially encircle a centriole (ce). The dilated ends of several of the transmost cisternae (arrows) are seen to contain
condensing secretory products (i.e., lysosomal enzymes and peroxidase in these cells). Numerous dense-cored vacuoles (v), are
also seen along the trans Golgi face; they are presumed to arise by budding from the dilated rims of the adjacent Golgi cisternae.
Several of these vacuoles fuse, their contents aggregate and undergo further concentration, resulting in the formation of the
compact and uniformly dense azurophil granules (gr). The assembly process is very similar to that involved in the formation of
prolactin granules (see Figs. 1 and 26). s = centriolar satellites; mt = microtubules; n = nucleus. X 50,000. From Bainton and

Farquhar (122).

as well as vacuoles and vesicles; (b) the high variability of the
relative amounts of these elements in different cell types; (c)
the frequent identity of vacuolar elements with dilated cister-
nae; (d) the absence of ribosomes (then referred to as small
granules of Palade) from Golgi membranes; and (e) the fact
that some of these membranes were thicker (8—10 nm) than the
membranes of the rough ER (then called ergastoplasm).

Still other organelles, such as ribosomes, glycogen, mito-
chondria, peroxisomes, and rough and smooth ER, are found
in the Golgi area but are usually excluded from the region
where the stacks are located (Figs. 5 and 7); Mollenhauer and
Morré (10) have referred to this region as the Golgi ‘zone of
exclusion’. They and others have noted that the matrix in
which the Golgi complex is embedded is denser than the rest
of the cytoplasmic matrix and has a fibrillar-granular appear-

ance (Fig. 7). At present no information is available about the
composition of this matrix material.

GOLGI STACKS OF ANIMAL CELLS: The early light micro-
scope studies established that the intracellular distribution of
the Golgi apparatus varies from one cell to another. In neurons,
where it was originally discovered, the apparatus appears as a
perinuclear network, whereas in exocrine glands it forms a
ring-like structure between the nucleus and the apical cell
surface. Electron microscopists have utilized cytochemical
staining on thick (~ 1/2 um) sections with tilting to study the
three-dimensional interrelationships of Golgi cisternae in the
cell. Using this approach, Novikoff et al. (11) and Rambourg
et al. (12) have presented evidence that the cisternae in animal
cells are extensively interconnected, and have suggested that
the Golgi complex consists of a single set of stacked cisternae.
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FIGURE 3 Golgi complex of a hepatocyte from an ethanol-treated rat. This complex consists of a stack of three to four slightly
curved Golgi cisternae which face the bile canaliculus (B). Clusters of lipoprotein particles are seen in the dilated rims of three
cisternae (1, 2, 3) in the trans part of the Golgi stack and in numerous secretory vacuoles (v) located on the trans side of the stack.
The accumulation of lipoprotein particles in the rims of Golgi cisternae is a normal occurrence in the hepatocyte, but it is greatly

increased following ethanol treatment. ser = smooth er. X 50,000.

FIGURE 4 Golgi complex from a normal rat hepatocyte in a prepa-
ration reacted for TPPase. Reaction product (lead phosphate) is seen
within two of the transmost Golgi cisternae, the dilated rims of
which (arrows) also contain lipoprotein particles. X 30,000. From
Farquhar et al. (20).

GOLGI STACKS OF PLANT CELLS (DICTYOSOMES): Struc-
tures which proved to be Golgi in nature had been studied for
years in plant cells under the name of dictyosomes. Electron
microscope studies during the 1950s established that each
dictyosome is present in multiple copies and corresponds to an
individual Golgi stack. The detailed organization of the Golgi
in plant cells has been extensively studied, especially by Whal-
ley, Northcote, Mollenhauer, Morré¢, and their associates (see
Whalley [2] for a review). Some time ago, the latter two authors
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called attention to the similarities between Golgi complexes in
animal and plant cells (13). In many (but not all) plant cells,
there are distinct differences in the thickness of the membranes
of the cisternae across the stack, with those on the cis side being
thin (ER-like) and those on the trans side being noticeably
thicker (plasmalemma-like), a feature first noted by Grove et
al. (14). This led to the idea, proposed by Morré and co-workers
(15), that a gradual increase in membrane thickness takes place
as the cisternae move across the stack (see below).

OTHER MORPHOLOGIC FEATURES:  Besides the general fea-
tures that are applicable to most if not all Golgi complexes,
other features have been described which occur less regularly.
Examples are the rings of beads between the ER and Golgi
cisternae in certain insects (16), and dense nodes of intercister-
nal material that occur in the cytoplasmic matrix between
Golgi cisternae in some protozoans (17). After the discovery of
coated vesicles, it was recognized that clathrin-coated vesicles
are commonly seen in the Golgi region (18, 18a) and, in
addition, that coated regions commonly occur on the rims of
the Golgi cisternae and on condensing granules or vacuoles
(Figs. 5, 8, and 9).

Finally, on the trans side of many (but not all) Golgi stacks,
cisternae of characteristic morphology have been described;
they are often separated from the stack (Figs. 10, 13, and 14),
and their appearance varies from straight (rigid lamellae) to
tubular and tortuous (Figs. 13 and 14). Novikoff and his co-
workers, first described these cisternae in 1964, and, based on
the observation that acid phosphatase activity is often associ-
ated with them, postulated that they constitute a link between
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FIGURES 5 and 6 Features of dictyosomes or Golgi stacks found in plant cells (the green algae Chlamydamonas rheinhardi). Fig.
5 shows two dictyosomes each with 9 parallel cisternae cut in cross section. Characteristic features of these Golgi complexes are
the presence of large vacuoles (v) and coated vesicles (c) associated with their trans side, transport vesicles with fuzzy-coats which
bud (arrows) from transitional elements (te) of the rough ER on the cis side, and numerous vesicles (ve) associated with the
dilated rims of the cisternae. Fig. 6 shows an obliquely sectioned Golgi stack seen en face. It illustrates the presence of numerous
vesicles which appear to be in the process of fusing with, or budding from the cisternal rims (arrows). Fig. 5—x 80,000; Fig. 6—X

70,000.

the Golgi, and ER, and Lysosomes. Accordingly, Novikoff
introduced the acronym GERL as their designation (see No-
vikoff et al. [11, 19]). The present status of the GERL concept
is discussed further below.

Composition of the Golgi Complex

CYTOCHEMICAL STAINING: The first evidence of com-
positional heterogeneity among cisternae in the Golgi stacks
came from the results of cytochemical staining procedures
which demonstrated qualitative differences in staining for var-
ious enzymes and other components among Golgi cisternae
(Figs. 9-12). These differences are best documented in the case
of the hepatocyte (Table I), in which staining has been carried
out both in situ and on Golgi fractions. The earliest studies of
this type were those of Novikoff and Goldfischer (25), who
demonstrated that thiamine pyrophosphatase (TPPase) and
nucleoside diphosphatase activity (NDPase) represent cyto-
chemical markers that could be used to study the form and
distribution of the Golgi apparatus in many, but not all cells
(in hepatocytes the ER also contains these enzymes [24]). In
subsequent work, Novikoff and co-workers showed that these
activities were restricted in their distribution to 1-2 cisternae
on the trans side of the Golgi stack (Figs. 4 and 11), and that
acid phosphatase (AcPase) was also restricted to one or two of
the transmost cisternae (Figs. 10 and 15). Later, based on the
study of thick (1/2 pm) sections as well as thin sections, they
also demonstrated that AcPase and TPPase are present in
different cisternae in many cell types (11, 19). Friend and
Murray (23) showed that the classical osmium impregnation
procedures preferentially stain one or two of the cismost cister-

nae in many cells (Fig. 12), and recently, Smith (26) found that
intermediate cisternae selectively stain for nicotinamide ade-
nine dinucleotide phosphatase (NADPase) in the ameloblast
and several other cell types. In work from our laboratories, it
was demonstrated that several other enzymes—5’-nucleotidase
(20) and adenylate cyclase (21)—are present in virtually all
cisternae, both cis and trans, within the stack. Rambourg and
LeBlond (22) found that all Golgi cisternae stain with periodic
acid-silver methenamine (PA-silver) (which stains complex
carbohydrates), but staining is graded (increasing from cis to
trans) across the stack.

Results of cytochemical staining also provided the first in-
dication that, in addition to the differences in composition
across the stack, there may be differences in the composition
of the membrane of a given cisterna (20, 21, 27). Specifically,
our finding that lead phosphate reaction product for both 5’
nucleotidase (20) and adenylate cyclase (21) was concentrated
along the dilated rims of isolated Golgi elements (Figs. 16 and
17) and was missing or present in much lower concentration in
the flattened centers of Golgi cisternae in liver fractions sug-
gests that the dilated rims may have a composition different
from that of the flattened centers. These findings also provide
the first clear demonstration that these two plasmalemmal
marker enzymes are indigenous to Golgi elements.

Based on the location of the reaction product (on either the
inside or outside of Golgi membranes), cytochemical staining
has provided suggestive evidence on the orientation or sided-
ness of the active site of several enzymes. For most enzymes
studied (TPPase, AcPase), the lead phosphate reaction product
was localized inside the cisternae where it was associated either
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FIGURE 7 Golgi region from an exocrine pancreatic cell (guinea pig). Characteristic features of this Golgi complex are the presence
of a stack of four to five slightly dilated Golgi cisternae associated with condensing vacuoles (cv4) on its trans side, and a profusion
of small peripheral Golgi vesicles, or transport vesicles (tv), along its cis side. These vesicles are assumed to bud (arrows) from the
transitional elements (te) of the rough ER and to transport secretory products to the condensing vacuoles by a route still unknown.
The condensing vacuoles gradually fill with secretory proteins (mostly pancreatic zymogens), undergo progressive concentration,
thereby becoming increasingly dense (cvy-3), and eventually become mature zymogen granules (zg). Note that there is a zone
around the Golgi cisternae and transport vesicles in which the cytoplasmic matrix is denser than elsewhere in the cell, and from
which ER elements (er) and ribosomes are excluded. ly = lysosome. x 38,000.

with the inside of the membranes or the cisternal content. In a
few cases, however, 5’-nucleotidase (20) and adenylate cyclase
(21), reaction product was found on the cytoplasmic side of the
dilated rims of certain Golgi cisternae. It is of interest that the
reaction product for 5’-nucleotidase was localized on the outside
of cisternae and the inside of secretory vacuoles (20, 28). Thus
far, biochemical assays on cell fractions have largely substan-
tiated the cytochemical observations pertaining to sidedness;
when reaction product was localized to the inside of Golgi
membranes, the enzyme activity was latent and detergent
treatment (to permeabilize the membranes) increased the activ-
ity, whereas when the reaction product was localized on the
outside, addition of detergent had no effect (28) on the activity
measured.

Among the components demonstrated cytochemically, most
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are enzymes that can be assumed to be associated with Golgi
membranes; however, a few (such as AcPase and substances
which stain with PA-silver) may also be associated with the
cisternal contents. In addition to the localization of these
presumptive Golgi components, there are also several examples
of cells in which secretory products, primarily peroxidases,
have been localized by cytochemical or immunocytochemical
procedures.

To summarize, cytochemical findings have provided infor-
mation on the existence of specialization among Golgi com-
ponents and have indicated that differentiation exists across
the stack, at least between the extreme cis and trans cisternae.
In addition, the evidence has suggested that differentiation also
exists within individual cisternae. The functional significance
of these specific localizations remains largely unknown.



FIGURE 8 Another Golgi complex from an exocrine pancreatic cell
showing 4-5 cisternae (to the right) and a condensing vacuole with
a budding (or fusing) coated vesicle (arrow). Two other condensing
vacuoles or granules (cv) are also present nearby. X 95,000.

METHODS FOR PREPARATION OF GOLGI FRACTIONS AND
SUBFRACTIONS: The earliest attempts to isolate Golgi frac-
tions can be attributed to Schneider and Kuff in 1954, who
used the rat epididymis as starting material (29). The fraction-
ation was monitored by light microscopy, and the results were
puzzling because they seemed to indicate that there was DNA
in the fractions. This unusual finding proved to be an artifact
of the assay procedure created by the presence of carbohydrates
in Golgi elements. Some time elapsed until Morré and his
collaborators conducted a series of more fruitful fractionation
attempts, first on plant cells (30) and later on rat liver (31, 32).
They succeeded in isolating Golgi fractions from liver homog-
enates by a combination of differential and rate sedimentation
procedures. The fractionation was monitored by electron mi-
croscopy (32), which revealed that many cisternae remained
stacked, and the fractions were examined for a variety of
enzymatic activities, mostly phosphatases (24, 33). Shortly after
Morré’s initial (30) work, B. Fleischer, S. Fleischer, and H.
Ozawa (34) and Fleischer and Fleischer (35) simplified and
improved the fractionation procedure and demonstrated the
presence of a high concentration of galactosyltransferase activ-
ity in Golgi fractions from bovine and rat liver by using an
exogenous acceptor (N-acetylglucosamine). The discovery of
galactosyltransferase in Golgi fractions, and its apparent ab-
sence from other cell membranes, was an important develop-
ment in Golgi history because it provided a much-needed
marker enzyme for monitoring cell fractionation. Earlier at-
tempts to prepare Golgi fractions had relied exclusively on
morphological criteria for the identification of Golgi elements
and had been hampered by the lack of a quantitative criterion

FIGURES 9-12 Golgi complexes from the epidydymis (rodent) in
which the Golgi complex consists of 8-10, parallel stacked cisternae
with numerous associated vacuoles and vesicles some of which are
coated (c). Here they are seen either unstained (Fig. 9) or reacted
for cytochemical procedures which stain the cisternae in the stack
differentially. Fig. 10 shows reaction product for acid phosphatase
(B-glycerophosphatase) in a single cisterna or the trans side of the
stack which is set off from the rest, and which has the properties

ascribed to GERL by Novikoff and co-workers (19). Fig. 11 shows
reaction product for TPPase in two of three of the parallel transmost
cisternae in the stack. No cisternae comparable to the AcPase-
positive cisterna in Fig. 10 is seen. Fig. 12, from a preparation
impregnated with OsO,, shows osmium deposits in two of the
cismost cisternae in the stack. From Friend (153). Fig. 9—X 40,000;
Figs. 10 and 11—X 30,000; Fig. 12—X 24,000.
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Ficures 13 and 14 Golgi regions in two somatotrophs from the rat anterior pituitary, illustrating some of the variations
encountered in the morphology of the cisternae present in the Golgi region. In Fig. 13, the first cisterna (c;) on the trans side of the
stack is straight rather than curved, and is set off from the rest. It has the morphology (“rigid lamella”) ascribed to GERL by
Novikoff and his associates; there is strict paralielism of the adjoining membranes which appear somewhat thicker than those of
the rest of the cisternae. ¢z, which is also set off slightly from the Golgi stack, contains a forming secretion granule. cs_¢ are slightly
curved and more dilated. Fig. 14 shows another Golgi stack with another cisterna (c4) on the trans side set off from the rest with
features similar to those of ¢, in Fig. 13. Numerous vesicles (ve) are present both on the cis and trans sides of the stack; some of
these are coated vesicles (c). The cells were incubated with cationized ferritin prior to fixation, and many of the vesicles contain
the tracer. sg = secretory granule. Fig. 13—X 36,000; Fig. 14—X 50,000. Fig. 13 is from Farquhar (51).

for yield and -purity because no enzymes were known to be
exclusively restricted to the Golgi complex. The work on
glycosyltransferases was extended by Morré et al. (36) to
demonstrate N-acetylglucosamine transfer to unspecified en-
dogenous receptors, and by Schachter and co-workers (37, 38),
who demonstrated the presence of other (sialyl and fucosyl)
terminal glycosyltransferases by using appropriately prepared,
natural glycoprotein acceptors for these glycosyltransferases.
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Subsequently, a number of variants of either Morré’s or the
Fleischers’ procedures have been published (39). Most of the
fractions obtained retain stacked Golgi cisternae (Fig. 18).

The recovery of galactosyltransferase activity in Golgi frac-
tions prepared by these procedures was no better than 30-40%
(in reference to the homogenate). Hence, attempts were made
to improve yield by overloading the Golgi elements with
lipoprotein particles, thereby modifying their density (9, 40).



Overloading was induced by acute ethanol intoxication of the
animals (rats). At the beginning, the galactosyltransferase re-
covery appeared to be nearly complete (40), but later, better-
controlled assays showed that the yield was no better than 50
to 60% (41). This procedure was capable of resolving (by
flotation in a density gradient) two or three fractions of increas-
ing density. The light Golgi fractions were enriched in trans
vacuoles or secretory droplets filled with lipoprotein particles
(Fig. 19), whereas the heavy Golgi fractions had a higher
concentration of cis, predominantly cisternal elements (Fig.
20). These fractions have been used for a variety of enzymo-
logical (40, 41) and cytochemical (20, 21, 28) studies and for
investigating the transport of secretory proteins within the
Golgi complex (42).

TABLE |
Cytochemical Reactions of Golgi Cisternae in the Hepatocyte

Cis Trans Reference
5'-Nucleotidase + +* 20
Adenylate cyclase + + 21
Periodic acid-silver methenamine + +i 22
OsQO, impregnation + - 23
Acid phosphatase - + 19, 20
Thiamine pyrophosphatase - + 19, 20, 24
Glucose-6-phosphatase - - 20

* Both cis and trans elements were reactive, but a difference in sidedness of
reaction product was detected: it was present on the outside of the mem-
brane of cis elements (concentrated on the dilated rims) and on the inside
of the membrane of trans elements.

1 A gradient of increasing reactivity from the cis to the trans side was detected.
From Farquhar (115).

In defining Golgi fractions, investigators have relied on
galactosyltransferase as an accepted Golgi marker as well as
on the absence (or low concentration) of microsomal (ER)
markers, primarily glucose-6-phosphatase and NADPH-cyto-
chrome P450 reductase. A complication arose when it was
found (41) that assays carried out immediately upon fraction-
ation showed the presence of microsomal enzyme activities in
unexpectedly high concentrations. Further work indicated that
the corresponding Golgi activities were lost rapidly during
storage, presumably as a result of lipid peroxidation (41). This

\2
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FIGURES 16 and 17 Golgi cisternae from Golgi subfractions (GFs)
prepared by the method of Ehrenreich et al. (9) and reacted for 5'-
nucleotidase (Fig. 16) or adenylate cyclase (Fig. 17) prior to fixation.
Reaction product (lead phosphate) is concentrated on the dilated
rims of the cisternae (arrows) and is absent from their central
regions. X 85,000. Fig. 16 is from Farquhar et al. (20), and Fig. 17 is
from Cheng and Farquhar (21).

FIGURE 15  Golgi region of a prolactin-secreting cell from a lactating rat (similar to that in Fig. 1); preparation incubated for acid
phosphatase. Condensing secretory granules (arrows) and reaction product for AcPase are present in the same Golgi cisterna—i.e.,
the innermost cisternae (c1) along the trans side of the stack which is less dilated than the rest. In some places (to the right), the
reactive cisterna seems to be included in the regular stack, and in other places (to the left) it appears to be set off from the stack.
AcPase reaction product is also seen around some of the immature or aggregating granules (ag) found on the trans Golgi face, at
the periphery of a few of the mature granules (sg) present on the cis Golgi face, and in a lysosomes (ly). X 30,000. From Smith and

Farquhar (154).
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raised the question of whether these microsomal, marker-en-
zyme activities (like the plasmalemmal markers studied earlier
[20, 21}), were indigenous to Golgi fractions, or instead repre-
sented contamination of the fractions with ER components.

To solve this problem, Ito and Palade (43) developed an
affinity separation procedure. It uses an antibody to NADPH-
cytochrome P450 reductase insolubilized to polyacrylamide
beads, and allows biochemical assays as well as an electron-
microscope survey of immunoadsorbed and nonadsorbed par-
ticles. When applied to a light Golgi fraction, the procedure
revealed that bona fide Golgi elements—both lipoprotein-
loaded secretory vacuoles (~ 58%) and cisternae (14%)—had
the reductase in their membranes (Figs. 21 and 22). The affinity
adsorption technique was extended to other enzymatic activi-
ties, and the results showed that a wide spectrum of microsomal
enzymes was present in recognizable, immunoadsorbed Golgi
vacuoles, whereas glycosyltransferase activities preferentially
remained with the nonadsorbed vesicles. The tentative inter-
pretation of these findings is that Golgi elements have distinct
domains; the distended rims of at least some of the Golgi
cisternae have ‘ER-like’ membranes, whereas the central part
of the cisternae has an apparently ‘Golgi-like’ membrane rich
in glycosyltransferase activities. It seems probable that the ER-
like membrane represents the shuttle containers that transport
secretory products from the ER to the Golgi complex. Current
thinking (see below) assumes the existence of another mem-
brane container (the equivalent of a secretion-granule mem-
brane) recycling between the Golgi complex and the plasma-
lemma, but at present there is no information concerning its
nature in hepatocytes.

Affinity separation techniques, based on insolubilized spe-
cific ligands, are expected to provide further information about
the biochemical heterogeneity of Golgi elements and its func-
tional implications. It should be pointed out that although
galactosyltransferase activity is considered a marker for Golgi
membranes, not only do some morphologically recognizable
Golgi elements lack this activity (43), but also a substantial
amount (40-50%) of it remains in a residual microsomal frac-
tion in elements of still unknown morphology.

BIOCHEMISTRY OF GOLGI MEMBRANES: Data concerning
the biochemistry of Golgi membranes are still limited, partly
because of the difficulties encountered in the separation of
bona fide Golgi elements from their membrane containers
which shuttle between the complex and the ER or plasma-
lemma. The lipid composition of Golgi membranes appears to
be quantitatively different from that of both the ER membrane
(more sphingomyelin, less phosphatidylcholine) and the plas-
malemma (less cholesterol, less sphingomyelin) (44-46). The
electrophoretograms of Golgi membranes reveal a protein com-
position different qualitatively and quantitatively from that of
ER and plasmalemma (35, 45), but the results are in need of
extension and improvement.

Enzyme assays established the existence of compositonal
overlap between ER and Golgi membranes (15, 45), at least in
the case of the fatty acid desaturase system (NADH-cyto-

FiGURes 21 and 22  Affinity technique for the separation of con-
stituents of Golgi fractions on beads. Goat anti-rabbit 1gG was
covalently attached to polyacrylamide beads, rabbit anti-NADPH-
cytochrome ¢ reductase antibody was immunoabsorbed to the
beads coated with the first antibody, and Golgi fractions (GFi+2)
were reacted with the beads. Recognizable Golgi elements immu-
noadsorbed to the antireductase-coated beads are secretory vacu-
oles (v) containing lipoproteins, and cisternae cut either in trans-
verse section (c;) or in perpendicular section (cz). X 31,000. From
Ito and Palade (43).

chrome bs reductase); however, from the results of the affinity
separation already mentioned (43), the overlap appears more
extensive. It includes both the cytochrome P450 system and
glucose-6-phosphatase.

Enzymes involved in proximal glycosylation and transloca-
tion of nascent polypeptide chains remain unchallenged
markers for ER membranes. The same may apply for enzymes
involved in triacylglycerol and phospholipid synthesis as indi-
cated by the work of van Golde et al. (46). As already men-
tioned, terminal glycosyltransferases as well as sulfotransferases
(see below) are restricted to Golgi membranes.

Established Functions of the Golgi Complex

PACKAGING OF SECRETION GRANULES: The central role
of the Golgi apparatus in secretion was recognized long ago by
light microscopists (reviewed by Bowen [47]). Early electron
microscopic studies carried out in the 1950s by Sjostrand and
Hanzon (5), Haguenau and Bernhard (48), and Farquhar and

FIGURES 18-20 Golgi fractions from rat liver. Fig. 18 illustrates a fraction prepared from the liver of a normal rat by the procedure
of Leelavathi et al. (39), which yields Golgi elements that remain stacked. Lipoprotein particles can be recognized in the dilated
rims of many of the cisternae (arrows). Figs. 19 and 20 are Golgi subfractions prepared by the method of Ehrenreich et al. (9) from
livers of ethanol-treated rats. Fig. 19 shows a light Golgi fraction (GF2), and consists mainly of secretory vacuoles filled with
lipoprotein particles. Fig. 20, from the heaviest Golgi fraction (GFs), consists either of whole cisternae or the central parts of
collapsed cisternae (ci). A few cisternae contain lipoprotein particles in their dilated rims (arrows). Fig. 18—X 20,000; Fig. 19—X

27,000; Fig. 20—X 36,000. Figs. 19 and 20 are from Ehrenreich et al. (9).
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Rinehart (7) noted the close association between secretory
granules and Golgi elements, and shortly thereafter several
investigators (49, 50) published electron micrographs in which
material resembling the contents of secretory granules was
clearly recognized within Golgi elements. Subsequent morpho-
logical and autoradiographic studies (reviewed in 2, 3, and 51-
53) established that in most cell types concentration and pack-
aging of secretory products usually occurs in the dilated rims
of the transmost cisternae (Figs. 1-4); however, in a few cell
types (exocrine pancreas and parotid of some species), concen-
tration takes place in specialized condensing vacuoles, which
are separate from the stacked cisternae (Figs. 7 and 8). In either
case, concentration results in the production of a storage gran-
ule with a condensed content and a membrane acquired in the
Golgi complex. That concentration takes place in many (but
not all) cell types has been corroborated by both autoradi-
ographic (52, 54, 55) and cell fractionation (52) data demon-
strating greatly increased specific activity of the content of
forming and mature granules, as compared to that of the rough
ER and Golgi cisternae (Figs. 23 and 24). Recent autoradi-
ographic data obtained by high resolution autoradiographic

analysis indicate that concentration up to 200 times that of the
ER is achieved in granules of pituitary prolactins (55).

The basis of our current understanding of the overall route
of intracellular transport taken by secretory products and the
position of the Golgi complex along that route was provided
by the combined morphological, autoradiographic, and cell
fractionation studies that were initiated by Caro and Palade
and further developed by Jamieson and Palade (reviewed in
52 and 57) on the exocrine cells of the guinea pig pancreas,
which is diagramed in Fig. 25. With the in vitro systems used
by Jamieson and Palade (52, 57, 58), temporal and spatial
resolution were increased by using well-controlled, pulse-chase
experiments. Moreover, the results of the experiments could be
quantitated by autoradiography or by cell fractionation. Their
work supports the following model: secretory proteins synthe-
sized in the rough ER are transported to the Golgi region in
small vesicular containers which are assumed to function as
shuttles between the transitional elements of the ER (Fig. 7)
and Golgi elements. Their studies did not establish the route
taken by secretory products through the Golgi (see below), but
their autoradiographic findings (54) demonstrated clearly that

FIGURE 23 Autoradiogram of a pancreatic exocrine cell (guinea pig) pulse-labeled with [*H]leucine in vitro and fixed at the end
of a 20-min chase. Grains over condensing vacuoles (cv) are much more numerous than over the rough ER (er) or Golgi elements
(G) at this time point. The mature zymogen granules (zg) are not labeled; their peak of radioactivity is reached later (60-80 min)
postpulse. X 16,000. From Jamieson and Palade (54).
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FIGURE 24 Autoradiogram of a prolactin cell (rat anterior pituitary) from a dissociated cell preparation pulsed in vitro for 5 min
with [PH]leucine and fixed after a 30-min chase. Grains are concentrated over immature or aggregating granules (ag) located on
the trans side of Golgi stacks. When corrected for radiation spread, the grain density (grains/unit area) of the immature granules
at peak labeling is 50-200 times that of the rough ER, indicating that the secretory product (> 85% prolactin) undergoes a ~ 200-
fold concentration (56). X 24,000. From Farquhar et al. (55).

secretory products are transported to condensing vacuoles lo-
cated on the trans side of the Golgi stacks (Fig. 23). As already
mentioned, in most other cell types concentration normally
takes place in the distended rims of the transmost cisternae
(Fig. 24), which are the equivalent of condensing vacuoles. The
same pattern was found in hyperstimulated pancreatic exocrine
cells (58). Transport out of the ER to the Golgi was shown to
be vectorial and energy-dependent, as it was arrested by inhib-
itors or uncouplers of oxidative phosphorylation (antimycin A,
DNP). Subsequently it has become clear that, while in transit
between the ER and forming granules, secretory proteins may
undergo modifications such as glycosylation, sulfation, and
proteolytic processing (described in subsequent sections), as
well as concentration.

The general applicability of this model to a wide variety of
cell types has been well documented and reviewed elsewhere
(51, 52, 57). As far as Golgi involvement is concerned, the best

studied cell types, are the parotid cell (52), the fibroblast (59
and Hay, this volume), the odontoblast (60), the B-cell of the
pancreatic islets (61), the hepatocyte (42, 62), the thyroid cell
(63), the mammotroph or prolactin cell of the anterior pituitary
(64, 65) (Fig. 26), and leukocytes (53). There is no documented
example of a cell in which the secretory product bypasses the
Golgi. At one time it was suggested that collagen secretion by
fibroblasts and immunoglobulin secretion by plasma cells
might represent exceptions to the accepted scheme, and that in
these cells at least part of the secretory product might be
discharged directly from the ER, thus bypassing the Golgi.
Autoradiographic studies carried out by several investigators
(66, 67) were interpreted as supporting this contention. How-
ever, subsequent immunocytochemical results (Fig. 27 and Fig.
7 in Hay, this volume) have demonstrated the presence of the
appropriate product (procollagen [59], and immunogloblins
[68, 69]) in Golgi cisternae, thus confirming that in these cells
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FIGURE 25
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(left panel) Diagram of an exocrine pancreatic cell (guinea pig) showing the steps worked out by Jamieson and Palade

for the synthesis and intracellular transport of digestive enzymes. The secretory proteins are (1) synthesized exclusively on
polyribosomes which attach to the membranes of the rough ER, and are cotransiationally transferred across these membranes to
be segregated (2) within the cisternal space of the rough ER. They are then transported (3) via small vesicles from the rough ER to
condensing vacuoles located in the Golgi region where concentration (4) and (4') takes place. The concentrated product is then
stored (5) in secretion granules until discharged (6) by exocytosis, or fusion of the granule membrane with the plasmalemma at the

apical cell surface.

FIGURE 26 (right panel) Diagram of events in the secretory process of the prolactin cell or mammotroph in the anterior pituitary
of the rat from the work of Farquhar and co-workers. Prolactin is synthesized on attached ribosomes (1), segregated in the rough
ER (2), transported to, and concentrated within granules in the Golgi complex. Small granules arising within the inner Golgi
cisterna (3) aggregate (4) to form mature secretory granules (5). During active secretion, the latter fuse with the cell membrane
(6) and are discharged into the perivascular spaces by exocytosis. When secretory activity is suppressed and the cell must dispose
of excess stored hormone, some granules fuse with lysosomes (6') and are degraded. This scheme is basically similar to that which
takes place in the pancreatic exocrine cell (Fig. 25) except that (a) concentration begins in the stacked Golgi cisternae (instead of
in specialized condensing vacuoles) and continues away from the complex in structures analogous to condensing vacuoles, and
(b) there is a discharge option whereby the granules can be discharged either extracellularly (into perivascular spaces) or

intracellularly into lysosomes by crinophagy. From Smith and Farquhar (154).

too, the secretory proteins follow the Golgi complex route. It
is now clear that the earlier confusion and the inconclusive
autoradiographic results can be explained by the fact that these
cell types represent a special variant of the model in which the
secretory products do not undergo concentration as a prereq-
uisite for storage, and hence no secretion granules are formed.
They are packaged in the Golgi complex in the usual manner
and discharged by exocytosis in the usual manner, but the
carrier consists of a fluid-filled vesicle instead of a dense
granule (52, 69, 70).

The fact that concentration commonly takes place in the
dilated ends of the Golgi cisternae raised the intriguing ques-
tion of how concentration is brought about in the dilated ends
of a continuous compartment. The first information on this
problem came from the experiments of Jamieson and Palade
(71), who showed that concentration in both condensing vac-
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voles and zymogen granules was maintained in situ in the
absence of ATP synthesis. The findings led to the conclusion
that concentration is not dependent on continuous expenditure
of energy, as expected if the operation depended on an ion
pumping mechanism. Instead, concentration apparently results
from the formation of osmotically inactive aggregates, which
is accomplished either by crystal formation (blood eosinophil
[53] and pancreatic B-cell [52]), or by electrostatic interaction
between secretory products and other molecules of opposite
charge—especially protein-polysaccharide complexes: e.g.,
mast cell heparin with a basic polypeptide (72), cationic lyso-
somal enzymes (73) or cationic pancreatic proteins (74) with
sulfated glycosaminoglycans (GAGs), prolactin with sulfated
GAGs and glycopeptides (65). There is also evidence that
calcium is present in certain secretion granules (i.e., those of
pancreatic S-cells [75] and exocrine pancreatic cells [76]) where



FIGURE 27 Immunocytochemical localization of immunoglobulins in the secretory compartments of a plasma cell from the spleen
(rat). Spleen cells were harvested from a rat immunized against horseradish peroxidase (HRP), and lightly fixed; cryostat sections
were incubated with HRP and subsequently reacted with diaminobenzine (DAB). Reaction product, indicating sites of localization
of anti-HRP immunoglobulins, is seen throughout the rough ER (er), including the perinuclear cisterna (pn), and in the stacked
Golgi cisternae {Gc) and associated secretory vesicles and vacuoles (v). X 22,000. From Ottosen et al. (69).

it is concentrated along the inner surface of their limiting
membranes. This raises the possibility that calcium may par-
ticipate in the ionic interactions that take place during concen-
tration (76). In a few cases it has been shown that a constant
ratio exists between the packaged products, e.g., in the adrenal
medulla (ATP/catacholamines = 4/1) (77) and neurohypoph-
ysis (neurophysin/oxytocin or vasopressin) (78). In other cell
types such as pancreatic acinar cells and prolactin cells of the
anterior pituitary, the presumptive packaging molecules (sul-
fated polyanions) represent a relatively minor constituent of
the contents and may serve to initiate aggregate formation (65,
74). Many secretory granules are insensitive to the osmolality
of the medium even after isolation (58, 65), but are extremely
sensitive to pH changes, presumably because the aggregates
are stabile only at certain pHs.

Because one of the main functions of the Golgi complex in
the packaging operation is to provide a membrane container
that is competent for exocytosis of the secretory product, one
would like to know the nature of this membrane and how its
composition compares with that of membranes of other cell
structures, especially those with which it interacts during intra-
cellular transport. There are only a few cases in which the
secretory granule membranes have been isolated in pure
enough form (free from content proteins) to permit analysis of
their protein composition. In such cases, e.g., the membranes
of chromaffin granules, parotid granules, zymogen granules of

the exocrine pancreas (reviewed in 79), it has been shown that
the protein composition is different from, and generally simpler
than that of the membranes of other cell compartments (ER,
Golgi, plasmalemma).

In summary, it is clear that passage of secretory products
through the Golgi complex is obligatory, and involves extensive
modification and transfer to a membrane container which is
competent to fuse with the plasmalemma at the time of exo-
cytosis. It is in this Golgi-derived membrane container that
concentration of secretory products is accomplished, but con-
centration is not an obligatory operation. When it does occur,
which is in the majority of secretory cells, it often involves the
complexing of secretory products leading to the formation of
macromolecular aggregates which are insoluble under in situ
conditions. Further details about the nature of the membrane
containers and the factors that affect or control concentration
mechanisms need to be obtained.

GLYCOSYLATION OF GLYCOPROTEINS: It is now clear that
one of the major functions of the Golgi apparatus pertains to
the posttranslational modification of glycoproteins. The appa-
ratus is exclusively responsible for the attachment of terminal
or capping sugars (N-acetylglucosamine, galactose, fucose and
sialic acid) to the oligosaccharide chains that are N-glycosidi-
cally-linked to glycoproteins in the rough ER (63, 80, 81). Less
is known about the site of addition of oligosaccharide chains
O-glycosidically linked to serine, threonine, and tyrosine resi-
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dues of mucin-type glycoproteins, but the biochemical infor-
mation available (81) and the autoradiographic findings sum-
marized below suggest that it also takes place in the Golgi
complex.

Progress in understanding the biochemical events in glyco-
protein synthesis and the intraceliular localization of these
sequential biosynthetic steps has been so rapid that one must
pause and recall that the first evidence of a role for the Golgi
apparatus in glycoprotein synthesis was obtained barely 15
years ago. That evidence was provided by the findings of
Neutra and Leblond (80); they showed, by autoradiography in
animals sacrificed 5-15 min after administration in vivo of
radiolabeled hexose ([°*H]glucose and [*H]galactose), that the
vast majority of the autoradiographic grains were localized
over the Golgi region of intestinal goblet cells and many other
cell types (80). The grains were localized directly over Golgi
cisternae by electron-microscope (EM) autoradiography. A few
years later, using a similar LM and EM autoradiographic
approach to study glycoprotein synthesis in the thyroid epithe-
lial cell, Leblond and co-workers (63, 82, 83) demonstrated
that the addition of core sugars (*H]mannose) to the peptide
backbone of thyroglobulin takes place in the rough ER,
whereas the addition of terminal sugars (galactose, fucose, and,
more recently, sialic acid [63]) takes place in the Golgi appa-
ratus. Thus, autoradiography proved to be very useful for
identifying the initial cellular site of incorporation of various
monosaccharide precursors. As used by Leblond and his asso-
ciates, it has not only provided the first indication of the role
of the Golgi complex in glycoprotein synthesis, but also has
yielded the first evidence for intracellular separation of labor—
between the rough ER and the Golgi complex—in the proximal
and distal glycosylation of complex glycoproteins.

The localization of hexose incorporation to the Golgi com-
plex by autoradiography took place well before the discovery
that the glycosyltransferases responsible for the addition of
terminal hexoses are associated exclusively within Golgi frac-
tions. The next key event in the development of the glycopro-
tein story was the discovery in 1969, by B. Fleischer, S.
Fleischer, and H. Ozawa (34), that a galactosyltransferase
activity with the ability to transfer radioactive galactose to
exogenous receptors (from UDP-gal to N-acetylglucosamine)
was concentrated (80X) in Golgi fractions from bovine liver.
Subsequent studies by the Fleischers and others, notably Morré
(36), and Schachter and Roseman and their co-workers (37,
38), confirmed the presence of galactosyltransferase activity in
Golgi fractions. This provided the first biochemical evidence
for the involvement of Golgi membranes in the addition of
terminal hexose residues to glycoproteins. Subsequently, fuco-
syl and sialyl transferases were also shown to be characteristic
Golgi enzymes (84), but to this day, galactosyltransferase re-
mains the main marker enzyme for the Golgi complex. Re-
cently, B. Fleischer (85) has established that both galactosyl-
transferases and sialyltransferases are membrane proteins with
active sites located on the luminal side of the Golgi cisternae.

It should be noted that, although galactosyltransferase activ-
ities are found inside most cells bound to Golgi membranes,
they also occur in soluble form (84) (e.g., in milk, serum, and
epididymal [86] fluids), and in milk globule membranes (usu-
ally assumed to be derivatives of the plasmalemma of the
mammary epithelium {87]).

As information increased about the existence of different
types of oligosaccharide chains in glycoproteins and the steps
involved in their biosynthesis, it became apparent that many
secretory and membrane proteins contain N-glycosidically-
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linked, complex-type oligosaccharides which are first synthe-
sized (from dolichol intermediates [88]) in the ER as mannose-
rich precursors with extra glucose and mannose residues. These
residues are subsequently trimmed, with removal of all of the
glucose and some (six) of the mannose residues, before addition
of the terminal hexoses (89). The trimming of mannosyl resi-
dues was localized indirectly to the Golgi apparatus by the
discovery in Golgi fractions of an a-D-mannosidase activity,
which is capable of processing asparagine-linked oligosaccha-
rides and is distinct from the mannosidases of the cytosol and
lysosomes (89, 90). :

Recently, Kornfeld and his associates (91, 92) have delin-
eated a role for the Golgi complex in the trimming and
glycosylation of lysosomal enzymes. They found that the bio-
synthesis of lysosomal enzymes involves the transfer of an N-
acetylglucosamine phosphate to mannose residues of the en-
zymes. These glucosamine residues are then removed to expose
the mannose-6-phosphate, which is believed to be the recog-
nition marker for lysosomal enzymes (see Bainton, this vol-
ume). Kornfeld’s group has shown also that both the transferase
activity (NV-acetylglucosamine 1-phosphotransferase) and the
trimming enzyme (a-N-acetyl glucosaminyl phosphodiesterase)
are concentrated in Golgi fractions.’

An important but still unresolved question is where, in the
heterogeneous Golgi complex, do glycosylation and trimming
take place? The question has not yet been answered because
the transferases were found to be equally distributed in Golgi
subfractions (93). However, that there may be a restricted or
specialized distribution is suggested by the results obtained by
a new affinity separation technique, which showed that galac-
tosyltransferase and NADPH-cytochrome P-450 reductase are
associated with different, morphologically recognizable Golgi
elements (43).

Two other important questions are the subject of current
research by B. Fleischer and her associates: How are the
nucleotide sugars that serve as substrates for the transferases
(and which are synthesized elsewhere in the cell) transported
across the Golgi membranes? And how are the products of the
transferase reaction (UDP and CMP) removed? Regarding the
latter, Brandon and Fleischer (94) have shown that UDP
formed in intact Golgi vesicles during galactosylation is rapidly
broken down by nucleoside diphosphatases (NDPases) present
in the lumen of Golgi vesicles. It is tempting to suggest that the
neutral NDPase activity, as well as the acid phosphatase activ-
ity (which can be demonstrated using a variety of substrates
including CMP) found by cytochemical localization in certain
Golgi membranes, may be involved in these operations. To
address the first question, Fleischer (95) recently has studied
the nucleotide profile of rat liver Golgi by high-pressure liquid
chromatography and found major peaks associated with several
nucleotides: UDP, AMP, UMP, and CMP. The fact that there
is a selective distribution of nucleotides, together with the
finding that UDP is selectively retained after osmotic shock,
led Fleischer to suggest (96) that the Golgi is not freely perme-
able to these molecules, and that a selective transport system
or binding protein exists for the uptake or exclusion of specific
nucleotides from this organelle.

GLYCOSYLATION OF GLYCOLIPDS: There is also evidence
(97, 98) that, in addition to glycosylation of glycoproteins, the
Golgi apparatus is involved in glycosylation of at least some
glycolipids, especially those that contain terminal galactose.and

! Kornfeld, S. Personal communication.



sialic acid residues, i.e., cerebrosides and gangliosides. As far
as is known, the glycolipids are present in tissues exclusively as
membrane constituents, but their concentration differs from
one tissue to another (i.e., high in brain and kidney and low in
liver). B. Fleischer (95) has shown that a number of glycosyl-
transferases (as well as a sulfotransferase) (98) which function
in the addition of hexose residues to glycolipids are localized
in Golgi fractions isolated from kidney homogenates, and
Richardson et al. (97) have found the same in Golgi fractions
from rat liver.

SULFATION: As in the case of glycosylation, the first
indication that the Golgi complex functions in sulfation was
obtained by autoradiography. In 1964, Lane et al. (99) and
Godman and Lane (100), working with L. Caro, who, with R.
van Tuburgen, had just introduced techniques for EM auto-
radiography a few years before, demonstrated that immediately
after administration of radioactive sulfate in vivo, exposed
grains were concentrated over Golgi cisternae and vacuoles in
goblet cells and cartilage cells. Much later, Young (101) sur-
veyed a variety of cells and found uptake of radioactive sulfate
by the Golgi complex in 14 additional cell types, e.g., leuko-
cytes, Schwann cells, endothelial cells, keratinocytes, fibro-
blasts, and follicular cells of the ovary. The uptake of sulfate
by cartilage and goblet cells was to be expected, because these
cells are known to produce high levels of sulfated proteoglycans
(chondroitin sulfate) and sulfated glycoproteins (mucins), re-
spectively. More surprising at the time was the finding of
sulfate incorporation into the other cell types mentioned. Since
then, however, it has become clear that many cells (leukocytes,
endothelial cells, fibroblasts, and ovarian cells) synthesize sul-
fated proteoglycans which can either be deposited in the extra-
cellular matrix, retained intracellularly (e.g., in secretion gran-
ules), or remain associated with the cell surface. It has also
become clear that many other classes of molecules, such as
glycolipids (98), glycoproteins (99), and steroid hormones can
be sulfated (101). Apparently all these reactions occur in the
Golgi, for in all cases initial incorporation has been localized
to this organelle by autoradiography. However, retention of
sulfated steroids in such experiments remains to be proven.

In sulfation, as in glycosylation, the sulfate is activated by
binding to a nucleotide from which it is transferred to an
appropriate receptor molecule by a specific sulfotransferase
(98, 101). Less is known about the location of the enzymes
involved in sulfation than about that of glycosyltransferases,
but the information available indicates that the a number of
sulfotransferases are Golgi-associated enzymes (98, 102-104).
The first sulfotransferase to be localized in Golgi fractions and
to be solubilized and characterized (103), is a cerebroside
sulfotransferase, present in rat kidney, which converts cerebro-
side to sulfatide (a sulfated glycosphingolipid). This enzyme,
like the glycosyltransferases, appears to be an intrinsic mem-
brane protein (103). Sulfotransferase activity has also been
localized in Golgi-enriched fractions from liver (102) and mast
cells (104), but the enzymes involved have not yet been char-
acterized. Evidence has been presented that the mast cell
enzyme is involved in proteoglycan synthesis (104).

In summary, autoradiographic findings and information ob-
tained on Golgi fractions indicate that sulfation, like terminal
glycosylation, is exclusively a Golgi function, but supporting
biochemical data derived from cell fractionation are still quite
limited.

PROTEOLYTIC PROCESSING OF PROPROTEINS:
Over the past few years it has become evident that most
secretory and membrane proteins undergo one or more intra-

cellular proteolytic processing steps during biosynthesis. Ex-
amples are the cleavage of presecretory and prosecretory pro-
teins, and cleavages that occur during the assembly of macro-
molecular structures such as virus capsids and membrane
associated enzyme complexes (see Steiner et al. [105] for a
recent review). The processing event that usually occurs in the
Golgi complex involves the conversion of proproteins to secre-
tory proteins. Many small peptide hormones (proinsulin, pro-
parathormone, proopicocortin) as well as other secretory pro-
teins (proalbumin) undergo processing of this type to yield
their mature discharged form. The association between propro-
tein processing and the Golgi complex was made initially by
Steiner and his collaborators (106) shortly after the discovery
of proinsulin, and was based on the finding that when intra-
cellular transport from the ER to the Golgi complex was
stopped (by treatment with inhibitors of ATP synthesis such as
antimycin A), no processing of proinsulin to insulin occurred.
This finding demonstrated that transport out of the ER to the
Golgi area was necessary for the processing of proinsulin to
occur. The kinetics of the processing, which revealed an initial
delay of 10-20 min followed by continued activity for up to 1
h, supported that conclusion. Similar findings were also ob-
tained for the conversion of proparathormone to parathormone
(107). The fact that conversion continued for up to 1 h, whereas
in most systems, transport to the Golgi is assumed to be
virtually completed by 30 min, suggested that processing might
continue in secretion granules after packaging (105). Findings
by Gainer and his associates (78) on the kinetics of processing
of propressophysin (the common precursor of neurophysin and
vasopressin) in neurosecretory neurons indicated that this is
the case. In these cells, the precursor is packaged in the usual
manner into neurosecretory granules in the Golgi complexes
of the neuronal cell bodies, which are located in the supraoptic
nuclei of the hypothalamus. After packaging, the granuies
migrate (by axonal flow) down the axons in the pituitary stalk
to reach the posterior lobe of the pituitary, where storage takes
place. When the products obtained from the hypothalamus,
the stalk, and the posterior lobe were compared, it became
evident that processing was more complete in the stalk and
posterior lobe than in the hypothalamus. Gainer et al. con-
cluded (78) that progressive processing takes place in the
granules while they are in transit down the stalk. By implica-
tion, the granules must contain the enzyme(s) involved in
processing.

This brings us to a consideration of what is known concern-
ing the enzymes involved in proteolytic processing within the
Golgi complex and/or secretion granules. Work from Steiner’s
laboratory (105) demonstrated that conversion of proinsulin to
insulin can be accomplished in vitro by the combined action of
an endopeptidase (pancreatic cationic trypsin) and an exopep-
tidase (carboxypeptidase B). Habener and associates (107)
found the same situation to apply to the processing of propar-
athormone to parathormone. However, the nature of the en-
dogenous activity that accomplishes the conversion is still
problematical. Over the years, there have been claims that the
zymogen forms of trypsin and chymotrypsin, cathepsins, kali-
kreins, or plasminogen activator (among others) are the pro-
protein processing enzymes (105). According to Steiner (per-
sonal communication), all of these alternatives have been
challenged, and the actual identity of the proteolytic activity
remains an open question. It does appear that there is a
fundamentally similar processing enzyme for all proproteins,
for they all contain paired basic residues at the sites the enzyme
recognizes for cleavage; however, Golgi proteases have not
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been purified and characterized, and their precise intra-Golgi
location is entirely unknown.

In short, the available evidence indicates that the proteolytic
processing of proproteins is a post-ER step which requires
transport to the Golgi complex and continues after the secretory
product is packaged into granules. The precise nature of the
processing enzyme(s) is unknown, as it has not yet been isolated
and characterized. Indirect evidence suggests that it may be
acquired at the time of formation of the secretion granules. Its
mode of delivery to the granules—whether it is acquired with
the Golgi membrane during packaging or by membrane fusion
after packaging—is also unknown.

LIPOPROTEIN PACKAGING: It has been assumed that
the Golgi complex plays a role in lipid metabolism since the
electron microscope studies in the 1950s of Palay and Karlin
describing the presence of lipid droplets in the Golgi cisternae
of intestinal absorptive cells (108). Observations were soon
extended to physiologically defined conditions in an attempt
to correlate the presence of lipid droplets within the Golgi
complex either to lipid absorption in the intestinal epithelium
(109) or to lipoprotein secretion in hepatocytes (110-112).
Moreover, lipoprotein particles were isolated from Golgi frac-
tions and found to contain particles comparable to serum
VLDL (111, 112). More recent work on this topic has been
extensively reviewed (113).

At present it is assumed that the ER is the site of synthesis
of both the apoproteins and lipids (triacylglycerols, cholesteryl
esters, and phospholipids) of hepatic lipoproteins. The assem-
bly of these different components is thought to take place in
the cisternal space of the ER as suggested by the appearance of
osmiophilic (lipid) droplets of appropriate dimensions in that
space, especially within the smooth ER (110). The pathway
taken thereafter is the same as for other secretory products,
that is, ER — Golgi cisternae — condensing secretory vacuoles,
which are discharged by exocytosis at either the vascular
(hepatocyte) or lateral (enterocyte) front of the cell. Thus far,
the only functions established for the Golgi complex in lipo-
protein secretion are terminal glycosylation of the appropriate
apoproteins, all of which are glycoproteins (113), and packag-
ing. Evidence obtained over the last few years indicates that
the hepatocytes produce only VLDL and HDL; however,
recent work by Howell and Palade (114) on lipoprotein parti-
cles isolated from hepatic Golgi fractions revealed extensive
heterogeneity in particle size and biochemical composition.
These findings suggest that most Golgi lipoprotein particles are
immature products that require extensive modification in their
lipid composition before release by exocytosis as either VLDL
or HDL.

Traffic Through the Golgi Complex

At present it is clear that there is extensive traffic from more
than one direction into and through the Golgi complex. This
traffic is connected with membrane biogenesis, discharge of
secretory proteins, membrane recycling, and uptake (interiori-
zation) of informational molecules. In this section we will
review the available evidence on the nature and direction of
that traffic, as well as the ways in which the evidence was
obtained.

TRAFFIC OF SECRETORY PRODUCTS: The general
route taken by secretory proteins through the cell—from rough
ER — transitional elements at the periphery of the Golgi
complex — condensing vacuoles — secretion granules — dis-
charge by exocytosis—was established as a result of the work
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on the exocrine pancreatic cell by Palade and his associates,
primarily Jamieson and Palade. Still uncertain, however, is the
route taken by secretory products through the Golgi complex
itself as they move from the transitional elements of the rough
ER to condensing granules or vacuoles (reviewed in 115).

For more than 20 years, the prevailing idea has been that
secretory products move sequentially across the Golgi stack
from the cis to the trans side, traverse the cisternae one by one,
and undergo packaging on the trans face (see references 15, 38,
and 63). The Golgi cisternae were thought to be formed on the
cis face and used up in packaging on the trans face. The origin
of this concept can be traced to Grassé, who in 1957, based on
EM findings, proposed that the continuous formation of pe-
ripheral (cis) Golgi saccules (cisternae) balances the conversion
of central (trans) saccules into secretion granules (116). Inher-
ent in this formulation was the idea that membrane and
contents move in synchrony from one side to the other of the
stack, the products remaining in the same cisterna throughout
the process. Subsequent morphologic, autoradiographic, and
cell fractionation data were, for the most part, interpreted as
supporting this scheme. In this section evidence that pertains
directly to the pathway taken by secretory products is consid-
ered.

In their early autoradiographic studies, which involved the
use of [*H]hexose labeling, Neutra and Leblond (80) found
grains associated at early time points with Golgi cisternae and
at later time points with mucous granules of intestinal goblet
cells. They interpreted these findings as support for the cis-to-
trans flow diagram, and they and others estimated a turnover
time for a cisterna of ~2 min. Jamieson and Palade (54), using
autoradiography to investigate the route taken by secretory
proteins in the pancreas, found no evidence for the direct
involvement of the stacked cisternae in transport, as indicated
by the absence or low density of grains over the Golgi stacks
after a pulse-chase experiment with [*H]leucine. However, they
and others subsequently found autoradiographic grains over
Golgi cisternae in other cell types, i.e., parotid cells (117) and
pituitary prolactin cells (55), as well as in hyperstimulated
pancreatic acinar cells (58). In none of these autoradiographic
studies was the route and direction of movement of label within
the stacks studied in detail.

These morphological findings, primarily the autoradi-
ographic data of Neutra and Leblond, are the basis for the
widespread belief that secretory products enter the Golgi at the
cis side and emerge on the trans side. Indeed, this traffic pattern
is implied in the naming of the two faces of the Golgi: i.e., the
entry or immature face vs. the exit or mature face. Other work,
€.g., the study of Bergeron et al. (42), on Golgi subfractions, in
which it was shown that [*H]leucine-labeled secretory proteins
peak first in heavy Golgi fractions (believed to be derived
primarily from cis Golgi cisternae) and a few minutes later in
light Golgi fractions (believed to consist largely of secretory
vacuoles from the trans side), was in keeping with this view.
Moreover, EM studies on the assembly of scales in certain
algae (118) supported the view that individual cisternae, in
which scales are progressively assembled, move in the trans
direction across Golgi stacks, while new scale components are
added at each ‘station.” As a result, the concept of cis-to-trans
flow across the Golgi stacks became almost a dogma, and was
the framework in which most investigators interpreted their
findings without questioning the validity of the ‘dogma.’

Studies in which secretory products have been localized
within Golgi cisternae by cytochemical procedures also have
contributed information concerning traffic through the Golgi



complex. In the first of these studies, endogenous peroxidases
were localized in eosinophils (119) and parotid cells (120), and
were found to be present in all the cisternae in the Golgi stacks
(Fig. 28). Similar but less striking findings have also been
obtained when secretory products were localized by immuno-
cytochemistry in other cell types, i.e., pancreatic enzymes in
pancreatic exocrine cells (121), procollagen in fibroblasts (59;
see Fig. 7 in Hay, this volume), and IgG in plasma cells (68,
69; Fig. 27). These observations suggested that all the stacked
cisternae are involved in the transport and processing of secre-
tory products, and hence, were compatible with the cis-to-trans
flow diagram. However, they did not give any direct informa-
tion on the route followed.

Thus, the evidence available is compatible with the assump-
tion that all Golgi cisternae are involved in the transport and/
or processing of secretory products. The data are also compat-
ible with the view that secretory products move sequentially
across the Golgi in the direction cis-to-trans, but with the
evidence at hand, other possibilities cannot be ruled out (115).

SEGREGATION OF MULTIPLE SECRETORY
PRODUCTS: Because the Golgi complex is responsible for

concentration of secretory products, the question arises, how

<

¥,

does the organelle handle the processing and packaging of
multiple secretory products? In many if not most cases (e.g.,
the exocrine pancreas), the problem is resolved by avoiding
segregation, and the Golgi complex packages the secretory
proteins as a mixed cocktail in the same container (121). In
one case, that of the PMN leukocyte which has two granule
populations of different composition (one lysosomal, one not)
(53), the problem is solved by making the two sets of granules
in two waves of protein synthesis, which are well separated in
time in the maturation process of the cells; one set is completed
before the other is started. Interestingly enough, opposite sides
of the Golgi complex are used for the packaging of the two sets
of products (122).

LYSOSOMAL ENZYMES: The major problem in segre-
gation faced by all secretory cells concerns the handling of
lysosomal enzymes and their separation from secretory pro-
teins. There is now large body of circumstantial evidence (see
Bainton, this volume) which supports the hypothesis that man-
nosyl phosphate residues (mannose-6-phosphate) on lysosomal
enzymes constitute a special recognition marker that serves to
direct lysosomal enzymes to lysosomes. There is also evidence
that coated vesicles are involved in the transport of lysosomal

FIGURE 28 Developing eosinophilic leukocyte from rat bone marrow (myelocyte stage) incubated for endogenous peroxidase
activity. During this stage, peroxidase is synthesized and packaged into eosinophil secretion granules. Here the peroxidase reaction
product is seen throughout all the secretory compartments—rough ER (er), transitional elements of the ER (te}, Golgi cisternae (1-
5) and associated vesicles, and immature granules {ig). Note that all five cisternae in the Golgi stack are reactive. sg = mature
secretion granule with crystalline inclusion. X 50,000. From Bainton and Farquhar (119).
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enzymes from the Golgi complex to lysosomes (18, 18a). How-
ever, it is not known where in the Golgi complex the sorting of
lysosomal enzymes and secretory proteins takes place.

In 1964, Novikoff and co-workers presented evidence (re-
viewed earlier) that in nerve cells acid phosphatase (AcPase)
was present in a special ER cisterna, which Novikoff called
GERL. Based on this finding, he proposed that lysosomal
enzymes were synthesized in the associated ER and packaged
in GERL, thus bypassing the stacked Golgi cisternae. Later, to
explain the presence of AcPase and secretory granules in the
same cisterna (see Fig. 15), he expanded the GERL concept to
include condensing granules and condensing vacuoles (11, 19).
Inherent in the earlier formulation was the assumption that
lysosomal enzymes and secretory products remained separated
from one another; however in the revised concept, the idea is
that lysosomal enzymes and secretory products are segregated
together and sorted out within the same (GERL) cisterna or
condensing vacuole by an unknown mechanism. The revised
concept also assumes that both secretory products and lyso-
somal enzymes move from the rough ER to the GERL, without
passing through the rest of the Golgi complex, an assumption
that does not fit with the autoradiographic findings (referred
to earlier) in which exposed grains were located over the
stacked Golgi cisternae in several secretory cell types.

At present there is no clear understanding of the GERL
concept; some investigators consider GERL as a separate en-
tity, distinct from Golgi cisternae, whereas others consider it
part—often the granule forming part—of the Golgi complex.
Several of the reasons for this situation were discussed in the
preceding paragraph; another reason is the variability in the
morphological properties, cytochemical staining, and detecta-
ble functions of the cisternae on the trans side of the Golgi
stack. In many cells concentration of secretory products can be
seen not only in cisternae that correspond morphologically to
Novikoff’s description of GERL (rigid cisternae, often sepa-
rated from the stack, limited by thick membranes), but also in
one or more of the transmost cisternae in the regular Golgi
stack of the same cell type (See Figs. 1-4, 13, 15). Another
problem is that sometimes AcPase is found in the transmost
cisterna of the Golgi stack, rather than exclusively in structures
which correspond morphologically to GERL (122a). Also,
since multiple AcPases have been found in several cell types
(see 115) AcPase may not be exclusively a lysosomal marker
enzyme.

In summary, in view of the absence of criteria other than
morphological ones for distinguishing GERL from Golgi cis-
ternae, the frequent overlap between their cytochemical strain-
ing properties and functions, and the absence of supporting
data for the assumption that traffic from the ER is directed to
GERL bypassing the Golgi complex, there seems to be little
justification for setting GERL aside as a distinct entity from
the rest of the Golgi complex. It is clear that a major function
of the Golgi complex is to sort secretory and certain membrane
(see below) proteins and to direct them to their correct intra-
cellular and extracellular distinations. It is also clear that the
trans side of the Golgi complex is where a great deal of the
biosynthetic and other traffic converges. Certainly, however,
much more work is needed in order to disentangle the traffic
lanes, to identify the site of sorting of lysosomal enzymes and
secretory products, and to understand “fractionation” mecha-
nisms in the Golgi complex.

MEMBRANE BIOGENESIS: The earliest concept of bio-
genesis of membrane constituents, proposed in the late 1950s,
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was that the traffic of cell membranes was accomplished by
the movement in concert of the membrane and content (secre-
tory) proteins from the rough ER (or nuclear envelope) — cis
Golgi face — trans Golgi face — plasmalemma, with delivery
occurring by exocytosis upon fusion of the granule membranes
with the plasmalemma. What was envisaged was a movement
of membranes in bulk. The term ‘membrane flow” was intro-
duced in 1956 by Bennett (123); he placed the main emphasis
on what was then the new concept of incoming vesicle flow
(pinocytosis), but he also clearly envisaged an outbound flow,
at least from the nuclear envelope to the rough ER. Bennett
did not consider the Golgi complex in his formulation, for its
existence was still questioned at the time. The membrane flow
concept lay dormant until 1971, when it was introduced again
by Franke, Morré, and their co-workers (124) to designate the
physical transfer of membrane from one compartment to an-
other in sequential fashion. The concept was based on radio-
labeling experiments in which they found sequential labeling
of ER, Golgi, and plasmalemma. Subsequently, Morré and his
associates (13, 15) developed this concept further and coupled
membrane flow and membrane differentiation to account for
the origin of the complex system of internal membranes or
‘endomembranes’ in eukaryotic cells. Inherent in this concept
was the idea that membrane flow is undirectional and coupled
to the flow of secretory products. The route taken through the
Golgi was also addressed; and in the case of the hepatocyte
three pathways were envisaged and depicted in diagrammatic
form: (1) New membrane was believed to arise as primary
vesicles which, as in the case of the pancreatic secretory model,
pinch off transitional elements and fuse with Golgi cisternae
on the cis side of the complex, after which they were assumed
to undergo progressive transformation across the stack to be
used in packaging at the forming face and eventually reach the
plasmalemma. The secretory products (lipoproteins in this
case) were believed to be transported either (2) by direct
connections at the periphery of the Golgi, called the ‘boulevard
periphérique,” or (3) by a direct pathway from the smooth ER
to the cell surface thus bypassing the Golgi. The last alternative
can be seriously questioned and essentially ruled out because,
as stated before, there is no evidence supporting direct dis-
charge of secretory products from the ER, in general, and for
lipoprotein particles, in particular. In the latter case, obligatory
passage through the Golgi is expected by most workers, because
the apolipoproteins are glycoproteins (113). The second path-
way—i.e., the existence of direct connections between ER and
Golgi—has also been questioned on the grounds that because
such connections are visualized primarily in unfixed, negatively
stained preparations, are not seen with comparable frequency
in fixed, negatively stained preparations, and are rarely seen in
thin sections (see, however, Claude [125]), they may arise from
artifactual fusions that occur during negative staining proce-
dures. The first pathway, as already stated, was generally
accepted among the proponents of the membrane flow theory.

In the last few years a number of new developments have
forced a reconsideration of this concept which, as originally
proposed (15) and usually understood (38, 63, 87), oversimpli-
fies intracellular conditions. (a) First, it is now clear (see
reference 79) that membrane proteins turn over at much slower
rates than the transit time of secretory proteins; hence, concur-
rent synthesis of membrane and content is no longer tenable.
(b) Additional findings (summarized below), difficult to rec-
oncile with the membrane flow diagrams, concern the exten-
sive, membrane reutilization or membrane recycling that takes



place in most cells—i.e., recycling of membranes of secretory
granules, synaptic vesicles, and transitional and endocytic ves-
icles (see below). Therefore, the traffic of recycling membrane
must be considered together with the biogenetic traffic. (c) It
has also been established that although some membrane pro-
teins, especially glycoproteins, follow the postulated membrane
flow route, others, namely peripheral membrane proteins and
their viral equivalents (such as the ‘M’ protein of the vesicular
stomatitis virus [VSV]), are inserted directly from the cytoplas-
mic matrix without the involvement of either the ER or the
Golgi complex (126). (d) Furthermore, the existence of cyto-
chemical specialization among Golgi cisternae and within the
same cisterna is difficult to reconcile with the concept of
progressive transformation across the stack. (¢) Finally, the
realization that membranes on different domains of the cell
surface differ in their composition and that secretory granules
fuse preferentially with one domain (usually the apical domain
in exocrine cells), leads to the conclusion that secretory granule
membranes cannot serve as vehicles for all the domains of the
plasmalemma.

Current Information on Involvement of Golgi in
Biogenesis of Membrane Components

At present it is assumed that the Golgi complex is involved
in the biogenesis of at least some membrane components,
primarily intrinsic transmembrane proteins, which are found
not only in the plasmalemma but also in other membranes of
the secretory (and perhaps the endocytic) pathway. The ration-
ale is that all transmembrane proteins studied so far have
oligosaccharide chains of the type that is produced or com-
pleted in the Golgi complex. Examples of terminal glycosyla-
tion occurring at the cell surface are limited (84), and their
general applicability is questioned. Hence, transit through the
Golgi is expected to effect terminal glycosylation. A similar
situation applies to glycosylation and sulfation in the case of
membrane glycolipids (96-98).

The information available is compatible with the involve-
ment of the Golgi complex in biosynthesis of membrane gly-
coproteins, but the data are still limited. Leblond and co-
workers (63, 127) have obtained autoradiographic evidence
that in intestinal epithelial cells (considered nonsecretory),
labeled fucose and sialic aid precursors (N-acetylmannosa-
mine) are first incorporated into macromolecules in stacked
Golgi cisternae. Later, the cognate autoradiographic grains are
found over small vesicles, and later still, over the plasmalemma.
These findings have been interpreted as indicating that plas-
malemmal components (in this case, mainly fucosylated and
sialated glycoproteins) are modified (terminally glycosylated)
in the Golgi and then ferried to the cell surface via small
vesicles. The data are certainly compatible with this interpre-
tation, but due to the limitations of resolution of the autora-
diographic method, transport by alternate routes cannot be
ruled out. Moreover, although it is likely, in view of the
biochemical data (128), that the labeled species are membrane
proteins, their identity was not established.

The involvement of Golgi cisternae in plasma membrane
biogenesis is also suggested by the demonstration of adenylate
cyclase (21) and insulin receptors (129) in Golgi fractions and
of acetylcholine receptors in the Golgi apparatus of chick
skeletal muscle cells in culture (130). In the work on insulin
receptors and adenylate cyclase, no distinction could be made
between recycling and biogenetic traffic to explain the presence
of these proteins in the Golgi complex, for there was no way of

knowing whether they appear first in the plasma membrane or
the Golgi complex. In the case of chick muscle, suggestive
evidence was obtained for the appearance of at least some
(~10%) of the acetylcholine receptors in the Golgi complex
prior to their insertion into the plasma membrane, but inter-
pretation of the data was complicated by the presence of a
large number of receptors in structures other than the Golgi
complex.

The best and only direct evidence on the involvement of the
Golgi complex in biogenesis of membrane proteins comes from
work on the viral envelope spike or ‘G’ protein of VSV.
Biosynthetic studies have established that this glycoprotein is
synthesized on membrane-bound polyribosomes and partially
glycosylated in the ER, and then further glycosylated as it is
transported within a smooth membrane fraction before it is
delivered to the plasma membrane (126), apparently via coated
vesicles (131).

Indirect evidence for glycosylation of the VSV-‘G’ protein
by Golgi membranes was recently brought forward by Roth-
man and Fries (132) in experiments in vitro in which they
mixed a crude extract obtained from a CHO cell mutant
incapable of carrying out terminal glycosylation with either a
crude membrane fraction from wild-type CHO cells or a Golgi
fraction prepared from rat liver. In this heterogeneous, recon-
stituted system, they obtained terminal glycosylation of the G
protein. More direct evidence for the participation of the Golgi
in the biogenesis of the G protein was obtained recently by
Bergman, Tokuyasu, and Singer (133). They used immuno-
chemical procedures to demonstrate the sequential appearance
of the G protein in ER, Golgi, and plasmalemma, and took
advantage of the availability of a temperature-sensitive mutant
and a shift-down step to synchronize the release of the protein
from the ER. The authors also observed that initially (before
11 min) only cis cisternae were labeled, but within 11 min after
the temperature shift, labeling was seen throughout the Golgi
complex. These findings represent the first direct evidence for
the involvement of the Golgi complex in the biogenesis of a
membrane protein. The authors plan to use this approach to
study the route taken through the Golgi complex and to the
plasmalemma.

The existing evidence is compatible with the view that
transmembrane proteins are transported to their site of final
function already assembled in a membrane carrier. The as-
sumption is in keeping with the asymmetry of their assembly
and with the progressive glycosylation of their cisternal do-
mains, which would make other ways of transport highly
improbable thermodynamically. Retention of membrane spec-
ificity implies that the traffic of these carriers is regulated so as
to allow each one to arrive (and be accepted) at the appropriate
destination.

MEMBRANE RETRIEVAL AND RECYCLING OF GRANULE MEM-
BRANES: The concept of membrane retrieval was actually
suggested as early as 1959 (134), when exocytosis in secretory
cells was first described. At that time, it was recognized that
membrane must be removed from the cell surface to compen-
sate for that added during exocytosis, in order to maintain a
constant cell size. It was also suggested that the ‘pile of cisternae
in the centrosphere region’ may represent the membrane depot
of the cell. Thus, from the beginning it was suggested that
endocytosis and exocytosis are coupled, and that the Golgi
cisternae may be involved in these phenomena. Membrane
reutilization or recycling was not mentioned.

A long period followed in which the recycling of granule
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membranes was questioned and generally not favored (see 135,
136). This situation lasted until a few years ago. Evidence on
the fate of granule membranes came from two sources: bio-
chemical experiments in which the turnover rates of membrane
proteins and content proteins were compared in secretion
granule fractions, and experiments in which the fate of the
membrane was followed using electron dense tracers. The
results of early turnover experiments, which were carried out
on membranes heavily contaminated with content proteins,
revealed no differences in the turnover of proteins for the two
sources; hence, it was erroneously concluded that the mem-
branes are not reutilized but are destroyed after each exocytotic
event.

The results of early tracer experiments that used content
markers, mainly horseradish peroxidase and native ferritin,
were also misleading. They clearly demonstrated that, after
exocytosis, membrane is recovered intact by endocytosis; but
they suggested that the membranes were subsequently de-
stroyed, rather than reutilized, because, in the majority of these
studies, the tracers were found early in endocytic vesicles and
later in lysosomes.2 More recent experiments have shown,
however, that the content and the membranes of recycling
vesicles do not necessarily follow the same pathway. Thus,
both the early tracer and turnover data were erroneous and led
to the conclusion that, after exocytosis, membrane is recovered
by endocytosis and destroyed in lysosomes. This view was
proposed in several reviews (87, 135, 136) that were published
just a few years ago (1978-1979).

Three recent developments (reviewed in 137) have changed
the situation and have led to a gradual acceptance of granule
membrane recycling. The first was the publication of more
reliable turnover data, based on the preparation of granule
membranes free from content proteins, which demonstrated
that the proteins of granule membranes turn over at a much
slower rate than do content proteins. The second development
came from new tracer experiments, primarily with dextrans
and cationized ferritin, in which transport of exogenous tracers
to multiple stacked Golgi cisternae was demonstrated in a
variety of cell types: parotid and lacrimal gland cells (138);
anterior pituitary cells (139; Figs. 29-31); thyroid epithelium
(140); pancreatic endocrine (61) and exocrine (141) cells;
plasma cells and myeloma cells (69), and macrophages (142).
The demonstration of endogenous secretory product and ex-
ogenous tracer segregated together in newly formed secretion
granules (or vesicles) was possible in a few instances—i.e.,
anterior pituitary (139; Figs. 29-31), exocrine pancreatic (141),
and plasma cells (69). The third development was the demon-
stration of extensive membrane reutilization in other systems,
especially in neurons and macrophages (see 115 and 135),
which, together with the data on granule membranes, led to a
gradual realization of the widespread occurrence and (often)
surprising magnitude of membrane recycling and its impor-
tance for a wide variety of cell processes.

®In a few of these early studies, (e.g., those by Mata and David-
Ferreira on the seminal vesicle, Pelletier and Farquhar and co-workers
on anterior pituitary cells, Orci and associates on the S-cells of the
endocrine pancreas and Gonatas on cultured neurones), tracers were
also detected in Golgi elements or GERL (see reference 137). The
amount of reaction product was either small or limited to certain Golgi
elements. Much more attention was given to the presence of tracer in
lysosomes so that at that time the latter were assumed to be the primary
terminus of the incoming vesicular traffic involving membrane re-
covered from the cell surface.
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RECYCLING OF OTHER GOLGlI MEMBRANES: Secretion
granule membranes, as well as synaptic and endocytic vesicle
membranes, represent particularly favorable objects for follow-
ing the fate of retrieved and recycled membrane, thanks to the
large quantities involved and the fact that, at least in the first
two cases, relocation of membrane can be controlled experi-
mentally. In many other cases in which membrane is relocated
intracellularly—e.g., vesicles that transport secretory products
from ER to Golgi, or lysosomal enzymes from Golgi to lyso-
somes—a similar recycling mechanism seems likely, but perti-
nent data are much more difficult to obtain in the absence of
appropriate tracers and well-established membrane markers.

USE OF AGENTS WHICH PERTURB GOLGI TRAFFIC:
Various agents, including uncouplers of oxidative phosphoryl-
ation, inhibitors of tubulin polymerization into microtubules,
amines, and ionophores have been used in attempts to gain
information on Golgi traffic and functions; some of these
agents disrupt the architecture of the Golgi complex (see [143]
for a recent review), In the few cases in which specific agents
were available, and their effects were investigated by combined
morphological and biochemical procedures (e.g., intracellular
transport of secretory proteins [52]), this approach has provided
useful and clearly interpretable information. In other cases,
however, the use of traffic perturbants has produced results
that are difficult to interpret, primarily because these agents
have multiple effects that are not limited to the Golgi complex.
For example, at appropriate concentrations inhibitors of tu-
bulin polymerization prevent microtubule assembly anywhere
in the cell, not just in the Golgi region. Acidic ionophores
(nigericin, X537A, and monensin) as well as weak bases (e.g.,
methylamine, ethylamine, and chloroquine) are “lysosomo-
tropic agents,” so-called because they accumulate in lysosomes,
thereby causing an increase in the intralysosomal pH (from 4.5
to 6.0) (144), which prevents or retards intralysosomal diges-
tion. Amines also have been shown to block endocytosis (145,
146). Many of these agents cause an increase in size of the
lysosomal compartments, probably by interfering with mem-
brane recycling along the endocytic pathway. However, they
may also disturb membrane traffic at other intracellular sites.
Of particular interest is the recent finding (147) that monesin
as well as nigeracin, now commonly used as Golgi-perturbing
agents, perturb recycling of LDL receptors and inhibit lyso-
somal digestion of LDL (presumably by raising the intralyso-
somal pH).

The use of agents that perturb Golgi traffic is potentiaily an
interesting and promising approach for unraveling traffic pat-
terns into and out of the Golgi complex, but the interpretation
of the results obtained require caution (as well as additional
work) because of the problems outlined above and the inherent
and still poorly understood complexity of the traffic through
the Golgi apparatus.

IMPLICATIONS OF MEMBRANE TRAFFIC FROM THE
CELL SURFACE TO THE GOLGI COMPLEX: The exist-
ence of a pathway along which membrane from the cell surface
can reach Golgi cisternae has broad implications: it provides a
means by which cell surface molecules can be brought back
to a biosynthetic compartment. Thus, a mechanism exists
whereby—in principle—surface membrane components such
as receptors, enzymes, and other membrane proteins could be
modified or repaired (e.g., reglycosylated, sulfated, phosphor-
ylated) while in transit through the Golgi complex during
recycling. To date no specific examples of this type of phenom-
enon are available, but there is no reason why it could not take



FiGuRres 29 and 30 Golgi complexes from pituitary prolactin cells incubated with cationized ferritin (CF) for 60 min to trace the
fate of membrane internalized at the cell surface. Fig. 29 shows that, when the CF binds to the cell surface, it is taken up by
endocytosis and the incoming vesicles carrying CF fuse preferentially with the trans Golgi elements. Here the tracer is particularly
concentrated around a forming secretory granule {gr) within the transmost Golgi cisterna (C,). Note that the CF is concentrated
at the periphery of the forming granule adhering to its dense content. An empty coated vesicle appears to be in the process of
budding from (or fusing with) the cisterna (arrow). CF is also seen within several vesicles (ve) one of which is coated () in the
Golgi region, within another cisterna with a coated rim {cc), and within a lysosome (ly). Fig. 30 shows CF within multiple (4-5)
stacked Golgi cisternae and around a forming granule (gr). One of the CF-marked cisternae has a coated tip (arrow), suggesting
that a coated vesicle loaded with CF has just fused with it. CF is also seen within numerous vesicies (ve) adjacent to the stacks;
some of these vesicles are coated (c). Fig. 29—X 70,000; Fig. 30—Xx 87,000. From Farquhar (139).

place if the molecules are brought into contact with the proper
Golgi compartments or subcompartments. The route from the
cell surface to the Golgi complex also provides a pathway
whereby various informational molecules from the extracellu-
lar environment (peptide hormones, catecholamines and other
agents) can reach the Golgi complex where they may undergo
modifications as described for surface components and from
where they may influence certain intracellular events. It is now
quite clear that many peptide hormones are internalized by
endocytosis and can reach lysosomes (148). Work primarily by
Bergeron, Posner, and their associates demonstrates that several
hormones (prolactin, insulin) reach bona fide Golgi elements
(149, 150) upon internalization.

It is not yet known whether this uptake is connected with
specific modifications of metabolic events, with the removal
and degradation of hormones, with the regulation of receptor
distribution, or simply with constituitive (continuous) mem-
brane recycling. The physiological meaning of hormone inter-
nalization into Golgi elements, lysosomes, and perhaps other
cell compartments is a most intriguing problem yet to be
resolved.

Summary and Conclusions
We have related herein the major developments of the last

25 years that have brought us to our current level of under-
standing of the structure and function of the Golgi apparatus.
Thirty years ago, when only light microscopes were used in cell
research, the very existence of the Golgi apparatus was ques-
tioned, but electron microscope observations demonstrated that
the complex is a cytological reality and its acceptance was
rapid and general. The conclusion was based primarily on the
reproducible demonstration by relatively simple procedures of
an ubiquitous, characteristic structure.

Initially, our concepts of the functions of the Golgi complex
and traffic within it were rather simplistic. The organelle was
seen as a kind of ‘bottling station’, which existed primarily or
solely for the packaging of secretory products. The cisternae
were believed to move undirectionally from one face to another
across the stack, as on a conveyor-belt in a factory assembly
line, being used up for granule packaging on the trans (then
called mature) face and reformed by new membrane assembly
on the cis (immature) face. As information accumulated, it
became apparent that the complex had the exclusive capability
to modify secretory products by terminal glycosylation, sulfa-
tion, and proteolytic processing of proproteins. Similar modify-
ing activities were detected for membrane proteins. The con-
veyor-belt or assembly line concept was retained, and new data
concerning the role of the Golgi complex in the production and
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FIGURE 31

Somatotroph or growth hormone secreting cell from a male rat incubated 60 min in CF (0.05 mg/ml), illustrating

uptake of CF into multiple Golgi cisternae and secretion granules (sg). CF molecules are also present within multiple vesicles (ve)
in the Golgi region. Note that the CF is most abundant in the three cisternae (1-3) on the trans side of the Golgi stack. The
incoming vesicles carrying the CF appear to fuse preferentially with the trans cisternae. The tracer is packaged along with growth
hormone into the forming granules where it is located between the granule membrane and its dense contents. X 85,000. From

Farquhar (139).

processing of secretory products or membrane components
were interpreted within the framework of this concept. Dia-
grams that reflected this concept of the flow of secretory
products and membranes to and through the Golgi complex
were published repeatedly (13, 15, 38, 63).

Data acquired more recently, however, are not compatible
with these ideas about traffic through the Golgi compiex, and
especially do not support a simple cis-to-trans flow diagram.’

% At present the only case in which a cis-trans movement of Golgi
cisternae appears to be established is that of scale-producing algae
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One set of data concerns the composition of the Golgi mem-
branes themselves. Originally the membrane flow hypothesis
proposed that each Golgi cisterna is immature as it enters the
stack and is progressively modified (matures) in transit across
the stack. However, cytochemical and biochemical data now
available attest to the existence of considerable heterogeneity
among Golgi membranes, and documentation has been pro-

(118). However, this may represent a rare formula connected with the
unusual geometry and size of the product: a whole cisterna is needed
to accommodate each scale under construction.



vided for the existence of specific compositional differences
between adjacent cisternae within a given stack and within the
same cisterna. Also, data on the recycling of secretion granule
membranes (137) (diagramed in Fig. 32) are not in agreement
with the old flow diagrams. These diagrams should be revised
to take into account the multiple formulae that are now known
to be involved in biogenesis and transport of membrane con-
stituents, as well as recent data concerning the mechanisms and
pathways for transport of secretory products and lysosomal
enzymes. Although the new data are not compatible with a
simple cis-to-trans flow diagram, they are in agreement with
the following conclusions:

(a) Individual Golgi cisternae, like other cell components,
retain the specificity of their membranes.

(b) Transport of both secretory products and membrane
components is largely effected by vesicular carriers,
which interact (fuse) preferentially with the dilated rims
of the cisternae.

(¢) Each Golgi cisterna is a mosaic in which differentiated
domains are maintained in the plane of the membrane
by means so far unknown.

(d) The dilated rims of the Golgi cisternae represent a
special subcategory of Golgi membranes that differ
from the rest in their protein composition and enzymic
activities.

(e) The main flow of both the secretory products from the
rough ER and the secretion granule membrane recycled
from the cell surface is to the dilated rims of multiple
Golgi cisternae.

(/) In cells that concentrate their secretory products, traffic
from the cell surface is heaviest to the transmost Golgi
cisternae where concentration takes place.

These conclusions (137), which are based on information
about the three major types of traffic on which we have some,
albeit limited, knowledge—i.e., secretory proteins, recycled
granule membranes, and intrinsic membrane proteins—are
accommodated by the diagram depicted in Fig. 33. The path-
way taken by other types of membranes and products that are
known to pass through the Golgi complex, such as lysosomal
enzymes and lysosomal shuttles, cannot yet be drawn with
certainty.

Golgi
Cisternae

Cis

FiGURe 32 Diagram showing routes which can be taken by surface
membrane to reach the stacked Golgi cisternae in secretory cells.
Following exocytosis of secretory granules (——), patches of surface
membrane are recovered by endocytosis (- - -) and fuse with the
dilated rims of multiple stacked Golgi cisternae or with lysosomes.
The recovered membrane may fuse first with the membrane of
lysosomes (—.—) and then with that of Golgi cisternae or may
reach the latter directly (- - -). The available evidence suggests that
both routes are used in different cell types. From Farquhar (137).

=< Pathway followed by recycling membranes

FIGURE 33 Flow diagram illustrating the proposed routes taken by
membranes (left) and secretory products (right) to and through the
Golgi complex. The available evidence suggests that small transport
vesicles which bud from the transitional elements of the rough ER
and fuse with the dilated ends of multiple Golgi cisternae are
involved in this operation. The secretory proteins (shown to the
right) move vectorially and become concentrated in the trans Golgi
cisternae where they are packaged into granules. The dotted line
indicates that secretory proteins may be moved sequentially from
cisterna to cisterna. The membrane vesicles (shown to the left)
which serve to ferry secretory proteins, pinch off and return—i.e,,
recycle, back to the transitional elements of the rough ER.

It is clear that a major function of the Golgi complex is to
sort secretory, lysosomal, and certain membrane proteins and
to direct them to their correct intracellular or extracellular
destinations. Fig. 34 is a tentative interpretation of sorting
mechanisms in a Golgi cisterna seen en face. The position of
the sorting devices in the Golgi stack is unknown. They may
be present in different or in the same cisternae.

In revising the membrane flow-differentiation hypothesis the
most important point to take into account is that each cell
inherits at birth a complete set of differentiated membranes
from its mother (151)—it does not have to differentiate ER
membrane into either Golgi membrane or plasmalemma, but
it must retain the biochemical specificity of each of these
membranes. This appears to be achieved, not by converting
one type of membrane into another, but by controlling the
traffic from the sites of synthesis to the sites of final assembly
for either protein molecules or membrane vesicles, so that only
appropriate components are assembled in each membrane
(152). Retention of biochemical specificity also requires non-
random removal of membrane carriers from at least one of the
interacting compartments. The only ‘differentiation’ estab-
lished so far for membrane proteins that move down the
secretory pathway does not exceed the usual posttranslational
modifications—i.e., terminal glycosylation and partial prote-
olysis undergone by many proteins and most glycoproteins that
pass through the Golgi complex.

Although the proposed formulations accommodate our cur-
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A to plasmalemma

\ to secration
granule

from ER
from ER

to secretion
granule

Lysosome

—3 Pathway followed by secretory proteins
----= Pathwoy followed by lysosomal enzymes
——» Pathway followed by plasmalemmal proteins

FIGURE 34 Diagram of a Golgi cisterna viewed en face showing the
presumed routing of the biosynthetic traffic of membranes and
secretory products along its dilated rims. Four types of traffic are
depicted: (1) ER — Golgi; (2) Golgi — lysosomes; (3) Golgi —
condensing granules or vacuoles; and (4) Golgi — plasmalemma. in
all cases, transport is assumed to be effected by vesicular carriers
which must possess specific receptors for transported species on
their inner (cisternal) surfaces and appropriate recognition signals
for the receiving compartment on their outer surfaces. In two cases
(types 2 and 3) there is evidence that coated vesicles are involved.
In only one case (type 2) is the specific recognition marker (man-
nose-6-phosphate) known. The large dots attached to the mem-
brane represent the receptor and the small dots the lysosomal
enzymes. Most of the traffic is assumed to move along the dilated
periphery of the cisterna (solid lines) rather than through its flat-
tened central region (dotted lines, shaded area).

rent knowledge, it can be safely anticipated that in another 25
years—ar even sooner—they, too, will prove to be far too
simplistic. The reasons should be clear: first, the biological
sciences, especially cell biology, are advancing at a remarkably
rapid rate. In addition, information on the complexity of the
Golgi complex, which appears to be the hub of intracellular
traffic, and the multiplicity of its connections continues to
accumulate as a result of new findings. In the meantime,
however, these new formulations may provide a useful frame-
work to be tested and validated or modified by further exper-
iments.
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Cilia and Flagella of Eukaryotes

I. R. GIBBONS

The simple description that cilia are “contractile protoplasm in
its simplest form” (Dellinger, 1909) has fallen away as a mean-
ingless phrase . .. A cilium is manifestly a highly complex and
compound organ, and . .. morphoiogical description is clearly
only a beginning.

Irene Manton, 1952

As recognized by Irene Manton (1) at the time that the basic
9 + 2 structural uniformity of cilia and most eukaryotic flagella
was first becoming recognized, these organelles are sufficiently
complex that knowledge of their structure, no matter how
detailed, cannot provide an understanding of their mechanisms
of growth and function. In our understanding of these mecha-
nisms, the substantial advances of the intervening 28 years
have, for the most part, resulted from experiments in which it
has been possible either to correlate changes in structure with
the changes in waveform that occur during a normal beat cycle,
or to make experimental changes in the structure, chemical
properties, or mechanical loading of the organelle, and then
relate these to the consequent changes in its motility. Research
has thus tended to concentrate on organisms in which the cilia
or flagella are suitable for study by as many techniques as
possible.

The number of organisms that readily yield sufficient cilia
or flagella for protein chemistry is relatively small. Among
these, the flagella of sea urchin spermatozoa have proved the
most favorable for many purposes because their length of 40-
50 um is sufficient for detailed measurement of wave param-
eters, and they are rugged enough for the demembranated
flagella to be reactivated easily with adenosine triphosphate
(ATP). The availability of mutants with altered flagella makes
Chlamydomonas also a highly favorable material, although
observation of the detailed pattern of motility is more difficult
because the flagella are only 12-15 um long. Cilia of Tetrahy-
mena have been used as a source of ciliary proteins, and cilia
of molluscan gills can also be obtained in good quantity, but,
in both cases, observations of their motility are difficult 1o
achieve, and have been useful mainly for investigating condi-
tions that induce ciliary reversal or arrest. For experiments that
do not involve protein chemistry, a broader choice of organisms
is available, including protozoa with a wide range of motility
patterns and metazoa whose sperm flagellar structure differs
substantially from the usual 9 + 2 organization.

I R. GIBBONS Pacific Biomedical Research Center, University of
Hawaii, Honolulu, Hawaii

Early Developments

Among the most notable steps in the history of early studies
on cilia and flagella were the initial light microscope observa-
tions of beating cilia on ciliated protozoa by Anton van Leeu-
wenhoek in 1675; the hypothesis proposed by W. Sharpey in
1835 that cilia and flagella are active organelles moved by
contractile material distributed along their length rather than
passive structures moved by cytoplasmic flow or other contrac-
tile activity within the cell body; and the observation in 1888-
1890 by E. Ballowitz (2) that sperm flagella contain a substruc-
ture of about 9-11 fine fibrils which are continuous along the
length of the flagellum (Fig. 1). More detailed accounts with
full references to this early work and to other studies before
1948 can be found in the monographs of Sir James Gray (3)
and Michael Sleigh (4). Several of the observations and hy-
potheses that are often regarded as recent were anticipated in
this early work. However, it is fair to note that it is only in
retrospect that the significance of these findings becomes ap-
parent, and that they were by no means generally accepted at
the time because the techniques required to confirm and extend
them were, of course, not then available.

The foundations for many aspects of the more recent work
on cilia and flagella were established, largely independently of
each other, in the period 1949-1955. The use of dark-field light
microscopy to study sperm motility was initiated by Lord
Rothschild and Michael Swann in 1949 (5), and was extended
in 1955 to photographic recording of the waveforms of the
single flagellum of sea urchin spermatozoa by Sir James Gray
(6). Formulations for calculating the hydrodynamic forces
resulting from different flagellar waveforms were developed in
1951 by Sir Geoffrey Taylor (7), and were further developed
and shown to account for the translational velocity of sea
urchin spermatozoa by Gray and G. Hancock (8). The basic
cylindrical 9 + 2 structural organization of the axoneme was
first deduced in 1949 by G. Grigg and Allan Hodge from
studies of splayed flagella of cock sperm (9). In 1952 the
widespread uniformity of this 9 + 2 organization in cilia and
eukaryotic flagella was recognized for algae and lower plants
by Irene Manton and G. Clarke (10), and for cilia of inverte-
brate and vertebrate animals by Don Fawcett and Keith Porter
(11); within a year, however, the occurrence of variations in
this basic pattern in the sperm flagella of some animals had
been shown by C. Challice (12) and by John Bradfield (13).
The work of Hartmut Hoffmann-Berling (14) in 1955 showed
that it was possible to reactivate flagellar motility by addition
of exogenous ATP to cells in which the selective permeability
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FIGURE T Drawing showing the substructure of the flagellar axo-
neme in a spermatozoon of the chaffinch, Fringilla caelabs. 11
“elementary fibrils” (Fs) are depicted in the frayed axoneme and
presumably correspond to the 9 + 2 tubules known today. Addi-
tional density may have been contributed by the nine peripheral
fibers associated with the nine doublet tubules in sperm of this
species. The basal body (EK) is shown at the proximal end of the
axoneme. The preparation was made by maceration of unfixed
spermatozoa and stained with Gentian violet. Ballowitz, 1888 (2).

of the membrane has been destroyed by treatment with 50%
glycerol. Studies of Chlamydomonas by Ralph Lewin in 1952-
1954 (15-17), showed that mutants could be obtained with
paralyzed flagella and laid the basis of complementation ex-
periments in which the motility of the paralyzed flagella is
rescued in the dikaryon formed by mating the mutant cells
with those of wild type. In related studies at approximately the
same time, Lewin demonstrated that uniflagellate cells of Chla-
mydomonas attached to a glass surface would glide steadily
across the surface, flagellum leading, apparently because of
interactions between the flagellar membrane and the axoneme
within it. This work also provided a basis for the study of
flagellar regeneration by showing that Chlamydomonas that
had resorbed their flagella would grow new flagella within 90
min of being transferred to liquid medium in the light.

Knowledge of the principal proteins responsible for motility
in cilia and flagella lagged behind the developments mentioned
above by about 10 years. Several workers in the 1940s and
1950s, including V. Engelhardt (18), S. Burnasheva (19), Leon-
ard Nelson (20), Hideo Mohri (21), Jack Tibbs (22), Frank
Child (23), and Sir John Randall and co-workers (24), devel-
oped procedures for isolating flagella from spermatozoa of
various animals and cilia from Tetrahymena, and demonstrated
the presence of ATPase activity in the isolated organelles.
However, attempts to characterize the axonemal proteins were
hindered by the assumption that they were closely related to
actomyosin from muscle, and by their apparent insolubility
under mild conditions. In 1963, Ian Gibbons (25), using cilia
isolated from Tetrahymena, found that this apparent insolubil-
ity was due to the ciliary membrane surrounding the axoneme.
After the membrane had been removed with digitonin, the
ciliary adenosine triphosphatase (ATPase) protein was ex-
tracted selectively and found to have properties very different
from those of the muscle ATPase, myosin.

Knowledge of the physiology and biochemistry of cilia and
flagella prior to the early 1950s is well summarized in the
classic monographs of Sir James Gray (3) and of Thaddeus
Mann (26). Among the many surveys of subsequent work are
the 1962 monograph of Michael Sleigh (4) and its successor
volume of review articles published in 1974 (27), the second
edition of Mann’s monograph (28), and the valuable reviews
of sperm motility by David Bishop (29) and those of structure
and function by Keith Porter (30), Don Fawcett (31), and Peter
Satir (32). Detailed reviews of more recent work on ciliary and
flagellar motility include those of John Blake and Sleigh (33),
Michael Holwill (34), and Joseph Blum and Michael Hines
(35).
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Structure

To a large extent, the increasing knowledge of the structure
of cilia and flagella during the past 28 years is the result of
continued improvements in the techniques of specimen prep-
aration for electron microscopy and for analysis of the resultant
images. Although careful interpretation enabled a correct re-
construction of the basic axonemal structure of a cylinder of
nine doublet tubules surrounding two central tubules from
shadow-cast samples of splayed axonemes (Fig. 2) (1, 9, 10),
this structural organization was more directly apparent to
Fawcett and Porter in 1954 (11, 37) when they used the newly
developed technique of thin sectioning to examine various
ciliated epithelia. In addition to observing the 9 + 2 organiza-
tion, they were able to say that only the nine outer tubules were
doublets, whereas the two central tubules were singlets, and
also to determine that the plane of beat was perpendicular to
the plane of the central tubules (Fig. 3 a,b)

The enhanced contrast obtained by heavy-metal staining
substantially increased the amount of structural detail visible
in the axoneme. In 1959, Bjorn Afzelius (38) used a 40%
solution of OsO, in CCL to fix sea urchin spermatozoa, and
was able to visualize an irregular double row of arms along
one side of each outer doublet tubule in the axoneme, as well
as sets of radial spokes that linked the arm-bearing component
of each doublet to an undefined structure in the central region
of the axoneme. Afzelius noted that the asymmetrical position
of the arms made it possible to number the outer doublets in
an unamibiguous manner (Fig. 3 ¢,d)

In the following year, Gibbons and A. V. Grimstone (42)
obtained a further improvement in preservation and contrast
by using epoxy resin, as developed by Audrey and Richard
Glauert, to replace methacrylate as an embedding medium,
and by staining the cut sections on a solution of uranyl acetate
in 50% ethanol. Application of this procedure to flagellated
protozoa confirmed the presence of most of the additional
axonemal structures reported by Afzelius. In addition, it dis-
closed a more regular double row of arms along one side of
each outer doublet tubule, a region of increased density near
the middle of each of the nine radial spokes that was interpreted
as a cross section through one of a set of longitudinally oriented
“secondary fibers,” and the presence of a central sheath, con-
sidered possibly helical, enveloping the two central tubules as
reported earlier by Manton (1, 10, 36), but not previously
observed in sectioned material. The large number of flagella in
these protozoa and the regular arrangement of their attach-
ments to the cell body made it possible to give a substantially
more detailed account of both the structure of the basal body
at the cytoplasmic end of each flagellum, and the transition
zone between the basal body and the shaft of the flagellum.
The basal body consists of a cylinder of nine triplet tubules,
with the plane of each triplet skewed in toward the center of
the basal body, and a cartwheel-like structure in the lumen of
the proximal portion of the basal body. The three component
tubules of each triplet in the basal body were designated as A,
B, and C (Fig. 4 a,b). In the transition zone between basal body
and flagellum, the C tubules terminate, whereas the A and B
tubules continue into the flagellar shaft where the A tubule of
each doublet acquires the double row of arms. The two central
tubules of the flagellum terminate in the upper portion of the
transitional region, and do not continue into the basal body.

A study of the gill cilia of the lamellibranch Anodonta (39)
showed that the structural organization of the cilia, transition
regions, and basal bodies was generally similar to that in the
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(a) Disintegrated flagellum of seaweed Pylaiella. Shadow-cast preparation showing “ladders” between doublet tubules,

now interpreted as stretched nexin links. Manton, 1954 (36). ( b) Same, with flagellum of moss Sphagnum, showing battlements on
doublet tubules, now interpreted as paired radial spokes. Manton and Clarke, 1952 (10). (¢) Diagrammatic reconstruction of
flagelium of Sphagnum spermatozoid, prepared on the basis of b, and other contemporary micrographs. Manton and Clarke, 1952

(10).

flagellated protozoa; however, there were some differences in
the pattern of linkages in the transition region; in the presence
of a dense basal plate that ran across the lumen of the cylinder
of doublets out to a constriction of the ciliary membrane,
appearing to seal off the intraciliary matrix from the general
cell cytoplasm; and in the presence of paired cross bridges
spanning the gap between the central tubules in the cilia. The
cilia also had a more definite structural polarity (Fig. 3 ¢f), as
indicated by a cross bridge between one particular pair of
doublets (nos. 5 and 6) and a cross-striated, conical “foot”
projecting from one side at the basal body. In all four types of
ciliated cell on the gill epithelium, the direction of effective
stroke in the ciliary beat cycle was toward the 5-6 bridge in the
cilia and the foot on the basal body, with the plane of beat
perpendicular to the plane of the two central tubules as reported
previously by Fawcett and Porter (37).

The position of the arms on one side of the doublet tubules
in cilia and flagella and the inward skew of triplet tubules in
basal bodies give the structure an enantiomorphic asymmetry.
In the studies of flagellate protozoa and gill cilia discussed
above, as well as in a variety of other organisms surveyed (42,
43), the arms on the doublets have been found always to point
clockwise, and, correspondingly, the triplets of a basal body
are always skewed inward passing clockwise. (All orientations
of structure and movement in this review are given as they
would be seen by an observer looking outward along the
organelle from its basal end.)

Application of the negative contrasting procedure, first de-
scribed by Cecil Hall in 1955 (44) and developed for viruses by
Sidney Brenner and Robert Horne, to the study of cilia and
flagella enabled Jean André and Jean-Paul Thiéry (45) and
Daniel Pease (46) to determine that the walls of flagellar
tubules consist of longitudinally oriented protofilaments that
were about 4 nm wide, and had a periodicity of about 8 nm
along their length. More detailed information was obtained by
Grimstone and Aaron Klug (47), who used optical diffraction

of electron microscope images to analyze the arrangement of
subunits in the walls; they reported that the surface lattice had
a basic repeat of 4.0 X 5.0 nm, with a displacement in the
relative radial positions of alternate subunits giving the actual
repeat of 8.0 nm. Further development of the optical diffraction
procedure by David DeRosier and Klug permitted three-di-
mensional image reconstruction by computer analysis of the
digitized image of an object with helical symmetry. Application
of this procedure to the singlet tubule portion of the doublets
near their tip by Linda Amos and Klug (48) indicated that the
wall of the singlet contained 13 protofilaments, and that dimers
in neighboring protofilaments formed a staggered arrangement,
equivalent to the lattice with 8-nm periodicity reported earlier.
These dimers are believed to correspond to the a- and B-
subunits of the tubulin molecule. Reconstruction of the B-
tubule lattice from optically filtered images showed that the B
tubule is also made up of 8.0-nm dimers but differs from the
A tubule in that the dimers are lined up obliquely at a shallow
angle, rather than in a staggered array. X-ray diffraction studies
of tubules have been invaluable in providing a calibration
indicating that the basic longitudinal periodicity is 4.0 nm in
hydrated tubules (49). The number of protofilaments in the
walls of the doublet tubules can be counted in thin sections of
favorable material, and it was shown by Lewis Tilney and co-
workers (41) that this substructure appears particularly clearly
with negative contrast in sections of material fixed with a
mixture of glutaraldehyde and tannic acid. These observations
clearly illustrated that the A component of the doublet is a
complete tubule with 13 protofilaments, whereas the B com-
ponent is an incomplete tubule with 10 or 11 protofilaments
(Fig. 34).

In addition to information about the flagellar tubules, neg-
ative contrasting has also provided much information about
the other structures of the axoneme, particularly about the
radial spokes and the appendages associated with the central
tubules. The radial spokes appear to be rigid structures attached
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FIGURE 3 Increasing knowledge of flagellar and ciliary structure as
depicted by electron micrographs of cross sections with contem-
porary diagrammatic interpretations. (a, b) Cilia on pharyngeal epi-
thelium of frog. Plane of beat is vertical in figure. Fawcett and
Porter, 1954 (37). (c,d) Flagellum of sea urchin spermatozoon.
Afzelius, 1959 (38). (e, f) Lateral cilium of lamellibranch gill epithe-
lium. Plane of beat is vertical in figure, with effective stroke toward
bottom of page. Gibbons, 1961 (39). (g, h) Cilium of Tetrahymena,
printed with ninefold Markham rotational translation. Structure of
doublets and arms is reinforced. Structure of central tubules and
central sheath which do not have ninefold symmetry is lost. Dia-
grammatic interpretation shows structure without rotation. Allen,
1968 (40). (i) lsolated axoneme from sea urchin sperm flagellum.
Fixation with tannic acid and glutaraldehyde reveals protofilaments
in tubule walls with negative contrast. Tilney and co-workers, 1973
(41). (j) Axonemal structures as currently known. M, membrane;
DT, doublet tubule; A, A tubule of doublet; B, B tubule of doublet;
OA, outer arm; |A, inner arm; PF, protofilament; CT, central tubule;
CS, central sheath; CB, central cross bridge; NL, nexin link; RS, radial
spoke; SH, spoke head. Modified from Holwill, 1977 (34). (With
permission. Copyright by Academic Press [London] Ltd.)
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FIGURE 4 Cross sections of flagellar basal bodies in Trichonympha;
(a) distal region; ( b) proximal region. Gibbons and Grimstone, 1960
(42).

perpendicularly to the A tubule, and they are usually easily
visible in axonemes where the tubules have splayed apart. In
such specimens, the structures interpreted earlier as “secondary
fibers” (39, 42) can be seen to consist of longitudinally oriented
heads about 20 nm long, located at the centripetal end of each
spoke. Although the heads on adjacent spokes sometimes
appear to be in contact or to be joined by a thin fiber (50), the
structures do not appear to have a general continuity along the
length of the flagellum, and they are better described by the
term “spoke heads.” The studies of David Chasey, John Hop-
kins, Fred Warner, and others have shown that the spoke
periodicity, originally given as about 27 nm (39), is in fact more
complex and appears based on an overall repeat of 96 nm. In
Sphagnum and Chlamydcmonas, the spokes occur in pairs with
alternate spacings of about 32 nm between members of a pair
and 64 nm between adjacent pairs (10, 51, 52), whereas in
Tetrahymena cilia, lamellibranch cilia, and rat sperm flagella,
the spokes occur in groups of three, with spacings, passing
from base to tip, of 32 and 20 nm between adjacent spokes,
and 24 nm between adjacent triplets (Fig. 5a) (53-56). Re-
gardless of whether the spokes on an individual doublet tubule
occur as groups of two or of three, the spoke groups on the
nine doublet tubules of the intact axoneme occur as a helix
with a repeat of 96 nm. The structure in flagella of Sphagnum
spermatozoids that Manton and Clarke (10) interpreted as a
continuous helix, with a repeat of about 100 nm, situated
between the outer doublets and the central tubules (Fig. 2¢),
is now interpretable as the discontinuous helix formed by
paired radial spokes.

Recent studies of sectioned and negatively contrasted mate-
rial have modified the description of the central tubule complex
given by Gibbons in 1961 (39). The presence of paired, central
bridges connecting the two central tubules at their nearest
points, like double rungs on a ladder, has been confirmed in
various cilia and flagella by Warner and others (56, 57).
However, the helical structure described for the “central
sheath” to which the radial spoke heads attach is incorrect, and
from work originated by Chasey (55, 56), it is now clear that
this structure is composed of two rows of projections arising
from each central-pair tubule, with the projections on one
tubule in close apposition to those on the adjacent tubule (52,
58).

The multiple photographic exposure procedure developed in
1963 by Roy Markham, §. Frey, and G. Hills (59) to enhance
the visibility of periodic structures in electron micrographs has
often proved useful in the study of cilia and flagella, particu-
larly where the nature of the structure did not permit use of
optical diffraction. This procedure was used with a ninefold
rotation by Richard Allen in 1968 (40) to obtain substantially
clearer images of the arms on the doublet tubules of Tetrahy-
mena cilia. The resultant images showed that the outer and
inner arms on each doublet had different profiles, with the



FIGURE 5 (a) Medial longitudinal section of lateral cilium of la-
mellibranch gill, showing triplet groups of radial spokes. Multiple-
exposure Markham print with linear translation. Periodicity given as
86 nm at the time, but now believed to be ca. 96 nm. Brackets on
right indicate two groups of triplets. Orientation is with ciliary basal
end downward. Warner and Satir, 1974 (53). (b) Group of doublet
tubules in ATP-disintegrated cilium of Tetrahymena, negatively
contrasted with uranyl acetate. Note the basal tilt of the free arms
on the doublet at left. Two-exposure Markham print with linear
translation of 24 nm. Warner and Mitchell, 1978 (60).

outer arms extending out about 20 nm toward the membrane
and then hooking sharply back toward the center of the axo-
neme, whereas the inner arm curved gently inward and had a
small knob of increased density on its terminal end (Fig. 3 g,h);
similar arm structures have been seen since then in cilia and
flagella of many other species. The rotated images of Tetrahy-
mena cilia also emphasized the presence of frequent connec-
tions between the doublet tubules and the ciliary membrane.

The arms on the doublets tend to become disrupted upon
negative staining, and have been difficult to study with this
procedure. Although in early studies the arms were reported to
have a longitudinal periodicity of 13-16 nm (39, 42), most
recent studies have found a periodicity of about 24 nm (51, 53,
60), and it has been suggested that the lower values obtained
earlier may have been the result of superimposition of inner
and outer arms staggered in their attachment by about half a
period (55). However, the inner arms in Chlamydomonas have
recently been reported to have a periodicity of 45 nm (61),
whereas the structures thought to correspond to rows of de-
tached outer arms from cilia of Tetrahymena had a periodicity
of only 15 nm (62). The extent to which this confusion may be
due to differences among different species is not yet clear. In
the best-preserved preparations, the outer arms usually appear
to be tilted relative to the longitudinal axis of the doublet (Fig.
5b) (51, 60). The appearance of the arms changes with the
angle from which they are looked at, and it may also vary
depending on the presence or absence of ATP (60, 63).

In micrographs of thin sections of cilia and flagella fixed
with most fixatives based on glutaraldehyde and/or OsOy, the
arms on the A tubule of each doublet extend only part way
toward the B tubule of the adjacent doublet (Fig. 3). However,
Nina Zanetti, David Mitchell, and Warner (64) have recently
shown that, when fixation is performed in HEPES buffer with
5-10 mM Mg**, the arms appear to bridge completely the gap
between the pairs of the doublet tubules. The relationship of
these cross bridges to the transient cross bridges between
doublets that are presumed to occur during normal movement
(see below) is not yet clear.

In addition to the radial spokes and the arms, the axoneme
is held together by a set of circumferential linkages that join
the centripetal side of each doublet tubule to that of the next.
These linkages are difficult to see in intact axonemes, and they
were first noted in 1963 by Gibbons (25) in preparations of
Tetrahymena cilia from which the arms, central tubules, and

spokes had all been removed by chemical extraction (Fig. 6 a).
Their presence was confirmed in intact cilia of Tetrahymena by
Allen (40), and in sea urchin sperm flagella by Raymond
Stephens (65), who tentatively identified them with a 160,000~
dalton electrophoretic band and gave them the name “nexin.”
Studies on negative-contrasted material by Romano Dallai, F.
Bernini, and Falco Giusti (66) and by Warner (57) showed that
the nexin links are highly elastic, and that although their
normal length is about 30 nm, they can be stretched to as much
as 250 nm without breaking (57, 67). The longitudinal perio-
dicity of the nexin links is about 96 nm, and, in retrospect, they
can be seen clearly in the micrographs of shadowed flagella
from Pylaiella spermatozoids published by Manton in 1954
(Fig. 2a) (36).

FIGURe 6 Cilia isolated from Tetrahymena and demembranated
with digitonin. (a) Insoluble fraction after dialysis against 0.1 mM
EDTA, 1T mM Tris/HCl, pH 8. Nexin links can be seen joining
adjacent doublet tubules and are believed responsible for maintain-
ing the integrity of the axonemal cylinder of nine doublet tubules
after the central tubules, radial spokes, and dynein arms have been
removed. {b) Same preparation after recombination with soluble
ATPase fraction in presence of 2 mM Mg?*; note reappearance of
arms. Gibbons, 1963 (25).

The widespread uniformity of the 9 + 2 structural organi-
zation in cilia and flagella of different species is well known,
and a current concept of the components visible in cross
sections is presented in Fig. 3. However, variations do occur.
The most common consist of additions exterior to the 9 + 2
structure, such as the mastigonemes found on many algal
flagella (36), and the linkages that join the multiple axonemes
of compound cilia (39, 68), rather than changes in the 9 + 2
structure itself. The sperm flagella of mammals, gastropods,
and many insects contain an additional set of nine peripheral
fibers situated centrifugal to the usual 9 + 2 axonemal core as
well as an extension of modified mitochondria along much of
their length. Whether the nine peripheral fibers are passive
structures whose function is to strengthen the flagellum, or
whether they contribute actively to flagellar motility is contro-
versial. The studies of David Phillips (69) show that, among
mammals, the sperm flagella of species in which the peripheral
fibers are thickest have a relatively low amplitude of beating,
suggesting that these fibers are major factors in flagellar stiff-
ness; analysis of the isolated fibers by Baccio Baccetti, Vitaliano
Pallini, and Anna Burrini (70) has shown that they are com-
posed of a keratin-like protein with no detectable ATPase
activity. The structure of the peripheral fibers, however, in
electron micrographs appears similar to that of the single fiber
in the undulating membrane of toad spermatozoa, and the
work of Mario Burgos and Fawcett (71) has shown that this
undulating membrane is motile with a beat frequency different
from that of the flagellum proper. Similarly, the sperm flagella
of several species of insect have been shown to propagate
simultaneous bending waves of two different frequencies (72),
suggesting the presence of two distinct motile mechanisms.

Variations in the basic 9 + 2 organization itself are less
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widespread, although fairly numerous examples have been
described (72, 73). Patterns reported in motile sperm flagella
include 9 + 0,9 + 1,9 + 3, and 9 + 7; patterns of 12 + 0 and
14 + 0 have also been reported, but in these cases the doublets
lack arms, and the spermatozoa are nonmotile. The 9 + 0
flagella in eel spermatozoa (74), and the 6 + 0 and 3 + 0
flagella in sporozoan gametes (75-77) are of particular func-
tional interest (see below).

Composition

The first unequivocal characterization of the major protein
components of cilia and flagella was performed by Gibbons
and collaborators using cilia isolated from Tetrahymena. In a
series of studies between 1963 and 1968, procedures were
developed for isolation and characterization of the two major
axonemal proteins, the ATPase protein responsible for mech-
anochemical energy transduction and the principal structural
protein of the ciliary tubules, which account for about 15% and
70% of the total axonemal protein, respectively. A principal
reason for the success of these experiments in opening up the
field of ciliary and flagellar proteins for study was that the
isolation of the cilia and the effects of successive extractions
were monitored by the high-resolution electron microscopy
permitted by heavy-metal staining of thin sections. This en-
abled the conditions to be adjusted to optimize the structural
preservation of the cilia during their isolation and the selective
removal of particular components during the successive extrac-
tions. After the ciliary membranes had been removed with
digitonin, the proteins of the ciliary axonemes could be frac-
tionated by dialysis against EDTA at low ionic strength, which
solubilized almost all of the axonemal ATPase activity but only
about 30% of the protein (25). Examination of the insoluble
residue showed that it consisted of the outer doublet tubules
alone, still largely arranged in cylinders of nine; the other
structural components, including the arms, central tubules, and
radial spokes, were almost completely removed (Fig. 6 a). The
axonemal structure could be partially reconstituted by restoring
Mg?* to the dialyzed preparation, which resulted in about half
of the solubilized protein and ATPase activity becoming re-
bound to the doublet tubules. Electron microscopy showed that
a high percentage of the arms had been restored to their
original positions on the doublet tubules (Fig. 6 ). This cor-
relation of the presence or absence of ATPase activity with the
presence or absence of the arms was taken to indicate that at
least part of the axonemal ATPase was located in the arms.

Study of the physicochemical properties of the solubilized
axonemal ATPase by Gibbons and Arthur Rowe (62) con-
firmed that its properties were quite distinct from those of the
muscle ATPase, myosin; the name “dynein” (after dyne = a
unit of force) was proposed for the axonemal ATPases and
other related ATPases associated with microtubule systems.
The dynein from Tetrahymena cilia occurred in two forms with
sedimentation coefficients (slow) of 14S and 308, and average
molecular weights of 600,000 and 5,400,000, respectively. Elec-
tron microscopy of shadow-cast particles showed that the 145
dynein consisted of globular particles measuring about 14 X 9
X 9 nm, whereas the 30S dynein consisted of rodlike particles
of variable length, with a globular substructure repeating at a
period of about 14 nm. Detailed examination of the recombi-
nation of the two forms of dynein to extracted axonemes
indicated that only the 30S dynein was capable of rebinding
and restoring the arms on the doublets, and that little 14S
dynein became bound under the same conditions (78).
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Extensive further studies have been performed on the en-
zymic properties of the two forms of dynein from Tetrahymena.
The reports of Gibbons, of Blum and collaborators (35), and
of Issei Mabuchi, Takashi Shimizu, and Ichiro Kimura (79)
have shown that the ATPase activity of 30S dynein can be
activated two- to sixfold by any of a number of treatments
including high concentrations of salt, mild heating, acetone,
SH reagents, and amino reagents, whereas the same reagents
applied to 14S dynein usually cause only inhibition. Although
30S dynein can be broken down to 148 particles by sonication
or by brief treatment with trypsin, the properties of these
particles are not the same as those of the 14S dynein obtained
directly by extraction at low ionic strength (35).

The development by A. Shapiro, E. Vifiuela, and J. Maizel
(80) of the technique of electrophoresis in polyacrylamide gels
containing Na dodecyl SO,, which enables easy analysis of the
number and size of distinct polypeptides in a sample, had a
major impact on studies of the composition of cilia and flagella.
In 1970-1973, Richard Linck applied this technique to the
study of axonemes and semipurified axonemal extracts con-
taining 14S dynein ATPase from gill cilia and sperm flagella
of the lamellibranch mollusc Aequipecten, and found that the
presence of dynein ATPase activity was correlated with the
presence of the upper of a closely spaced pair of slowly
migrating electrophoretic bands with apparent molecular
weights of 450,000-500,000 daltons (81). Subsequent studies
have confirmed that at least a major part of the dynein ATPase
copurifies with the slower migrating band, but have reported
somewhat smaller values for the high molecular-weight poly-
peptides, in the range 300,000-350,000 daltons (82). The pres-
ence of one or more polypeptides in the 300,000-350,000 dalton
range appears to be a characteristic property of dynein that
distinguishes it from myosin and other ATPases.

Improvements in electrophoretic techniques, like improve-
ments in electron microscopy, have revealed additional layers
of complexity (Fig. 7). In 1976, Gibbons and colleagues (85)
reexamined sea urchin sperm axonemes and were able to
resolve four high molecular-weight bands in the same region
as the two bands observed earlier. A further improvement in
resolution was obtained by using the discontinuous-pH Na
dodecyl SO, procedure of Ulrich Laemmli (86), and in 1979
Christopher Bell, Earl Fronk, and Gibbons (83) resolved as
many as eight distinct high molecular-weight bands in this
same region (Fig. 7b). A similar electrophoresis procedure
applied to axonemes of Chlamydomonas flagella by Gianni
Piperno and David Luck (84) resolved 10 bands with apparent
weights between 300,000 and 330,000 daltons. Analysis of
axonemes from spermatozoa of species in which the axonemal
structure is simplified have shown a roughly parallel decrease
in the number of high molecular-weight bands present (74). In
these very high-resolution gel systems, the relative mobilities
of different high molecular-weight bands vary even between
closely related species, and it has not yet been possible to
identify which bands correspond to functionally equivalent
polypeptides in axonemes from different species.

Fractionation of the axonemal proteins containing the var-
ious high molecular-weight polypeptides, either by differential
extraction (81, 85) or by chromatography on hydroxyapatite as
used by Kazuo Ogawa and Mohri (89, 91, 92), has indicated
that several, although probably not all, of these proteins have
ATPase activity. Gibbons and colleagues have distinguished
dynein 1 and dynein 2 as two electrophoretically distinct
isoenzymic forms from sea urchin sperm axonemes (85, 88).
Dynein 1, which constitutes the outer arms, can be solubilized
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FIGURE 7 (a) Electrophoresis of axonemes from sea-urchin sperm flagella on 4% polyacrylamide gel in presence of 0.1% Na
dodecyl $Q., 50 mM phosphate buffer, pH 7.0. DHC indicates the group of dynein heavy chains migrating at a position
corresponding to ca. 330,000 molecular weight; T indicates tubulin migrating at 55,000 molecular weight. Gibbons and Fronk, 1975
(unpublished). (b) Similar sample electrophoresed on Laemmli discontinuous pH Tris-Cl/Na dodecyl SO4 system. Run was
continued for twice time required for dye front to reach bottom of gel. Complex of high molecular weight bands containing
dynein heavy chains now shows 8 bands. Bell, Fronk, and Gibbons, 1980 (83). (¢) Autoradiogram of polyacrylamide slab gel used
for two-dimensional separation of polypeptides in whole axonemes of Chlamydomonas. Horizontal separation between spots
derives from isoelectric focusing (first dimension), with the more basic polypeptides lying on the right. Vertical separation derives
from electrophoresis in the presence of Na dodecyl SO, and corresponds to differences in molecular weight. Only a portion of the
original gel is shown, comprising the molecular weight range between 130,000 and 15,000 (see marker on left). The large streak is
formed by the tubulin polypeptides, which are heavily overloaded in order to detect minor axonemal components. Piperno and

Luck, 1979 (84).

as a 218 particle of 1,250,000 daltons with a complex polypep-
tide composition, and retains functional capability to rebind
and restore the beat frequency of dynein-depleted sperm fla-
gella (87, 90). This 21S form of dynein 1 can be dissociated
into smaller particles that retain ATPase activity, but have lost
the ability for functional recombination (87). Ogawa (91) has
used trypsin digestion to isolate a 400,000 dalton fragment of
dynein 1 that retains ATPase activity, but has lost the ability
to rebind to dynein-depleted axonemes. An antibody prepared
against this tryptic fragment inhibits the ATPase activity of
dynein 1, but not that of dynein 2 (88, 92). The 14S and 30S
dyneins from Tetrahymena cilia are also isoenzymic forms with
electrophoretically distinct heavy chains (79). Dynein extracted
from Chlamydomonas flagella by Takahiko Watanabe and
Martin Flavin showed two forms sedimenting at 13S and 18S
(93), and further chromatographic separation by Piperno and
Luck (84) has indicated the presence of at least three isoenzymic
forms of dynein with electrophoretically distinct heavy chains.
In two Chlamydomonas mutants lacking outer arms, pf13 and
pf22, the 13S and i8S ATPases are both missing, suggesting
that the outer arms in these flagella contain two ATPase
proteins. The set of polypeptides missing in a mutant lacking
inner arms, pf23, shows no overlap with those missing in the
outer arm mutants (61).

A characterization of the protein constituting the walls of
ciliary tubules was begun in 1963 by Gibbons (25) and ex-
tended in 1966-1968 by Fernando Renaud, Rowe, and Gib-
bons (94, 95), who employed both acetone powders of whole
cilia from Tetrahymena, and preparations of doublet tubules
isolated by selective solubilization. The tubule protein was
found to migrate as two closely spaced bands of equal intensity
upon electrophoresis in polyacrylamide gels containing 8 M
urea, to possess an amino acid composition resembling that of

actin, and to exist as a 6.0S dimer of 108,000 daltons at low
ionic strength and as a monomer of approximately 55,000
daltons in 8 M urea or in 5 M guanidine-HCl. Studies by
Stephens, Renaud, and Gibbons (96) also showed that the
dimer of tubule protein from cilia and sperm flagella contained
2 mol of mixed guanine derivatives, half of which were tightly
bound. At this time, the tubule protein appeared to have many
properties resembling actin, but shortly afterward the generally
accepted weight of actin was revised sharply downward from
57,000 to 46,000 daltons (97), and it became clear that the two
proteins were distinct.

At approximately the same time as the above work on cilia
and flagella, Gary Borisy and Edwin Taylor (98) were studying
the properties of a 68 colchicine-binding protein found in tissue
culture cells and in several types of tissue containing high
densities of microtubules, and they proposed that this protein
was a subunit of microtubules. In a related study, Michael
Shelanski and Taylor (99) used brief dialysis in the usual
Gibbons fractionation procedure to isolate a 6S colchicine-
binding protein from sea urchin sperm flagella, and identified
it as the protein of the central tubules.

On the basis of its distinct amino acid composition, the
protein of flagellar tubules was given the generic name “tubu-
lin” by Mohri (100). Attempts to repolymerize tubulin from
Tetrahymena cilia and from sperm flagella by Renaud et al.
(94) and by Stephens (101) yielded only fibers and ribbons of
protofilaments. Repolymerization of tubulin into intact tubules
that had the same properties as naturally occurring tubules was
first achieved with brain tubulin incubated in the presence of
GTP at 37°C by Richard Weisenberg in 1972 (102). This
discovery made it possible to purify tubulin by cyclic assembly/
disassembly of tubules. An equivalent repolymerization of
tubulin from cilia or sperm flagella was not achieved until
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1976, when Ryoko Kuriyama (103) showed that tubulin solu-
bilized from flagella by sonication would repolymerize under
the standard conditions used to polymerize brain tubulin. The
resulting tubules are singlets, and their stability is more like
that of labile brain microtubules than that of flagellar doublets.

Although earlier workers had noted differences in the rela-
tive stability of different types of microtubules, these differ-
ences were first systematized by Olav Behnke and Arthur Forer
(104), who distinguished four classes—cytoplasmic, ciliary or
flagellar central pair, B tubule, and A tubule, in order of
increasing stability. The subunit composition of the tubulin
dimer was for a time confused with differences among these
stability classes, but in 1971 several groups of workers inde-
pendently showed that cytoplasmic tubules from a single source
gave rise to two closely spaced bands of equal intensity when
electrophoresed under appropriate conditions, and concluded
that the 110,000 dalton 6.0S tubulin molecule was probably a
heterodimer composed of a- and S-subunits (105). These a-
and B-subunits were isolated electrophoretically from tubulin
of chick embryo and of sea urchin spermatozoa by Richard
Luduefia and Don Woodward (106), who then used cyanogen
bromide peptide-mapping and a partial amino acid sequence
to show that the a- and B-subunits were similar but distinct
polypeptides, and that the sequence of each had been highly
conserved during evolution. Microheterogeneity has been re-
ported in the a- and S-chains of tubulins from different types
of tubules and organelles (107), but it is not yet clear whether
this results from multiple a- and S-tubulin genes or from
posttranscriptional modifications.

In addition to the major components, dynein and tubulin,
axonemes contain a large number of minor components present
in relatively small quantity. The number of minor polypeptides
is such that they can be resolved adequately only on a two-
dimensional system (Fig. 7 4, ¢). The application of such tech-
niques to flagella was pioneered by Piperno, Bessic Huang,
and Luck (108), who analyzed *S-labeled axonemes from
Chlamydomonas by an isoelectric-focusing/Na dodecyl SO,-
electrophoresis procedure modified from that developed by
Patrick O’Farrell. In its present state of refinement, this pro-
cedure reveals as many as 180 polypeptides (Fig. 7¢) (84).
Flagella from the paralyzed mutant pfl4, which completely
lacks radial spokes and spoke heads, are missing 12 polypep-
tides, whereas those from pfl, in which only the spoke heads
are absent, lack 6 polypeptides that are a subset of the 12
missing in pfl4. Subsequent study of flagella in which motility
was rescued in the dikaryon formed by mating with wild type,
together with analysis of UV-induced revertants, enabled iden-
tification of the two polypeptides that are the mutant gene
products in pfl and pfl4 (109).

Piperno and Luck (110) have used chromatography on a
DNase 1 affinity column to purify a component from Chlam-
ydomonas flagella axonemes that appears identical with -
actin, It constitutes about 1.5% of the axonemal protein, cor-

responding to a molar ratio of 1:40 relative to tubulin and may
be associated with one of the high molecular-weight polypep-
tides, but its significance in flagellar function is unknown.
Other recent work by Gordon Jamieson, Thomas Vanaman,
and Blum (111) has shown that chromatography on a chlor-
promazine affinity column can be used to isolate calmodulin
from Tetrahymena cilia. Calmodulin occurs partly associated
with the 14S dynein fraction and is presumably involved in the
mechanisms by which Ca®" regulates the direction of beating.

Wave Parameters and the Hydrodynamics
of Propulsion

As discovered by Gray in 1955 (6), the flagellar beating of
marine invertebrate spermatozoa, such as those of sea urchin,
is nearly planar and almost ideal for waveform analysis. When
these spermatozoa encounter an obstructing surface, such as
the bottom of an observation dish, they become trapped by it
and, without actually being tethered, they swim in repeated
circles, with their plane of flagellar beat parallel and close to
the surface, and so remain constantly within the plane of focus.
This circling movement makes possible extended observation
of the wave parameters of an individual sperm flagellum; the
degree of constraint on beating is much less than if the sperm
head were tethered to the surface. Gray reported that the
flagella propagated planar bending waves along their lengths
at a beat frequency of 30-40 Hz, and that at certain stages of
the beat cycle the flagellum had the form of a sine curve (Fig.
8 a), although there was an overall asymmetry in the degree of
bending on the two sides of the flagellum. A subsequent
analysis of sea urchin sperm flagellar movement by Charles
Brokaw (113), who used a 100-us flash to achieve improved
spatial resolution, indicated that the waveform at any instant
could be represented more accurately by a series of circular
arcs joined by short, straight segments than by a sine curve; the
departure of the flagella from a sinusoidal waveform is partic-
ularly evident in spermatozoa with tethered heads (Fig. 8 b,d)
(112, 113). This “arc-line” waveform has been accepted by
most subsequent workers as being a reasonably close approxi-
mation to actual flagellar waveforms, although it has often
been noted that the curvature of bends at certain stages of the
beat cycle is noticeably nonuniform (114, 115). An important
basic parameter of the arc-line waveform is the total angle of
each bend, for in a sliding-tubule mechanism (see below), the
amount of sliding displacement in a bend is proportional to its
angle. In situations where the arc-line curve does not represent
a flagellar waveform with sufficient accuracy, the likelihood of
significant end effects suggests that it may be more helpful to
analyze the waveform numerically rather than by attempting
to fit more refined analytical curves relatable to the underlying
mechanisms involved.

The obvious importance of the motility of mammalian sper-
matozoa in both human and veterinary medicine has led to
fairly numerous studies of their flagellar waveforms. The initial
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FIGURE 8 Flagellar waveforms of sea urchin spermatozoa. (a) Live spermatozoon in seawater. Species: Psammechinus miliaris.
Gray, 1955 (6). (b) Live spermatozoon in seawater. Species: Tripneustes gratilla. Gibbons, 1974 (112). (c¢) Demembranated
spermatozoon reactivated with 1 mM ATP. Species: Tripneustes gratilla. B. Gibbons, unpublished, 1980. (d) Live spermatozoon in
seawater with head stuck to bottom of dish. Species: Tripneustes gratilla. Gibbons, 1974 (112).
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studies of bull spermatozoa by Gray (116) and by Robert
Rikmenspoel, G. van Herpen, and P. Eijkhout (117) showed
that the amplitude of bending increases progressively along the
tail toward the distal end, and that whereas the movement in
the proximal region is planar, that of the distal region contains
a significant three-dimensional component. More recent obser-
vations by David Phillips (69), and David Katz, R. Mills, and
T. Pritchett (118) have shown that the pattern of flagellar
movement in mammalian spermatozoa can undergo drastic
change when they swim in close proximity to a surface or enter
cervical mucus.

The motion of individual cilia on ciliated epithelia or on the
surface of a ciliated protozoan is more difficult to visualize
than that of flagella, partly because of their large number and
close packing, and partly because the form of their beat is more
complex. As a result of this difficulty, the early workers usually
assumed that the motion of individual cilia was similar to that
of the relatively large and easily observed compound cilia,
which beat with a planar asymmetric movement composed of
a rapid, effective stroke followed by a relatively slow recovery
stroke. The first clear indication that this was not the case was
obtained in an extended series of studies by Bela Parducz (119,
120). He modified the procedure for preserving ciliary wave-
forms by rapid fixation with a mixture of OsO,4 and HgCl; that
had been developed in 1926-1927 by J. von Gelei, and used it
to show that the beat of the body cilia in Paramecium is not
planar, for, in the recovery stroke, the cilium sweeps out to the
side and makes the overall beat cycle markedly three-dimen-
sional, with the tip moving clockwise in an approximately
semicircular path. This observation was not generally accepted
at first because of the possibility that the rapid fixation might
not be preserving accurately the waveform of the live cell.
However, comparative studies of live and rapidly fixed wave-
forms have been made for Opalina by Sidney Tamm and
Adrian Horridge (121), for the lateral cilia of Elliptio and of
Mpytilus by Peter Satir (122) and Edward Aiello and Michael
Sleigh (123), and for Paramecium by Hans Machemer (124),
and, in all cases, the three-dimensional waveforms seen in
rapidly fixed preparations for light microscopy and scanning
electron microscopy have appeared to be reasonably true rep-
resentations of the waveforms in the live state. Somewhat
surprisingly, the tips of the lateral cilia of Mytilus move in a
counterclockwise direction (123), the mirror-image of that in
Paramecium, in spite of the fact that structural enantiomorph-
ism of the arms on the doublet tubules is clockwise in both
cases (43). As emphasized by Parducz, the basic rotary motion
of protozoan cilia is particularly evident in narcotized or mor-
ibund ciliates (e.g., Paramecium, Colpidium, and Opalina), in
which, as the beat frequency falls to around 2 Hz, the cilia
change from their normal beat pattern to a swiveling about
their basal region in such a way that the ciliary shaft sweeps
continuously around a wide-angled, conical envelope, moving
clockwise (120).

Because of the close spacing of cilia on most ciliated cells,
they need to move in a coordinated manner to work effectively.
The coordination of cilia into propagated, metachronal waves
used to be considered the result of a “neuroid” transmission
process within the cell, but it is now generally thought to be
the result of hydrodynamic forces acting on the autonomous
beating of the individual cilia (124).

Sir Geoffrey Taylor appears to have been the first to realize
that the propulsive forces of flagella and cilia result almost
wholly from their viscous interaction with the medium (7), and
that they cannot be modeled, even qualitatively, by the effect

of the human arm in swimming in water. (Reynolds number,
which is the ratio of inertial to viscous forces, has values of
107 to 107 for individual cilia and flagella, 107> to 10™" for
the body of ciliated protozoa, and of the order of 10* for human
swimming [33].) A rigorous treatment of the movement of
flagellated microorganisms requires solution of Stokes equa-
tions with the appropriate boundary conditions. Equations
appropriate for propulsion by flagellar waves of normal am-
plitude were developed by Hancock in 1953 (125), but the form
of the equations is such that computation is not simple. This
factor led Gray and Hancock (8) to develop a simplified
computation based upon expressing the viscous force acting on
a short element of flagellum in terms of normal and tangential
coefficients of resistance, which is equivalent to assuming that
the velocity field around the element is independent of the cell
body and of the bending of other parts of the flagellum. They
were then able to show that the forward velocity of the sperm
computed from its observed flagellar waveform was in good
agreement with that actually observed, and also to show that
the viscous drag of the sperm head was small compared to that
of the flagellum itself. This approach was extended by Brokaw
(113, 126) to propulsion by flagella with nonsinusoidal wave-
forms of moderate asymmetry and showed that the computed
time-averaged velocity and the angular velocity of yaw were
both close to the actual measured values.

While the resistance coefficient model was being applied in
this way, other workers were attempting to develop a more
rigorously based hydrodynamic approach, and especially to
consider the effect of the cell body on the fluid flow around
the flagellum. A recent study of J. Higdon (127) used an
iterative numerical procedure to consider the case of a spherical
head propelled by planar sinusoidal waves and showed that
minimal power consumption for locomotion of a given size
head is obtained when the flageller length is 20-40 times the
radius of the head, which agrees with the values found for
actual spermatozoa. Comparison with results obtained using
the resistive coefficient procedure indicated that the predicted
swimming speed agreed within 10%, as was to be expected
inasmuch as the predicted speed agrees with that of real sperm.
However, the Gray-Hancock procedure appears to underesti-
mate the power consumption by 30-50% for small cell bodies
such as spermatozoa.

The hydrodynamic analysis of propulsion by large fields of
cilia beating in metachronal rhythm requires a different ap-
proach from that of propulsion by a single flagellum. In the
first approach to the problem by John Blake in 1971 (128), the
ciliary motion was represented by a surface envelope contain-
ing the tips of the cilia, with the metachronal waves being
modeled as nonsinusoidal undulations in this surface envelope.
A second approach initiated by Blake (129) considers discrete
cilia and involves calculating the velocity of fluid flow as a
function of distance from the body surface, including both the
ciliary sublayer and the exterior flow field. The calculated
velocity profile for a spherical model of Paramecium is in
reasonable agreement with the experimental observations of
Theodore Jahn and J. Votta (130).

The substantial advances in hydrodynamic theory during
the past few years have made it feasible to make detailed
comparisons of the calculated and experimental propulsive
velocities and flow fields associated with swimming and fluid
propulsion by cilia and flagella in different organisms. Such
comparisons may reveal something of the wide variety of ways
that different organisms have exploited the basic uniformity of
movement in cilia and flagella.

1155

Gigsons  Cilia and Flagella of Eukaryotes



Theoretical Models

Various attempts have been made to create theoretical
models that will reproduce the observed oscillatory beating of
flagella and cilia as the result of balancing an active bending
moment, M, which is dependent upon the parameters of
bending, against the passive viscous and elastic resistances, M,
and M., according to the equation M, + M, + M. = 0 at all
locations along the length.

Initial work by Kenneth Machin (131) showed that waves
generated by active bending moments located solely at the base
of the flagellum would be highly damped by the viscous and
elastic resistances distributed along the flagellar length, with
the wave amplitude decreasing by 50% or more within half a
wavelength of the proximal end. On the other hand, waveforms
resembling those of real sperm flagella could be obtained by
assuming generation of active bending moments by contractile
elements distributed along the length of the flagellum, with
these elements being activated by local bending after an appro-
priate time delay. Machin subsequently extended this work
(132) to show that propagated bending waves could arise
spontaneously on a flagellum, if changes in length of its con-
tractile elements cause delayed changes in tension. The nonlin-
earities that must exist for the wave amplitude to remain finite
were found to enable control of frequency and direction of
propagation to be exercised from the proximal end, and indi-
cated that two nearby flagella would tend to synchronize in
frequency and phase.

The approach used by Rikmenspoel (133, 134) has been to
balance the calculated external viscous resistance and the in-
ternal elastic bending resistance by an active moment specified
as an arbitrary forcing function dependent upon time and
position along the flagellum. A forcing function was found that
reproduced the motion of a variety of cilia, but it required
specifying two time constants as arbitrary parameters, as well
as the observed velocity of bend propagation and the length of
the bent region (133). In similar studies on the motion of
flagella, Rikmenspoel reported that waves resembling those of
sea urchin sperm flagella could be generated by a nonpropa-
gated active moment varying sinusoidally with time, together
with a propagated active moment of appropriate phase (133,
135).

Brokaw has developed several models of wave formation
and propagation in flagella, most of which involve numerical
solution of the equations of motion for a time-delayed active
shear force proportional to curvature (136, 137). It was origi-
nally thought that four passive internal forces—viscous and
elastic shear resistances and viscous and elastic bending resist-
ances—were required to stabilize the motion, but more recent
work has shown that the apparent need for viscous shear and
bending resistances derived from problems with the numerical
solution of the equations (35).

Investigations with these formal models have been useful in
clarifying the constraints necessary for stable oscillations in a
sliding-tubule system. However, more realistic models must
consider the kinetic parameters of the cross bridges involved in
producing sliding, and a thermodynamic framework for these
parameters has been developed by Terrell Hill (138). The
cooperative self-oscillating behavior of opposed cross-bridge
systems is potentially interesting, because of the possibility of
initiation and propagation of bending waves without need for
control by a macroscopic variable such as curvature, but such
models have so far been able to propagate bending waves only
under conditions of high internal viscosity (139). More satis-
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factory results have been obtained with two-state cross-bridge
models involving curvature-dependent rate functions, and
Michael Hines and Joseph Blum (35, 140) have shown that
such models will generate stable propagated waves with fre-
quencies and amplitudes typical of sperm flagella. However,
even the best of current models does not provide a completely
satisfactory explanation of the mechanisms that control bend-
ing in flagella and cilia. They have particular difficulty in
explaining the high curvature of developing bends at the basal
end of flagella, and the observed independence between the
waveform and the beat frequency.

Functional Mechanisms

The possible mechanisms by which the then-recently discov-
ered, fine stuctural components of flagella and cilia might give
rise to their motility were discussed in 1955 by Bradfield (141)
and by Gray (6). On the strength of Gray’s (1928) argument
(3) that “a moving wave cannot provide the energy for propel-
ling an organism and at the same time pass on with unreduced
amplitude, unless the energy being lost is continually being
replaced as the waves pass along,” Bradfield concluded that
the 9 + 2 tubule bundle plus its matrix and membrane produce
much, if not all, of the force necessary for movement. On this
basis, he advanced a hypothesis founded largely on the as-
sumptions that the nine doublet tubules are capable of propa-
gating active, localized contractions along their lengths, that
the impulses producing contraction arise rhythmically at the
basal end of one doublet, and that propagation of the contrac-
tile activity to the other doublets around the axonemal cylinder
is unidirectional in cilia and bidirectional in flagella having a
planar beat. In his 1955 study of beating in sea urchin sperm
flagella, Gray supported his argument given above with exper-
iments using celluloid models, and independently proposed a
hypothesis explaining flagellar beating in terms of active local-
ized contractions propagated along the doublet tubules. One of
the most sriking features of these two reports is that they were
almost wholly based upon localized contractions of tubules, an
extension of William Astbury’s well-established contractile
fiber hypothesis (142), with little indication as to how the
energy for repeated contractions might be supplied. The only
mention of sliding (by Bradfield) was as a possible basis for
tubule contraction with one component of each doublet tubule
“sliding up on the other, without either shortening, in the
manner suggested for muscle by Hanson and Huxley,” thus
reflecting the very tentative acceptance of what was then the
radically new sliding-filament model for muscle.

By 1959, when Afzelius (38) described the arms and the
radial spokes on the doublet tubules in sea urchin sperm
flagella, the sliding-filament mechanism of muscle contraction
was no longer a novelty and had gained widespread acceptance.
The structural analogy between flagellar arms and the cross
bridges on the thick filaments in muscle led Afzelius to suggest
a sliding-tubule model in which flagellar bending was based
upon relative sliding movement between adjacent doublets as
a result of activity of the arms on the doublets. He calculated
that a relative sliding movement of 0.23 pum would be sufficient
to account for the observed bending, and noted that some pairs
of doublets were better situated to produce bending than others.

More direct evidence for a sliding-tubule mechanism was
obtained by Satir (122, 143, 144) in a series of electron micro-
scope studies between 1963 and 1968. Using a modification of
the rapid fixation procedure of Parducz to preserve the me-
tachronal pattern in actively beating gill cilia of the lamelli-



branch, Elliptio, Satir focused attention on the structure of the
tips of cilia fixed either at the end of their effective stroke or at
the end of their recovery stroke, and found that in both cases,
the tubules located on the inside of the bend in the cilium
protruded beyond those on the outside of the bend, as would
be expected if the tubules slide relative to one another, with
their lengths remaining constant. In later work (144, 145), the
amount of sliding displacement of each doublet was found
quantitatively equal to that predicted by the geometry of a
bend, on the assumption that the lengths of all doublets remain
constant during bending, and that no sliding occurs at the basal
end. This work provided the first experimental evidence for a
sliding-tubule, as opposed to a contractile, mechanism of ciliary
beating. Additional indirect support came from an observation
of Brokaw on the movement of sea urchin spermatozoa in
solutions containing thiourea (113).

The period 1955-1970 also saw the development of a pow-
erful new approach to the functional mechanisms of flagella
and cilia that was based upon removal of the membrane barrier
so that the motile mechanism would be directly accessible to
experimental manipulation. In 1955, Hoffmann-Berling (14)
discovered that grasshopper sperm flagella, in which the selec-
tive permeability of the membrane had been destroyed by
treatment with 50% glycerol, could be reactivated by addition
of exogenous ATP. In spite of the limitation that the flagella in
these preparations beat only rhythmically from side to side and
did not propagate bending waves along their length, Hoff-
mann-Berling was able to demonstrate that beat frequency
increased with ATP concentration up to about 1 mM, and that
the presence of Mg?" was essential for motility and could not
be substituted for by Ca*".

Propagation of bends in reactivated flagella appears to have
been first achieved by Brokaw in 1961, using glycerol-extracted
flagella isolated from Polytoma (146). In similar preparations
of glycerinated sea urchin spermatozoa (147), it was found that
the rate of ATP hydrolysis by motile flagella was greater than
that of the same flagella in which motility had been prevented
by gentle homogenizing, and this difference in rates was termed
the “movement-coupled ATPase activity” by Brokaw. In these
reactivated preparations in which 25-50% of the flagella were
motile, it amounted to about 40% of the total ATPase activity.
However, measurement of O, uptake by live spermatozoa
indicated that the fraction of motility-dependent metabolism
was as high as 80% of the total metabolism (148).

In 1969, Barbara Gibbons and Ian Gibbons discovered that
improved reactivation could be obtained by replacing glycerol
with the nonionic detergent, Triton X-100 (polyoxyethylene
isooctylphenol ether)—first tried at the suggestion of Raymond
Stephens—which completely removed the membranes from
the flagella of sea urchin spermatozoa (149, 150). The resulting
demembranated spermatozoa became essentially 100% motile
when subsequently reactivated with ATP, and their flagellar
beat (Fig. 8c) was very similar to that of live spermatozoa.
Probably because of their high motility, the percentage of
motility-coupled ATPase activity in these preparations was
found to be as high as 70-80% (150).

Shortly thereafter, conclusive evidence for the occurrence of
active sliding between flagellar tubules was provided by the
work of Keith Summers and Gibbons (151, 152), who isolated
Triton-demembranated flagellar axonemes from sea urchin
sperm and digested them briefly with trypsin. The subsequent
addition of ATP caused a disintegration of the axoneme into
separated microtubular doublets, and direct visual observation
by dark-field light microscopy showed that this disintegration
occurred by extrusion of tubules from the axoneme by a
gradual sliding process (Fig. 9) and that the length, after
disintegration was complete, ranged up to eight times that of
the original axonemal fragment. The ATP requirement and
divalent cation specificity for this sliding closely matched the
requirements for normal beating in undigested axonemes.
These observations also indicated that the presence of the
centriole completely blocked the sliding of tubules at the basal
end of the flagellum. Examination of the trypsin digestion as
a function of time showed that the rate at which the axonemes
were sensitized to disintegration by ATP paralleled the rate of
disruption of the nexin links and the radial spokes, whereas
the dynein arms and the tubules themselves were relatively
resistant to disruption by trypsin (152). As a result, it was
concluded that the dynein arms generate active shearing stress
between adjacent doublet tubules, and that in the intact axo-
neme these shear stresses are coordinated and resisted by the
radial spokes and the nexin links, leading to the formation and
propagation of bending waves; whereas in trypsin-treated ax-
onemes, in which the nexin links and radial spokes are dis-
rupted, these shear stresses lead to unlimited sliding and the
disintegration of the axoneme. In an extension of this work,
Winfield Sale and Satir (153) used electron microscopy to
study axonemes of Tetrahymena cilia that had undergone

FIGURE 9 Dark-field light micrographs of trypsin-treated axonemes reacting to ATP. The successive micrographs from left to right
were taken at intervals of 10-30 s. A large group of tubules is shown sliding toward the bottom right of the fields, leaving behind
a smaller, stationary group of a few tubules attached to the coverglass. The free, forward end of the sliding group coils around out
of the plane of focus, and in the final micrograph, it has coiled completely around and come back into the focal plane. Summers

and Gibbons 1971 (151).
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sliding disintegration, and found that the direction of sliding
was always such that the arms on tubule A of one doublet
pushed the B tubule of the adjacent doublet toward the tip of
the cilium. The renaissance of interest in dark-field light mi-
croscopy has since extended its use to observe the movement
of individual bacterial flagella (154) and to measure the growth
rates of polymerizing microtubules (155) and the rigidity of
individual actin filaments decorated with heavy meromyosin
(156).

Further studies by Gibbons and Gibbons have shown that
extraction of the demembranated spermatozoa of the sea urchin
Colobocentrotus with 0.5 M KCl (157) results in a selective
removal of the outer arms from the doublet tubules (Fig. 10),
and that when the resultant KCl-extracted spermatozoa are
reactivated with | mM ATP, their flagellar beat frequency is
decreased in proportion to the number of arms removed while
their waveform remains essentially unchanged; this suggests
that the inner and outer arms on the doublet tubules are
functionally equivalent and that the rate of sliding between
doublets under these conditions is proportional to the total
number of outer and inner arms present. A second type of
experiment indicated that the sperm flagella could be set into
stationary waveforms by reactivating them with 30 uyM ATP
and then rapidly diluting into a large volume of reactivating
solution containing no ATP (158). By analogy to muscle in
rigor mortis, these stationary flagellar waveforms have been
termed “rigor waves.” The rigor waves relax slowly (straighten)
upon addition of 1-5 uM ATP, which is too low a concentration
to support oscillatory bending, whereas higher concentrations
of ATP cause resumption of normal beating. Qualitative study
of the mechanical properties of flagella bent in rigor waves
showed that they could easily be twisted by the viscous force
of fluid flow, but that they are very resistant to straightening,
These properties have been explained on the basis that the
arms form fixed cross bridges between the doublet tubules in
the absence of ATP. After appropriate fixation, these cross
bridges can be visualized by electron microscopy (Fig. 11)
(159). These two studies provided confirmation that the sliding
between doublet tubules is produced by an ATP-driven cyclic
interaction of the arms on the A tubule of the doublet with
sites along the length of the B tubule of the adjacent doublet.

A local reactivation procedure has been used by Chikako
Shingyoji, Akira Murakami, and Keiichi Takahashi (160) in
an elegant confirmation of the sliding-tubule mechanism.
These workers used iontophoresis from a micropipette to apply
brief pulses of ATP to localized regions along the lengths of
axonemes in demembranated sea urchin spermatozoa. Appli-
cation of a pulse of ATP to the midregion of the axoneme
caused formation of two bends of equal and opposite angle in
the region where the ATP was applied, whereas the overall
angle between the head and flagellar tip was unchanged. This
result is exactly as would be predicted for a brief period of
active sliding localized in the zone where the ATP was applied,
with no sliding able to occur at the basal and tip ends where
there was no significant ATP.

In 1974, Brokaw, R. Josslin, and Lynette Bobrow (161)
showed that the asymmetry of the bending waves in reactivated
sperm flagella is dependent upon Ca®**. This effect of Ca®*
appears to involve two distinct processes, one being an appar-
ently irreversible Ca**-dependent process that occurs during
demembranation with Triton X-100, and the second, a revers-
ible effect of Ca®* concentration in the reactivating solution,
with increased Ca®** causing greater asymmetry. Recent exten-
sion of this work by Gibbons and Gibbons has shown that
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FIGURE 10 Axonemal cross section of sea urchin spermatozoon
demembranated in 0.04% Triton X-100 containing 0.5 M KCI. Note
absence of outer arms. Gibbons and Gibbons, 1973 (157).

FIGURE 11  Axonemal cross section of sea urchin spermatozoon
fixed under conditions that preserve rigor waveforms. Gibbons, 1975
(159).

FIGURE 12 Cross section of 9 + 0 axoneme with only inner arms in
spermatozoon of eel. Baccetti, Burrini, Dallai, and Pallini, 1979 (74).

Ficure 13 Cross sections of principal piece of human sperm fla-
gella. (a) Normal; (b) from patient with Kartagener’'s syndrome.
Spermatozoa are nonmotile and appear to lack both inner and outer
arms. Afzelius, 1976 (188). (Copyright 1976 by the American Asso-
ciation for the Advancement of Science.)

FIGURE 14 Cross section of isolated axoneme of Chlamydomonas
mutant pf 23, which lacks inner arms. Huang, Piperno, and Luck,
1979 (61).

driving the sperm to an extreme degree of asymmetry causes
them to become quiescent, with their flagella bent into a highly
asymmetric cane-shaped form (67), and that the action of Ca**
in causing asymmetrical bending and quiescence can be mim-
icked by low concentrations of methanol.*

A development of growing importance in the study of func-
tional mechanisms has been the successive refinement of mi-
cromanipulation procedures for measuring the active bending
moments produced by cilia and flagella and relating these to
measured values of stiffness under different conditions. These
procedures are based upon the early work of Haruo Kinoshita
and Takeo Kamada with microneedles on the compound
abfrontal cilium of Mytilus gill (162). In 1960, Mitsuki Yoneda
(163) first succeeded in measuring the force exerted by this
abfrontal cilium by the bending of a calibrated microneedle.
Later work by Shoji Baba (164) measured the flexural rigidity
and reported that, contrary to earlier ideas based largely upon
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visual observation, the measured stiffness had an almost con-
stant value irrespective of the stage of the beat cycle and of the
direction of the force applied. A similar procedure was used by
Charles Lindemann, W. Rudd, and R. Rikmenspoel (165) to
determine the stiffness of individual bull sperm flagella. Exten-
sion of this work to the thinner flagella of echinoderm sper-
matozoa was achieved in 1979 by Makoto Okuno and Yukio
Hiramoto (166), who showed that the stiffness of live flagella
immobilized with CO, was only 5-10% of that of demembra-
nated flagella in the absence of ATP. The stiffness of the
immobilized, live flagella varied two- to three-fold when the
spermatozoon was rotated about its long axis, whereas the
stiffness of the demembranated rigor flagella was unaffected
by such change in orientation. The change in stiffness of live
flagella with orientation may reflect the relationship between
the plane of the central tubules and the plane of bending. The
high stiffness of rigor flagella presumably reflects the cross-
bridges between doublets that are responsible for maintenance
of rigor waves (158, 159).

In 1974, Warner and Satir (53) made a detailed study of the
radial spokes in straight and bent regions of gill cilia fixed
while beating. Their results indicated that the relative positions
of the triplet spoke groups on any two doublet tubules remain
constant in straight regions of the axoneme, either proximal or
distal to a bend. However, in bent regions the positions of the
spoke groups change systematically up to a maximum of 12
nm per group for tubules on opposite sides of the axoneme,
whereas individual spokes tilted at angles up to 33° from their
usual position roughly normal to the doublets. These observa-
tions confirmed Satir’s earlier evidence that the lengths of the
tubules remain constant during bending (143, 144), and pro-
vided direct evidence to support the earlier suggestions that the
radial spokes play a major role in resisting sliding and con-
verting it to bending (151). The limited range of tilt angles of
the spokes in bent regions of the cilia suggested that the radial
spokes are able to detach and reattach their connections to the
projections of the central sheath. The factors influencing this
cyclic detachment and reattachment of the radial spokes, and
whether it is a passive process or an active process driven by
ATP, remain unknown. The nexin links, on the other hand,
appear to be elastic and to have permanent attachments to the
tubules (53, 57). Their function may be to prevent the occur-
rence of excessive sliding displacement between tubules. When
the sliding displacement between adjacent tubules attains a
level of about 140 nm, the elastic limit of the nexin appears to
be reached, and no further displacement occurs unless the
flagellum is forced to such an extent that its structure is
permanently damaged (67).

The hypothesis that the radial spokes and the central sheath
complex to which they attach play a major role in coordinating
sliding among the outer doublets and converting it into bending
is supported by the work of George Witman, J. Plummer, and
G. Sander (50), showing that the flagella of three mutants of
Chlamydomonas, which lack either the radial spokes or the
central tubules and sheath, are all paralyzed, although they are
all capable of sliding disintegration after trypsin digestion,
showing that the dynein arms remain capable of generating
shear stress between doublets. Although the radial spokes and
central sheath complex appear to be required for motility in
Chlamydomonas flagella, it is nevertheless possible for flagella
lacking these structures to show a simple form of oscillatory
bending, as demonstrated by the slow helicoidal bending waves
reported in the 9 + 0 flagella of eel spermatozoa by Baccetti
and colleagues (Fig. 12) (74), and in the 6 + 0 and 3 + 0

flagella in male gametes of certain gregarine sporozoa by
Joseph Schrével, Stuart Goldstein, and colleagues (75-77).
There must be, therefore, a mechanism capable of coupling
dynein ATPase activity to bending that exists even in these
structurally reduced flagella. Perhaps the most likely hypothesis
is that suggested by G. Douglas (167), which postulates that
bending of a doublet microtubule causes a change in the
subunit lattice that modulates the capability of the subunits to
interact with the dynein arms. This conformational change
could constitute the essence of a curvature control of dynein
ATPase activity, of the type that appears required in theoretical
models of flagellar bending. Support for this hypothesis is
provided by the observation of Marie-Paule Cosson and Gib-
bons (168) that nonmotile sea urchin spermatozoa with their
flagella fixed into normal waveforms by brief treatment with
N-ethyl maleimide show an augmented ATPase activity that is
lost when the flagella are homogenized.

Although a mechanism of this type appears capable of
explaining slow helicoidal bending waves, it is evident that a
more complex regulatory mechanism involving the central
tubules and sheath, and the radial spokes is required to explain
the more usual beat patterns of cilia and flagella. The work of
Charlotte Omoto and Ching Kung (169), and of Robert Jarosch
and Bernhard Fuchs (170) suggests that in some cases the pair
of central tubules may rotate within the cylinder of nine
doublets. Such an arrangement appears generally consistent
with the semi-three-dimensional beat pattern of many cilia,
and it might also explain the slow rotation of the plane of beat
reported in flagella of some porifera by E. Kilian (171). On the
other hand, the work of Tamm (172) has shown that no
reorientation of either the cylinder of nine doublets or the pair
of central tubules occurs during ciliary reversal in ctenophores.
Moreover, the lack of bilateral symmetry in the axonemal
structure, resulting from the arrangement of the dynein arms
and their apparently unidirectional power stroke (43, 153, 158),
make it difficult to envisage how such a pattern of activation
would have sufficient torsional stability to generate the almost
planar waveforms typical of echinoderm sperm, in which the
nonplanar component is too small to be visualized and appears
to have a propulsive effect of around 1% of the main force in
the plane of bending (6, 173). It seems necessary to explore
further the possibility that the arms in intact flagella may be
capable of a bidirectional power stroke, for the unidirectional
power stroke observed in disintegrating cilia and flagella might
be due to a loss of normal regulation under these conditions.

Studies of reactivated cilia and flagella of other organisms
have had particular value in illuminating the varied roles that
Ca®™ plays in regulating movement. Reactivation of cilia of
Paramecium was first achieved by Yutaka Naitoh (174) using
a glycerol procedure. Improved results were achieved by Nai-
toh and H. Kaneko (175) who used a modification of the
Triton X-100 procedure of Gibbons and Gibbons (149), in
which the concentration of Triton was reduced to 0.001%, at
which it destroys the selective permeability of the cell mem-
brane system while leaving the structure of the cell cortex intact
and the cilia still attached. With this system, Naitoh and
Kaneko were the first to demonstrate a regulatory role for Ca®*
in reactivated cilia: at Ca*" levels of 0.1 uM and below, the
direction of swimming is forward, whereas at Ca®* levels above
1 uM, the cells swim backward because of reversed beating of
the reactivated cilia. This lent strong support to the hypothesis
proposed by Roger Eckert (176) to explain the backward
swimming induced by mechanical or electrical stimulation in
Paramecium. 1n solutions containing ATP but no Mg®*, the
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cilia of Triton-treated cells do not beat, but they change their
direction from pointing posterior at low-Ca®* levels to pointing
anterior at Ca®" levels above 1 uM. This result was taken to
suggest the presence of two motile components: one activated
by MgATP*" responsible for cyclic beating, and a second,
activated by CaATP?, that governs the orientation of the
effective stroke (175).

An analogous regulation by Ca®* in Chlamydomonas has
been described for isolated pairs of flagella by Jeremy Hyams
and Borisy (177), and for individual flagella by Matthew
Bessen, Rose Fay, and Witman (178). The regulation of pairs
of Chlamydomonas flagella is of particular interest because the
beat cycle changes from a typical ciliary pattern at low Ca** to
a typical flagellar pattern at higher Ca®*, indicating that, at
least in this case, a single organelle has the potential to produce
both ciliary and flagellar beat patterns.

Studies by Holwill and collaborators (179, 180) on the
motion of the trypanosomid Crithidia have shown that the
flagellum has the unusual property that, during normal forward
swimming of the organism, bends are formed near the flagellar
tip and then propagate toward the base. During backward
motion of the organism the direction of flagellar bend propa-
gation reverses, so that bends propagate from base to tip. In
demembranated preparations reactivated with ATP, tip-to-base
propagation is observed at Ca®" concentrations below 0.1 uM,
while at higher concentrations base-to-tip propagation only is
seen.

In most ciliated epithelia of invertebrates and vertebrates,
nervous control appears to be limited to activation or arrest of
beating. The studies of Tatsuo Motokawa, Murakami, and
Takahashi (181) have shown that the arrest response of lateral
cilia of live muscle gill is dependent on the presence of extra-
cellular Ca**, suggesting that arrest is due to an increased level
of intracellular Ca** as a result of opening of voltage-sensitive
Ca®" gates upon depolarization of the ciliary membrane. This
hypothesis has been confirmed by Teizo Tsuchiya (182) and
by Marika Walter and Satir (58) using reactivated cells as well
as live cells treated with the divalent-cation ionophore A23187.

The above results make clear that Ca** exerts a regulatory
role on the beating of cilia and flagella in many organisms.
The detailed effect of Ca** on beating varies considerably from
one organism to another, with a particularly striking instance
of this variation being that increased Ca®" causes increased
asymmetry in sea urchin sperm and decreased asymmetry in
Chlamydomonas flagella. The rule appears to be that, rather
than having a single effect, it is always the low-Ca®* form of
beating that is the “normal” one for the organism, whereas the
high-Ca®* form occurs during taxis or an avoidance response,
etc. The mechanism by which Ca®" exerts its influence remains
to be determined, but the recent discovery of calmodulin in
Tetrahymena cilia (111) suggests strongly that this ubiquitous
regulator will be somehow involved.

The basal bodies of each of the two pairs of flagella in
Platymonas are anchored to the plasmalemma by a thick cross-
striated fiber, and the recent work of J. Salisbury and G. Floyd
(183) has shown that this fiber, which is about 2.2 pm long
when the organism is fixed in the absence of Ca®*, contracts to
as little as 0.9 um when fixed in the presence of 1 mM CaCl,.
The contraction of this fiber may be responsible for changes in
angular orientation of the basal region of the flagella during
swimming. A similar cross-striated fiber joins the two basal
bodies in Chlamydomonas (184), which shows a decrease in the
angle between the basal regions of the flagella upon addition
of Ca®" to either beating or nonbeating flagella pairs (177).
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Although the relationship of these apparently contractile fibers
to other forms of cell motility remains to be clarified, their
structural resemblance to the basal foot and to the cross-striated
rootlet-type structures associated with basal bodies in other
organisms has effectively reopened the whole question of a
possible active role for these structures whose activity was
much debated earlier, but that have recently been relegated to
an inactive supporting role.

Since the discovery that, in many cases, demembranated
flagella can be reactivated to apparently normal motility by
supplying them with exogenous ATP, there has been a tend-
ency to neglect the possible importance of flagellar and ciliary
membranes. Recent work by William Dentler, Melanie Pratt,
and Stephens (185) suggests that this may be an oversimplifi-
cation. In 1977, Stephens (186) compared the compositions of
the membrane fractions from gill cilia and sperm flagella of
the scallop, Aequipecten, and found that a large fraction of the
ciliary membrane protein appeared to be a glycosylated tubu-
lin, whereas the flagellar membranes contained a major gly-
cosylated protein of about 350,000 daltons with little or no
tubulin. Similar differences in membrane composition appear
to occur among protozoa and algae. These differences in
composition may underlie some difference in membrane func-
tion, for photochemical cross-linking by the cleavable lipophilic
agent 4,4’-dithiobisphenylazide in vivo causes inhibition of
motility in cilia of Aequipecten and of Tetrahymena (185),
whereas it has no apparent effect on the motility of Aequipecten
sperm flagella.” Electron micrographs of partially disintegrated
cilia suggest that the structural effect of the cross-linking is to
stabilize the attachment of bridges between the doublet tubules
and the membrane. The functional action of these bridges in
untreated cilia is not clear, but the fact that their stabilization
appears correlated with inhibition of ciliary motility suggests
that ciliary membranes may in some cases play a more active
role in overall function than the reactivation of motility in
demembranated organelles might suggest.

A characteristic form of motility in the flagellar membrane
of Chlamydomonas becomes apparent when a cell is attached
to a solid substratum by just one of its two flagella. Under such
conditions the cell glides continuously across the substratum,
flagellum lear g, at a speed of about 2 um/s, and as noted by
Lewin (15), gliding is particularly apparent in mutant strains
with paralyzed flagella. The relationship of this gliding to the
saltatory movements, at about the same speed, of particles
attached to the flagellar membrane in Chlamydomonas de-
scribed recently by Robert Bloodgood and co-workers (187) is
not yet clear. It has long been known that the flagellar mem-
branes in Chlamydomonas play an important active role in the
pairing of cells during mating (15), and interest in these forms
of flagellar membrane motility has been accentuated recently
by their possible relationship to membrane-microtubule inter-
actions in the cytoplasm (Haimo and Rosenbaum, this volume).

Largely as a result of the evidence summarized above, it is
now widely accepted that the normal beating of flagella and
cilia results from active sliding movements between adjacent
doublets of the axoneme, with this sliding being powered by
an ATP-driven mechanochemical cycle in which dynein arms
on one doublet interact with successive binding sites along the
B tubule of the adjacent doublet, and are coordinated and
resisted by the radial spokes and nexin links that convert the
sliding into bending,

The importance of flagellar and ciliary function in human
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medicine has become more apparent recently as the result of
the discovery by Afzelius (188) and by Henning Pedersen and
Heinrich Rebbe (189) that the respiratory difficulties and male
infertility found in the hereditary defect known as Kartagener’s
syndrome are the result of immotile cilia and sperm flagella.
This lack of motility is associated with lack of both inner and
outer dynein arms on the doublet tubules of the flagellar and
ciliary axonemes (Fig. 134, b). Kartagener’s syndrome appears
to constitute one form of a broader immotile cilia syndrome,
and a second form involving immotile cilia with defective
radial spokes has been described by Jennifer Sturgess and
colleagues (190).

Among other genetic variants are the mutants of Chlamy-
domonas having paralyzed flagella that lack either their inner
or their outer arms (Fig. 14) (61). In view of the motility
reported in two other instances in which the axonemal structure
lacks outer arms (74, 157), the basis for the lack of motility in
these Chlamydomonas flagella is not yet understood.

Evidence regarding the steps in the dynein cross bridge cycle
is preliminary. In the absence of MgATP?", the arms appear to
form fixed cross bridges between the doublet tubules, as indi-
cated by the stability of flagellar rigor waves (158) and by the
high stiffness of the flagellum under these conditions (166).
The observations of Masami Takahashi and Yuji Tonomura
(191) that 30S dynein from Tetrahymena cilia will bind to
either the A or B tubules of isolated doublets, but that the
addition of 1 uM ATP causes dissociation of the dynein from
B tubules, while having no effect on the dynein bound to A
tubules, suggests that MgATP? causes detachment of the
dynein cross bridges in intact axonemes. This is supported by
the finding of Sale and Gibbons (192) that addition of
MgATP®" to trypsin-treated axonemes in the presence of the
inhibitor vanadate (193, 194) results in disintegration of the
axonemes by a passive peeling apart of the doublets, rather
than by the active sliding seen in the absence of vanadate,
which suggests that vanadate does not interfere with the ATP-
induced detachment of the arms but binds to the detached arm
and inhibits reattachment. This conclusion is further supported
by the finding of Okuno that the stiffness of axonemes in the
presence of MgATP?~ and vanadate is only about 5% of that
in the rigor state (195). The presteady-state kinetics of the
hydrolysis of ATP by dynein (196;°) indicate the occurrence of
an early burst of ATP hydrolysis of around 1 mol per mol of
active site, suggesting that the rate-limiting step in the overall
reaction may be product release. These observations are con-
sistent with an ATP-driven cross bridge cycle for dynein similar
to that believed to occur in the myosin cross bridge cycle in
muscle (197). However, the evidence supporting this mecha-
nism for dynein ATPase is still quite limited, and the recent
report suggesting the presence of two distinct ATPases in the
outer arms of Chlamydomonas flagella (61) indicates the ne-
cessity for continued caution in drawing parallels between
dynein and myosin.

The general stability of the oscillatory movements of flagella
and cilia, as manifested by their capability to form and prop-
agate uniform bending waves over a wide range of mechanical
and chemical conditions and by their rapid recovery from
transitory mechanical disturbances (e.g., collisions between
sperm), indicates the presence of at least one feedback loop in
the regulatory mechanisms. The report by Brokaw and Tom
Simonick (198) of abrupt transitions between two oscillatory
modes, one in which bends are propagated normally along the

® Evans, J., and L. R. Gibbons. Unpublished data.

full iength of the flagella and a second in which the amplitudes
of the bending waves decrease rapidly as they propagate,
suggests the presence of distinct feedback loops associated with
bend initiation and bend propagation.

There are two general types of approach to the study of the
regulatory mechanisms: one involves perturbing the beating
flagellum with a wide variety of agents and then comparing
their effects on the various wave parameters; the other involves
study of flagella under nonoscillatory conditions in which the
feedback loop has been opened to facilitate examination of its
individual components. Survey of the effects of a wide variety
of perturbing agents on the wave parameters of sea urchin
sperm flagella by Gibbons (112) has suggested that two largely
independent mechanisms are responsible for regulating the
beat frequency and the waveform. The mechanism regulating
beat frequency appears to be closely related to the mechano-
chemical cycle of dynein that causes active sliding between
tubules and is relatively insensitive to the hydromechanical
forces on the axoneme, whereas the mechanisms regulating
waveform appear relatively more sensitive to the mechanical
boundary conditions at the flagellar base and to the properties
of the radial spokes, nexin links, and the tubules themselves,
which are together presumed responsible for converting active
sliding into a particular pattern of bending (199).

An example of the second approach of interrupting the
feedback loop is the study of Summers and Gibbons in which
digestion by trypsin was used to uncouple sliding from bending.
More recent studies by Brokaw, Barbara Gibbons, Goldstein,
and Flavin and their collaborators (67, 193, 194, 200, 201) have
identified several agents—including Ca®*, methanol, COs, de-
creased pH, and vanadate—that can be used to inhibit revers-
ibly the normal oscillatory beating. The use of these agents
makes it possible to study the bending of flagella that occurs
upon addition of ATP to preparations in which oscillatory
beating is inhibited. The preliminary reports by Goldstein
(201) and by Gibbons and Gibbons (67) indicate that substan-
tial amounts of active bending can occur in flagella inhibited
by decreased pH, vanadate, or Ca®*. This general approach of
investigating the bending and straightening of demembranated
flagella under nonoscillatory conditions may be a useful way
to learn about the factors regulating the activity of dynein cross
bridges at different positions on the flagellum as well as about
the viscoelastic properties of the structural components that
resist active sliding and convert it into bending.

Although, as indicated above, most evidence indicates that
movement associated with microtubules occurs as a result of
sliding, there are some indications that significant changes in
microtubule length may occur in certain cases. Electron micro-
scopic data suggesting that single microtubules in protozoan
axostyles are capable of shortening by as much as 25% has
been reported by Richard MclIntosh (202), but more informa-
tion is needed before the physiological significance of this
finding can be interpreted.

Considerable evidence for small differences of the order of
1% in the lattice spacings of the A and B components of
flagellar doublet tubules is provided by the work of Summers
and Gibbons (151), Donald Costello (203), and Richard Zobel
(204) showing that the doublets have a marked tendency to
assume uniform helical forms as a result of bending approxi-
mately within the plane containing the centers of the A and B
tubules, usually with the A tubule on the outside of the bend.
Recent studies by Taiko Miki-Noumura and Ritsu Kamiya
(205) have shown that small changes in pH or in Ca®* concen-
tration appear to cause discrete changes in pitch and diameter
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of these tubule helices, and these factors, as well as organic
solvents such as methanol are known to have substantial effects
on the asymmetry of flagellar bending (205). It is possible that
these agents may function by modifying the changes in lattice
structure associated with a basic curvature-controlled regula-
tion of dynein arm activity as discussed above. Since microtu-
bules contain a variety of minor protein components in addi-
tion to tubulin, it is not clear whether the above factors act
directly on the tubulin, in a manner analogous to the action of
hydrodynamic stress, pH, and organic solvents in effecting
transitions between the various polymorphic forms of flagellin
in bacterial flagella (206-208), or indirectly through accessory
proteins, as in the effect of Ca?" on the structure of thin
filaments in striated muscle (209), but the fact that mild trypsin
digestion desensitizes the axonemes to Ca®* (199) suggests that
at least part of their action is indirect.

Growth Mechanisms

Investigation of flagellar and ciliary growth mechanisms is
greatly facilitated by use of organisms in which the time of
growth can be synchronous. For this reason, most studies have
involved the regeneration of new flagella or cilia on cells from
which the organelles have been either shed or resorbed, or the
growth of flagella in cells that can be induced to undergo an
amoeba-flagellate transition.

The early work of Lewin showed that Chlamydomonas that
had resorbed most of their flagella as a result of being kept on
agar in the dark, would regenerate full-length flagella within
1-2 h of being transferred to fluid medium. This work was
extended by Malvine Hagen-Seyfferth (210), who showed that
Chlamydomonas, after having been deflagellated completely by
exposure to a pH shock or to ethanol, would regenerate new
flagella within about 1 h.

Rosenbaum and Child (211) amputated flagella of Euglena,
Astasia, and Ochromonas by mechanical agitation, and found
that in all cases regeneration was characterized by an initial
lag period, after which regeneration occurred at a rate that
decelerated as the original length was approached. In these
species, inhibition of protein synthesis by cycloheximide at the
time of amputation resulted in almost complete inhibition of
regeneration. However, Chlamydomonas flagella can regener-
ate up to one-third of their normal length (212), and cilia from
the embryo of the sea urchin can regenerate to full normal
lengths (213), both in the absence of protein synthesis, indicat-
ing the presence of significant pools of precursor proteins
during normal growth in these cells. Using Chlamydomonas
gametes that have a low basal level of protein synthesis, Paul
Lefebvre and co-workers (214) have been able to detect defla-
gellation-induced synthesis of tubulin, dynein, and flagellar
membrane protein, as well as of about 20 minor axonemal
proteins. The factors responsible for triggering synthesis of
flagellar proteins upon deflagellation are not clear, but it is
notable that the same pattern of synthesis occurs upon induced
resorption, even when assembly of the new protein into flagella
is inhibited with colchicine.

As described originally by Schardinger in 1899 and more
recently in greater detail by E. Willmer (215), the cells of
Naegleria gruberi undergo transformation from an amoeboid
form to a flagellated form upon being transferred from their
growth environment to a nonnutrient buffer solution. This
amoeba-flagellate transformation has been used in an extended
series of studies of flagellar morphogenesis by Chandler Fulton
and Alan Dingle and their collaborators (216, 217), who have
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shown that a burst of synthesis of new proteins precedes the
appearance of visible flagella, and have suggested that a change
in the compartmentalization of intracellular Ca®" may be re-
sponsible for triggering the transformation.

The lengths of cilia and flagella are under close control by
the cell, so that different cilia on a single cell may have greatly
different lengths—as exemplified by the components of the
compound laterofrontal cilium in lamellibranch gills, which
range from 2 to 12 um in length (39). This control by the cell
permits even the resorption of certain flagella while others on
the same cell are growing longer—examples are the studies by
Tamm showing the resorption of the parental leading flagellum
with simultaneous growth of the two new daughter leading
flagella that occurs prior to cell division in Peranema (218) and
the work of Rosenbaum (212) and of Randall (184) showing
that in Chlamydomonas cells from which just one flagellum has
been sheared off, the remaining old flagellum is partially
resorbed at the same time as the new flagellum begins regen-
erating. The factors by which cells regulate the length of their
flagella are not known, but several studies have shown that the
presence of divalent-cation chelators in the medium causes
partial or complete flagellar resorption in Chlamydomonas, and
that this effect can be reversed by addition of Ca®**, Sr**, or
Mn?* to the medium (219). Pulse labeling, followed by auto-
radiography, has shown that during flagellar growth in vivo
most of the subunits are added to the distal region of the
growing flagellum, although about 20% appear to be added
within the proximal region (211, 212). Studies by Dentler and
Rosenbaum (220) involving polymerization of brain tubulin
onto partially disrupted flagella of Chlamydomonas have indi-
cated that polymerization onto the outer doublet tubules occurs
at their distal (+) ends, whereas polymerization onto the central
tubules occurs at their proximal (—) ends, apparently because
their distal (+) ends are blocked by a cap attached to the tip of
the flagellar membrane. These results suggest that, during
normal growth in vivo, the doublet tubules grow at their distal
ends while the central tubules grow at their proximal ends. The
full implications of this asymmetrical growth pattern are not
yet clear, but it may be noted that in many organisms the
proximal ends of the central tubules appear unattached—as
perhaps they must be if they are to rotate in the way described
for Paramecium and Synura (169, 170).

Knowledge of flagellar assembly mechanisms is still largely
at a descriptive stage. Repolymerization of tubulin to form
singlet tubules (103), and rebinding of dynein to extracted
axonemes (78) are the only steps that have yet been accom-
plished in vitro. Study of the conditions under which mutants
of Chlamydomonas with structurally defective flagella can be
rescued as dikaryons may provide some more detailed infor-
mation. However, if, as seems likely, the process of assembly
for flagella is as complex as that of, for example, bacteriophage
T2, then progress will be hard to come by until more of the
assembly steps can be reproduced in vitro.
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Cilia, Flagella, and Microtubules

LEAH T. HAIMO and JOEL L. ROSENBAUM

In 1676 Leeuwenhoek sent to the Royal Society of London a
letter describing his discovery of protozoa and their cilia and
flagella. He wrote, “I also discovered a second sort of animal-
cules, whose figure was an oval, ... provided with diverse
incredibly thin little feet, or little legs [cilia], which were moved
very nimbly ..., and wherewith they brought off incredibly
quick motions” (cf. translation of letter 18 [1]).

Cilia and flagella were observed on a variety of cells during
the next two hundred years, and by the end of the 19th century
several theories had been proposed to explain flagellar beating.
For example, it was postulated that flagella were lifeless and
were moved by elements within the cell body or were hollow
structures into which fluid was injected and withdrawn. Alter-
natively, it was suggested that flagella contained a central
contracting fiber or possessed a fibrillar substructure. This last
theory had been formulated in 1868 by Engelmann, who
proposed that the flagellum contained aligned fibrillar elements
which shortened into a globular form during beating. Although
Jensen in 1887 and Ballowitz in 1888 observed numerous fibrils
in the fraying tips of sperm tails, the prevailing belief at the
turn of the century was that the flagellum contained a solid
contracting core (see reference 2).

In later studies, the fibrillar substructure of cilia and flagella
was described in a variety of cells (2, 3), and these observations
were confirmed with the development of the electron micro-
scope (4-7). The number of fibrils was variously reported as
between nine and twelve, and the diversity of ciliary and
flagellar wave forms suggested no reason that the number of
fibrils would be constant among species.

Axonemes: the 9 + 2 Pattern

Based on electron-microscope studies of plant sperm in a
number of species (8-11), a diagrammatic reconstruction of the
flagellum was proposed (10). Considering the resolution of the
shadow-cast, whole-mount preparations used in these studies,
the model was remarkable in its accuracy. During this same
period, techniques were developed for embedding and section-
ing biological material for electron microscopy, and in 1954
Fawcett and Porter published the first ultrastructural study of
cilia (12). Regardless of origin, all cilia were observed to possess
the same configuration, nine hollow, doublet fibrils equidistant
from and radially surrounding a central pair of single fibrils.
This structure was identical with that proposed for plant sperm
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flagella (10) and resulted in the recognition of the “9 + 2
axoneme” as the common structural organization of cilia and
flagella. Later studies demonstrated, however, that there were
notable departures from this format, particularly among the
spermatazoa of insects (13, 14).

With the development of improved fixation and staining
techniques, accessory structures within the axoneme could be
visualized. By use of a high percent osmium solution to fix sea
urchin sperm flagella, Afzelius (15) was first to describe the
arms, later termed dynein (16), present in two rows along the
larger fiber of each outer doublet. Noting their orientation
toward the smaller fiber of the adjacent outer doublet, Afzelius
(15) postulated that the dynein arms might be active in a sliding
filament model of flagellar beating. The next 15 years were to
prove this hypothesis correct. Afzelius also observed that the
dynein arms imparted an asymmetry to the axoneme. Subse-
quently, Gibbons and Grimstone (17) demonstrated in several
species that the arms always pointed clockwise around the
axoneme when viewed from base to tip. They introduced the
nomenclature terming the fiber bearing the dynein arms the
A-subfiber, the other the B-subfiber.

Studies of axonemes in longitudinal sections demonstrated
that the dynein arms, as well as the other major accessory
structures, were regularly spaced along the length of the axo-
neme. The dynein arms in both the inner and outer rows had
a center-to-center spacing of approximately 24 nm along the
length of the A-subfiber (18-22). In addition, the inner and
outer rows of arms were axially staggered with respect to each
other (23, 24), and superimposition of the two rows of arms
may have accounted for earlier reports of an arm spacing of
12-16 nm (17, 25).

Radial spokes were visualized in thin sections as projections
from each A-subfiber to the central sheath (15). These spokes
terminated in an enlarged head that was incorrectly identified
as a fiber running the length of the axoneme (17). More recent
studies verified the “spokelike” ultrastructure and revealed that
the radial spokes occurred in pairs in Chlamydomonas (19, 22,
25, 26) or triplets in Elliptio gill and Tetrahymena cilia (18, 27),
which were grouped at intervals of about 96 nm along the
lengths of the A-subfibers.

The central sheath observed in whole-mount preparations
by Manton and Clarke (10) and described in cross sections of
cilia by Gibbons and Grimstone (17) consisted of two rows of
projections spaced at 16-nm intervals along each of the two
central fibrils (22, 25, 27, 28). The final axonemal structure to
be described were the nexin links (29, 30), which connected the
A-subfiber of one outer doublet to the adjacent outer doublet
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and were axially spaced at approximately 96-nm intervals (21,
22, 31).

Optical diffraction patterns of negatively stained axonemal
fibers, microtubules, revealed the existence of a strong 4-nm as
well as an 8-nm axial periodicity (23, 32-34) corresponding to
the monomer and heterodimer subunit composition of the
microtubules (33, 34). The relative intensity of the 8-nm repeat
compared with the 4-nm repeat varied considerably with dif-
ferent types of microtubules, and suggested that accessory
structures on microtubules might contribute to an amplification
of the 8-nm diffraction pattern (23). The observations that the
dynein arms, central pair projections, radial spokes, and nexin
links, all bound to the flagellar microtubules at approximate
multiples of 8 nm, supported this hypothesis, and it has been
proposed that the axial spacing between adjacent binding sites
on microtubules is 8 nm (20).

Dynein

Concurrent with a description of axonemal fine structure has
been an elucidation of the molecular basis for ciliary and
flagellar motility. Spermatozoa were shown to contain both
measurable amounts of adenosine triphosphate (ATP) and
ATPase activity (35), which later studies demonstrated was
concentrated in the flagellum (36-38). Using techniques devel-
oped to study muscle contraction (39), Hoffman-Berling (40)
discovered that addition of ATP to glycerinated sperm resulted
in the reactivation of beating. The wave form resembled that
of live sperm and indicated that the energy for motility was
supplied by ATP hydrolysis. Reactivation specifically required
ATP and Mg** and was inhibited by EDTA (38, 41, 42).

After the development of methods to isolate cilia in large
quantities (43), Gibbons (29, 44) demonstrated by selective
solubilization of Tetrahymena axonemes that the ATPase activ-
ity was localized in the two rows of arms on the A-subfiber.
The enzyme was named “dynein,” force protein, for its postu-
lated role in the mechanochemical transduction of energy
required for motility (16). Dynein specifically hydrolyzed ATP
in preference to other nucleotides, required Mg®* or Ca** for
its activity, and was inhibited by EDTA, characteristics that
correlated closely with those necessary for axonemal reactiva-
tion (45, 46). Although the inner and outer rows of dynein
arms appeared to be functionally equivalent (47), they were
morphologically distinct (48), had different solubilities (49),
and were composed of different polypeptides (26, 50). The
existence of more than one axonemal dynein has been dem-
onstrated in a number of studies (29, 51-55).

A specific association between the dynein arms and the A-
subfiber was indicated by the observations that the solubilized
arms rebound to their original sites on the A-subfiber (29, 56).
Recently, it was demonstrated that solubilized dynein arms
also rebound to the B-subfiber, presumably to those sites with
which the arms would normally interact during beating (57).

The role of dynein arms in motility, implicated both by their
ATPase activity and orientation toward the adjacent outer
doublet microtubule, was confirmed in studies that demon-
strated that the beat frequency of reactivation was directly
proportional to the number of dynein arms present within the
axoneme (47, 56, 58). Furthermore, antibody prepared against
dynein inhibited both its ATPase activity and axonemal reac-
tivation (59-61). The existence of paralyzed flagellar mutants
lacking dynein arms in both Chlamydomonas (26) and humans
(62) also suggested a motile role for the dynein arms.
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The Sliding Mechanism

Theoretical analysis of the mechanism generating the motive
force within the flagellum indicated that shearing between
adjacent outer doublets that resulted in microtubule sliding
could account for the uniform propagation of waves along the
axoneme (63, 64). Sliding between outer doublets was demon-
strated first in sectioned axonemes (65, 66) and more directly
by dark-field visualization of trypsin-digested axonemes sup-
plied with ATP (67). These and later studies indicated that the
sliding motions were mediated by dynein arms cyclically at-
taching to and causing a shearing force between adjacent outer
doublet microtubules (68, 69) exerted toward the tip of the
axoneme (70). .

Dynein arms present on intact axonemes or reattached to
dynein-extracted axonemes projected from the wall of the
microtubules at an angle of approximately 55°. In Chlamydo-
monas, the arms tilted toward the tip of the flagellum (19),
whereas in mollusc gill and Tetrahymena the dynein arms tilted
toward the base of the cilium (57, 70-72). To exert a directional
force resulting in sliding (70), it has been postulated that the
orientation of the dynein arms changes during the cross-bridge
cycle (69), and a recent study supports this suggestion (73).
Such a change in the orientation might account for the above
differences in arm-tilt direction.

Transient ATP-dependent bridging between adjacent outer
doublets was predicted from the orientation of the dynein arms
and by their role in sliding, but these bridges were preserved
and, therefore, visualized only when axonemes were fixed in
rigor (74). The existence of a rigor state had been suggested by
observations that bull sperm flagella became plasticized after
ATP addition (75). Subsequent studies demonstrated that re-
moval of ATP from reactivating axonemes caused them to
enter rigor, characterized by a wave form frozen at the time of
ATP depletion and maintained by dynein arm cross-bridges
between adjacent outer doublets (74, 76). Release of the B-
subfiber of the adjacent outer doublet by dynein as manifested
by relaxation of the rigor wave required ATP binding, whereas
subsequent reactivation required ATP hydrolysis (69, 76, 77).
In other studies, however, dynein cross-bridges between adja-
cent outer doublet microtubules could be produced by fixing
axonemes in appropriate buffers containing divalent cations
(78). Nevertheless, addition of ATP to these cation-induced
rigor axonemes resulted in relaxation of dynein cross-bridges
between particular outer doublets (79). Although these obser-
vations conflict with studies demonstrating that reactivating
axonemes entered rigor when either the Mg** (80) or ATP (76)
concentration of the reactivation medium was rapidly lowered,
they indicate that the dynein arms do, in fact, cross-bridge the
adjacent outer doublet microtubule, and that the cross-bridges
are ATP dependent.

Microtubules

Based on the observations of Van Beneden that protoplasmic
fibrillae existed within the spindle and of Ballowitz that sperm
tails contained minute fibrils, Wilson (81) postulated that the
substance and outgrowth of the flagellar fibrils were compa-
rable with those of the fibrils within the spindle. Moreover, he
suggested that the contractile behavior of the spindle fibers
noted by Boveri might also apply to the flagellum. It was not
until the 1960s, however, that the relationship between cyto-
plasmic and flagellar microtubules was to be established, and
it has not yet been determined if motility associated with



cytoplasmic microtubules is elicited by a mechanism similar to
that of the flagellum.

Although early researchers using the light microscope had
observed fibers within the spindle, the periphery of red blood
cells, and in neurites, the existence of these structures had been
a matter of controversy that was finally resolved with the
advent of electron microscopy. By use of osmium as a fixative,
fibrous structures were observed in the mitotic apparatus (82,
83) and in nerve axons (84), but their widespread distribution
was only fully appreciated after the development of glutaral-
dehyde fixation (85). In one of the earliest uses of this tech-
nique, the fibers were described as microtubules whose simi-
larity in morphology to the fibrils within the axoneme was
apparent (86, 87).

Ultrastructural analysis revealed the presence of 13 longitu-
dinal protofilaments comprising the walls of both cytoplasmic
and axonemal central pair and A-subfiber microtubules (88-
91). Moreover, optical diffraction studies of cytoplasmic micro-
tubules demonstrated that they have both a 4- and an §-nm
axial periodicity (92), as had been observed previously for
flagellar microtubules. In addition, the subunit dimers were
axially staggered in adjacent protofilaments in both the A-
subfiber and cytoplasmic microtubules, indicating that they
were structurally similar. On the other hand, in the B-subfiber
the dimers were lined up in adjacent protofilaments, thereby
indicating a distinct surface lattice (23).

The use of the drug colchicine has been basic to the under-
standing of the chemical composition of microtubules. Noting
that colchicine caused a reversible loss in birefringence of
spindle fibers, Inoué (93) postulated that the drug bound to the
subunit of these fibers. Later, Taylor (94) demonstrated that
colchicine was reversibly bound by a substance within the cell,
and in subsequent studies a colchicine-binding protein was
isolated and shown to be the subunit of both cytoplasmic (95,
96) and flagellar (97, 98) microtubules. Characterization of the
purified colchicine-binding protein from brain tissue revealed
it to bind 2 mol of guanosine triphosphate (GTP) per mol of
protein and to have a sedimentation coefficient of 6S and a
native molecular weight of about 110,000 daitons (99), prop-
erties identical with those of the colchicine-binding protein in
the mitotic apparatus and axoneme. The protein was given the
name “tubulin” (100). Electrophoretic analysis revealed tubu-
lin to be composed of two closely migrating 55,000-dalton
polypeptides present in equal amounts (101). Recent experi-
mentation has shown that 6S tubulin is a heterodimer com-
posed of these two components (102). Although similar in
subunit composition and structure, flagellar microtubules dif-
fered from cytoplasmic microtubules in their ability to form
doublets and in their relative stability; the biochemical basis
for these differences has not been determined.

Assembly In Vitro: the Role of Accessory
Proteins and Microtubule Polarity

With the discovery of conditions that permitted the in vitro
assembly of tubulin into microtubules (103), it was possible to
study their biochemistry. Microtubule assembly occurred at
37°C from homogenates of brain in buffers containing Mg*",
GTP, and a calcium chelator. Tubulin has subsequently been
assembled from a number of other sources, including flagellar
outer doublet microtubules (104-106).

Electrophoretic analysis of the protein composition of brain
microtubules assembled in vitro revealed the presence of sev-
eral protein species in addition to tubulin (107-109). A prom-

inent class of polypeptides having a high molecular weight (ca.
300,000 daltons) copurified stoichiometrically with tubulin
through several cycles of assembly (110, 111). Separation of the
6S tubulin from these proteins inhibited its ability to polym-
erize into microtubules except at high protein concentration
(112) or unphysiological solvent conditions (113-115). Read-
dition of the high molecular-weight MAPs (microtubule-asso-
ciated proteins) to 6S tubulin stimulated both the rate and
extent of polymerization by lowering the critical concentration
of tubulin necessary for assembly (110, 116). MAPs stabilized
the microtubules (117) by lowering the reverse rate constant
for assembly (118). Another class of proteins that copurified
with tubulin, termed tau, was also shown to stimulate micro-
tubule assembly (109, 119).

By examining the incorporation of radioactive precursors
into regenerating flagella, it was determined that flagella assem-
bled principally at their distal tips (120, 121). Tubulin obtained
from cytoplasmic microtubules also exhibited directional as-
sembly. For example, addition of brain tubulin onto isolated
basal bodies (122), centrioles (123-125), or axonemes (19, 126)
resulted in microtubule polymerization predominantly onto
the distal ends of these organelles. Similarly, addition of brain
tubulin onto microtubule pieces resulted in preferential assem-
bly onto one end of these pieces (108, 127). Recent studies of
microtubule assembly in vitro have indicated that polymeri-
zation occurred at one end of the microtubule and depolym-
erization occurred at the opposite end (128). These studies
suggest that the two ends of the microtubule have different
critical concentrations for assembly, and at polymerization
equilibrium the rate of tubulin addition onto one end of the
microtubule would equal the rate off the other end. Other
experimentation, however, has demonstrated that microtubules
assembled from kinetochores or centrosomes polymerized and
depolymerized at the same end (129).

The polarity of microtubules, as manifested in their direc-
tional polymerization, may permit them to function in direc-
tional intracellular movements. Of these movements, those
exhibited during mitosis have generated the most interest and
have been the subject of several different models (130-135).
Both chromosomes (123, 136, 137) and centrosomes (124, 125,
136) served as nucleation sites for microtubule assembly in
vitro. Studies of the direction of this assembly have indicated
that both kinetechore (129, 138) and centriolar (129, 139)
microtubules added tubulin subunits at the microtubule end
distal to the organizing center. These observations suggest that
each half-spindle of the mitotic apparatus is composed of
microtubules present in an antiparallel array.'

While axonemes could be reactivated to beat in vitro and,
accordingly, their movements analyzed biochemically, no
equivalent assay has been developed to study the movements
associated with cytoplasmic microtubules, although work on
the reactivation of mitotic movements is progressing (140).
Nevertheless, recent studies have provided some insight into
the mechanism by which motility is elicited within the cyto-
plasm.

MAPs, Arms, and Movement

The high molecular-weight MAPs, which copurified with
brain tubulin, had an electrophoretic mobility similar to that
of flagellar dynein, leading to speculation that they might be

! Direct visualization of microtubule polarity has recently revealed the
half-spindle to be composed of parallel microtubules (1394, 1395).
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functionally equivalent (108). Moreover, a flagellar fraction
containing dynein was shown to stimulate the assembly of
brain tubulin (141) while, in other studies, in vitro assembly of
flagellar outer-doublet tubulin was stimulated by the addition
of brain MAPs (105). Early work indicated the presence of a
low level of ATPase activity associated with brain microtubules
assembled in vitro, although contamination by mitochondrial
ATPases could not be precluded (142, 143). More recent studies
have demonstrated the presence of a dyneinlike ATPase in the
cytoplasm of unfertilized sea urchin eggs (144) and associated
with the mitotic apparatus (145). In other studies, a protein
that had properties similar to dynein was purified from brain
microtubules (146), and the activity of an ATPase associated
with brain microtubules was stimulated by addition of tubulin
(147).

MAPs have been visualized as filamentous projections (110,
112) that exhibit an axial periodicity of 32 nm (148, 149) along
microtubules assembled in vitro. Similar projections have been
observed on brain microtubules in situ (150). The presence of
arms on cytoplasmic microtubules from a number of sources
has been well documented (see reference 20), and arms period-
ically cross-bridging microtubules have been observed within
the mitotic apparatus of Barbylonympha (151). At present,
however, it has not been determined if these arms have a motile
function.

Other studies have suggested that a dyneinlike ATPase might
be implicated in movements associated with cytoplasmic mi-
crotubules. Lysed mitotic mammalian cells were capable of
continuing anaphase motions if ATP was present (152). These
movements were blocked by vanadate, an inhibitor of ATPases,
at concentrations that inhibited dynein, but not myosin, ATP-
ase activity (140). In addition, antibodies prepared against sea
urchin flagellar dynein prevented chromosome movements in
isolated mitotic apparatuses, whereas those prepared against
myosin had no effect on these movements (153). Moreover,
fluorescently labeled antibody against dynein stained the mi-
totic apparatus (154). Recently, it has been demonstrated that
cytoplasmic microtubules have the capacity to bind dynein
(155). A specificity of flagellar dynein binding to brain micro-
tubules assembled in vitro was indicated by the 24-nm axial
periodicity of the bound arms along the microtubules. This
spacing is identical with that of dynein arms present on axo-
nemal microtubules. Furthermore, flagellar dynein caused
brain microtubules to become cross-bridged together. Subse-
quent ATP addition dissociated these bridges. Together, these
data suggested the possibility that ATP-dependent dynein
cross-bridges between microtubules, which results in outer
doublet sliding within the axoneme, may also be involved with
movements occurring within the cytoplasm.

Flagellar dynein bound to in vitro assembled microtubules
provided a direct means by which microtubule polarity could
be determined (155). Application of this technique to micro-
tubules within the cell would be analogous to the use of heavy
meromyosin bound to actin filaments to determine their polar-
ity (156, 157), and has the advantage that microtubule polarity
could be determined in transverse, as well as in longitudinal,
sections. By decorating the mitotic apparatus with dynein, for
example, it could be determined if microtubules of opposite
polarity are adjacent to each other during anaphase and,
therefore, likely to interact during mitotic movements. Dynein,
both in its role in motility and in its use as a probe for
determining the polarity of microtubules, may therefore pro-
vide information about the mechanism by which movements
occur in association with microtubules.
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This brief presentation is not meant as a thorough review of
the microtubule literature. The reader is directed to the recent
review by Bloodgood and Kelleher (158), which lists most of
the major reviews and books on microtubules up until 1976,
beginning with Porter’s initial review in 1966. In addition,
several excellent and exhaustive reviews have appeared within
the past three years (159-166). Rather, the foregoing account
attempts to trace the overall direction that research on micro-
tubules has taken over the past quarter-century. With the
development of electron microscopy as a routine laboratory
procedure came the ability to observe microtubules first in cilia
and flagella and later in other organelles and in a great variety
of cell types. Studies on the biochemistry of ciliary and flagellar
microtubules and the colchicine-binding protein of brain and
other tissues were soon followed by successes in the reactivation
of microtubule-based motile systems, particularly the cilia and
flagella and, more recently, the mitotic apparatus. Finally, the
development of techniques to assemble microtubules and some
of their associated proteins in vitro, and to visualize systems of
microtubules and related cytoskeletal elements by labeled an-
tibody procedures and by high-voltage electron microscopy,
has provided the impetus for continued progress in this rapidly
moving field.
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Cell Division and the Mitotic Spindle’

SHINYA INOUE

The study of cell division spans the past full century. Lately,
the field has blossomed, and exciting advances have been
made, especially at the molecular and fine-structural levels.
Yet as we commemorate the centennial of Flemming’s discov-
ery2 of “indirect” cell division, or mitosis, many basic questions
still remain unanswered or incompletely explained.

The first half-century of study on cell division is synthesized
in Wilson’s (2) classic treatise “The Cell in Development and
Heredity.”® While laying a solid foundation for the cytology of
the dividing cell and the genetic and developmental signifi-
cance of mitosis and meiosis, Wilson (Chapter IX) also directs
our attention to an important viewpoint regarding the struc-
tural basis of cell function. Thus he quotes Briicke:

“We must therefore ascribe to living cells, beyond the mo-

lecular structure of the organic compounds that they contain,
still another structure of different type of complication; and it
is this which we call by the name of organization.”
It is this aspect of the dividing cell, its organization, especially
in its dynamic attributes, that I shall stress in this brief historical
sketch. In particular, I shall focus on the organization of the
ephemeral mitotic spindle, which emerges cyclically at each
cell division. With it, the replicated, condensed chromosomes
are separated and positioned for inclusion into the (two) daugh-
ter cells.

The Mitotic Spindle

As we entered the early 1950s, evidence pointed to two
mechanisms of anaphase chromosome movement (summarized

! Dedicated to Professor Kenneth W. Cooper, University of California,
Riverside, whose continued friendship and advice have added im-
mensely to my work.

® Translated and reproduced in 1965. J. Cell Biol. 25(1; part 2):1-69.
Flemming saw that the nucleus did not divide directly into two, but
formed chromatin threads (hence mitosis). The condensed chromatin
threads, or chromosomes, were moved apart and placed into two new
cells by a transient, fibrillar achromatic apparatus, the “nuclear spin-
dle” (1) formed from the hyaline kinoplasm.

? Wilson’s work is complemented in the botanical realm by Sharp (3).
Bélai (4) provides a thorough, thought-provoking examination of
achromatic spindle components and varying patterns of mitosis in
protists. Morgan (5) illustrates and raises penetrating questions regard-
ing the role of cell division in embryonic development and gene
expression.

s. INOUE Marine Biological Laboratory, Woods Hole, Massachusetts,
and Department of Biology, University of Pennsylvania, Philadelphia,
Pennsylvania

by Schrader [6]). Chromosomes were pulled toward the spindle
poles, via their kinetochores,* by shortening of a traction fiber
or the chromosomal spindle fiber. In addition, chromosomes
were “pushed” apart by the pole-to-pole lengthening of the
central spindle to which the chromosomal fibers were an-
chored. The notion of a musclelike contraction for poleward
chromosome motion had been propounded by Flemming in
1879 (1) and earlier workers, and questioned by Wilson (2) as
not being consistent with the “dynamic nature of the cytoplas-
mic fibrillae” observed in living cells. As to the dual mecha-
nism, Ris (8), in working with living grasshopper spermato-
cytes, was able to inhibit the pole-to-pole elongation without
affecting chromosome-to-pole movement by exposing the cells
to a solution containing a few tenths of a percent chloral
hydrate.

Yet the nagging doubt, expressed by Wilson (e.g., pages 178
198 in reference 2) and others regarding the physical nature of
the “achromatic” fibrous machinery of the mitotic spindle,
which was believed to be responsible for chromosome move-
ment, had not abated. Rather, the problems were compounded
by the late 1940s despite, and partly because of, the wealth of
studies that had been made on carefully fixed and stained cells
and by the deductions drawn from observations of living cell
behavior (6). In that atmosphere it was first necessary to learn
whether the mitotic figures seen in fixed cells in fact repre-
sented, in living cells, a physically integral body capable of
moving chromosomes or exerting force enough to deform cell
shape.

ISOLATION OF THE MITOTIC SPINDLE: In 1952, Ma-
zia and Dan [9] succeeded in developing a method for the mass
isolation of “mitotic apparatuses,” thereby identifying the mi-
totic spindle, chromosomes, and asters as a coherent physical
body separable from the rest of the cell (Fig. 1). Although there
were earlier reports of expelling the spindle out of an intact
cell (e.g., Foot and Strobell [10] from earthworm eggs), the
pioneering work of Mazia and Dan finally opened the way for
the mass isolation and characterization of the mitotic appara-
tus. That same year, Carlson (11), in an extensive micromanip-
ulation study on living grasshopper neuroblasts, demonstrated
the integrity and mechanical anisotropy of the metaphase
spindle, as well as the “liquefaction” of the spindle mid-zone
observed during anaphase.

* Chromosomes commonly possess a single spindle fiber attachment
point, or kinetochore. Some chromosomes have, or behave as though
they have, diffuse kinetochores along the length of their chromosomes
(6, 7). They are called holokinetic chromosomes.
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FIGURE 1

Mitotic spindle in metaphase isolated from the egg of a sea urchin, Lytechinus variegatus. (Left) Observed with a

rectified polarizing microscope, spindle fibers and astral rays appear in light or dark contrast depending on their orientation. The
weak birefringence (measuring a few nanometers in retardation) of the fibers produces the sharp contrast observed. Microtubular
bundles are responsible for the (positive form) birefringence of the fibers. Chromosomes display little birefringence and appear as
gray bodies at the equator of the spindle. ( Right) The same spindle in Nomarsky differential interference contrast. Chromosomes
show prominently. The microtubules in these clean spindles (isolated in a new medium devised by Salmon) depolymerize when
exposed to submicromolar concentrations of calcium ions once glycerol is removed from the isolation medium. In these isolates,
which lack vesicular components, the chromosomal fibers shorten as they are depolymerized by micromolar concentrations of
calcium ions. Unpublished figures, courtesy of Dr. E. D. Salmon, University of North Carolina. Bar, 10 um.

Many improvements were made on the basic isolation tech-
nique of Mazia and Dan. In particular, the work of Kane (12)
that identified the pH and solute conditions (in effect, water
activity) needed for mitotic apparatus isolation, helped shed
light on the basic physicochemical parameters that delineated
the functioning cytoplasm. On the other hand, early attempts
at defining the chemical makeup of the mitotic spindle were
less successful. In retrospect, that is not so surprising because
the fibers of the spindle and aster are immersed in (and spun
out from) the hyaline cytoplasm that permeates the cell. Large
cytoplasmic granules are excluded from the spindle, but ribo-
somes and some membranes are not. Yolk and other granules
also adhered to earlier isolates.

SPINDLE FIBERS IN VIVO: Whereas the isolated mitotic
apparatus exhibited a physical coherence and clearly displayed
spindle fibers, such fibers could have arisen by fixing or
overstabilizing the cell, as was suggested by many investigators
(see 6). Pollister (13), for example, argued that astral rays were
not fibers in the living cell but rather were channels of flow of
oriented molecules belonging to the hyaloplasm. Our own
work, which paralleled that of Mazia and Dan, focused on the
development of sensitive polarized light microscopy, with
which we hoped to study directly in living cells the nature of
the anisotropically arrayed molecules that made up the spindles
and asters. From the 1930s to early 1950s, Schmidt (14), Hughes
and Swann (15), Swann and Mitchison (16), Inoué and Dan
(17), and Swann (18) had investigated how to optimize the
performance of existing polarized light microscopes. They also
showed that the mitotic spindle and astral rays in cleaving sea
urchin eggs and cultured chick embryonic cells indeed dis-
played a longitudinal positive birefringence consonant with the
presumed presence of molecules oriented parallel to the fiber
axes. Each of the workers also noted the striking emergence,
rise, fall, and disappearance of spindle birefringence (retarda-

132s

THE JOURNAL OF CELL BIOLOGY - VOLUME 91, 1981

tion) as a single cell progressed through prometaphase, meta-
phase, anaphase, and telophase. Each interpreted the obser-
vations in molecular terms, variously biased by the paradigm
adopted.

By 1953, I was able to demonstrate clearly with the polarizing
microscope (19) that “there is fibrous structure in living cells
which in conformation is very close to what the cytologists
have long observed in well-fixed preparations. There are con-
tinuous fibers, chromosomal fibers, and astral rays” (6). Cou-
pled with Cleveland et al. (20) and Coopers (21) earlier
observations of fibrous structures in the spindles of certain
other living cells, the issue of the “reality” of spindle fibers
seemed to be settled.

Whereas these earlier studies vividly displayed some dy-
namic changes of spindle birefringence in living cells, changes
which should reflect events taking place at the molecular level
during cell division, a clearer outlook depended on better
optical resolution and broader experience gained through ob-
servations and experimental manipulations of cells in division.
With progressive improvements in the resolution and sensitivity
of the polarizing microscope, culminating in the introduction
of “rectified” optics (22), clearer images of individual spindle
fibers were obtained, and the birefringence distribution within
each fiber in a living cell could be clearly ascertained (Fig. 2).
We could now seriously examine the nature of the spindle
fibers and their roles in mitotic chromosome movement.

By the late 1950s to early 1960s, several dynamic attributes
of the spindle fibers were discovered or confirmed.’ (a) The
birefringence of the spindle fiber could be reduced reversibly to
an equilibrium value, or be abolished totally, by low temper-

® For other important approaches complementing the polarized light
analysis, see later sections on spindle-associated movements and mi-
cromanipulation.



FIGURE 2 A living primary spermatocyte of Pardalophora apiculata
(a grasshopper) as viewed with a rectified polarizing microscope
(22). (a) Metaphase. Kinetochores of one bivalent are indicated by
arrows (k) and polar regions by (p). Birefringent chromosomal
spindle fibers run from each kinetochore toward a pole; the diffuse
background birefringence of interpolar fibers is identified only with
difficulty in the prints, but is readily measured. (b) Metaphase. The
opposite compensator setting. (¢ and d) Anaphase. 22 and 36 min
respectively, after a. From Nicklas (23). X 1,500.

ature (24) or with an antimitotic alkaloid, colchicine (25, 26).
The morphological changes of the birefringent fibers (Fig. 3
left) suggested that the submicroscopic fibrils, from which the
fibers resolvable with the light microscope were made up (18),
were not simply coiling or becoming randomized but were, in
fact, depolymerizing as the cells were cooled or treated with
colchicine. (Also see important contributions by Beams and
Evans [27], Ostergren [28, 29], Pease [30], Wada [31], Gaulden
and Carlson [32].) The fibrils repolymerized as the cells were
rewarmed or the colchicine washed out. In other words, the
fibers were not static structures, but rather existed in a dynamic
state of flux. This strange capacity of reversible molecular
assembly and disassembly, which was inducible by slight phys-
iological perturbations, brought into line the seemingly para-
doxical attributes of the achromatic spindle material. As em-
phasized by Ostergren (29) and Wada (31) and puzzled over
by Lewis (33), Wilson (2), Bélar (34), and others, there were
indeed fibers made up of submicroscopic fibrils, yet the fibrils
were made up of molecular subunits held together by labile
bonds (Inoué [35, 36]). (b)) The fibers were organized by “cen-
ters” (Boveri [37]), Wilson [2], Wasserman [38]) such as cen-
trioles (or equivalent structures), kinetochores, and, in typical
plant cells, the cell plate material. As could be deduced from

the higher birefringence adjacent to these centers and the
temporal sequence of birefringent fiber growth in natural
mitoses, as well as from the breakdown and regrowth behavior
of the fiber which was microirradiated with a moderate dose
UV-microbeam, the centers were capable of assembling or
nucleating the fibrils from a preformed pool of unassembled
subunits (36). (¢} Depending on the activity of such centers
and the physiological state of the cell, the spindle fibers could
readily be built up, broken down, or reorganized. It appeared
that the same molecules could enter one kind of fiber or
another, depending on which center or polymerizing factor was
active at that time (35, 36). (d) Chromosome movement ceased,
and the chromosomes recoiled toward the metaphase plate
when the chromosomal fiber birefringence was abolished in
anaphase by cold. As shown in Fig. 3 right, poleward chro-
mosome movement resumed in rewarmed cells after birefrin-
gent fibers had reappeared and reorganized into an anaphase
configuration (36). (This paper also illustrates with many pho-
tographs, including excerpts from time-lapse motion pictures,
changes in spindle-fiber birefringence that occur naturally in
dividing plant and animal cells, as well as in experimentally
modified cells.)

MICROTUBULES: In contemporary terms the birefrin-
gent submicroscopic fibrils of the spindle fibers and astral rays
would be microtubules. By the early 1960s, electron microscop-
ists had begun to describe mitotic microtubules, or “paired
fibrils” (39-42); in 1963 “microtubule” still appeared in quo-
tation marks (43). The equivalence of spindle fibrils and mi-
crotubules was therefore yet to be made.

By the mid-1960s, especially after the introduction of glutar-
aldehyde as a fixative for electron microscopy (44), mitotic and
other microtubules were widely described and accepted as a
basic cytoplasmic element as summarized by Porter (45). The
lability and the reversible disassembling ability of the mitotic,
and some cytoplasmic, microtubules (46-48) were shown to
parallel the behavior of spindle fibrils deduced from their
birefringence (49). Thus the ideas evolved that microtubules
were the major structural element (fibrils) of the spindle fibers
and astral rays,’ and that the lability of the microtubules, in an
equilibrium with a pool of their subunits, was responsible for
the lability of spindle fibers (Inoué and Sato [49]).

The assembly of subunits into microtubules was seen to be
mediated by hydrophobic bonds and to be entropy driven, as
the assembly of tobacco mosaic virus A-protein (57), in the
globular to fibrous transformation of actin (58), etc. The greater
hydration predicted by this model for the subunits, as compared
with the assembled microtubules, was consistent with the ability
of D;0, glycols etc., reversibly to increase the degree of spindle-
fiber polymerization (49, 59). Low temperature and colchicine
would both favor the disassembly state.

In the meantime, Taylor (60) succeeded in labeling colchi-
cine with radioactive tritium and, in 1965 showed in an elegant
study that the antimitotic action of colchicine was based on a
tight but reversible, noncovalent binding of colchicine to a

¢ The quantitative correlation between the spindle fiber birefringence
and microtubules has been questioned by some authors (e.g., 50-52),
but has been affirmed after careful analysis by Sato et al. (53, also see
54 and 55). Marek /56) reports that the amount of microtubules found
by electron microscopy is only half of that expected from the birefrin-
gence in living grasshopper spermatocytes. However, even in careful
studies such as Marek’s, it is not unlikely that a significant fraction of
the more sensitive microtubules have been lost by fixation (cf. 49 and
53).
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FIGURE 3 (Left) Effect of colchicine on the metaphase-arrested spindle in the rJcyte of Chaetopterus pergamentaceous (a marine
annelid worm). The changes in the position of the chromosomes and the morphology and birefringence of the spindle fibers were
followed with a sensitive polarizing microscope. In 0.5 mM colchicine (top) the spindle fiber birefringence is lost in about 10
minutes. As the spindle decays, the chromosomal fibers shorten without thickening. The loss of birefringence indicates depolym-
erization of the microtubules making up the fibers. As the fibers shorten, the chromosomes and inner spindle pole are transported
to the cell surface. The outer spindle pole is anchored to the cortical layer of the cell. At a higher concentration of colchicine (5
mM, bottom), the “continuous” (central) spindle fibers depolymerize and !ose their birefringence first. Then the chromosomal
fiber birefringence disappears, as the microtubules fall apart, before the fibers have shortened appreciably. The chromosomes are
left “stranded.” When colchicine is removed, the microtubules reassemble, and the elongating fibers transport the chromosomes
and inner spindle pole away from the cell surface, eventually back to the metaphase configuration. Time in minutes (’) and
seconds (") after application of colchicine. From Inoué (25). Bar, 20 um. (Right) Effect of chilling on pollen mother cell of Lilium
longiflorum (an Easter lily) in early anaphase. The birefringence of the spindle fibers disappears in a few minutes as the
microtubules depolymerize at 3°C. As the mitotic microtubules reassembie at 27°C, the birefringence returns rapidly. The
chromosomes recommence anaphase movement in 8-10 min once the spindle organization has recovered. From Inoué (36). Bar,

20 pm.

critically small fraction (3-5%) of sites within the cell. Borisy
and Taylor (61, 62) shortly thereafter isolated a colchicine-
binding protein from extracts of sea urchin eggs and from
isolated mitotic apparatuses. The binding-site protein showed
a sedimentation constant of 6S and was identified by them to
be the subunit protein of microtubules. An amusing sidelight
of this study was that Borisy and Taylor found brain, which
they chose as a control tissue expected to be free of dividing
cells and hence of the (colchicine-binding, microtubular) spin-
dle protein, to be a particularly rich source of the colchicine-
binding protein.

Whereas the behavior of mitotic microtubules as seen in
electron micrographs appeared to parallel the behavior of
spindle-fiber birefringence as observed in living cells, the be-
havior of the in vitro, isolated mitotic apparatuses did not. Nor
was the in vitro behavior of microtubules and their colchicine-
binding 6S subunit, which was by that time isolated, charac-
terized (63—67), and named tubulin (68) as similar as one would
have liked to the behavior of microtubules in vivo. Isolated
spindles were more stable in the cold than at room temperature,
and they were insensitive to colchicine. Tubulin isolated from
brain could be assembled into sheets and at times into micro-
tubules, but only irreversibly so (66, 69).

LABILE MICROTUBULES: 1972 was a major turning
point. Weisenberg (70) reported the in vitro reconstitution of
labile microtubules from extracts of rat brain that contain a
high concentration of tubulin. Unlike the earlier isolated spin-
dles and reassembled microtubules, the new microtubules dis-
assembled in the cold, and their assembly was inhibited by
colchicine! In order to assemble such labile microtubules, it
was important that the calcium ion concentration be kept low
and that some magnesium ion and guanosine triphosphate
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(GTP) be present in the neutral (organic) buffer. These findings
of Weisenberg’s were rapidly confirmed (71, 72) and a new era
in microtubule research had begun.

The labile microtubules which could now be assembled in
vitro were reversibly disassembled by cold. Indeed, following
Olmsted and Borisy (73), purification of tubulin and associated
proteins have since been routinely accomplished by cold-warm
recycling. Likewise, isolated and reconstituted microtubules
were reversibly disassembled by hydrostatic pressure just as
were the mitotic microtubules in intact dividing cells (74, 75).
In vitro polymerized microtubules were in equilibrium with a
pool of assembly-competent tubulin (76), and assembly was
promoted by D,O (77, 78). These properties of labile microtu-
bules indeed seemed to parallel the behavior of mitotic micro-
tubules in vivo.”

In detail, however, the assembly properties of the isolated
tubulin, with or without accessory proteins,® still appeared to

" For a summary of the chemical and physicochemical properties of
isolated microtubules and associated protein, see Haimo and Rosen-
baum (this volume), the monograph by Dustin (79), records of two
conferences (80, 81) and the following reviews (77, 82-86).

8 Accessory proteins include high molecular-weight components
“MAPS,” presumably including dynein, lower molecular weight
“tau’s,” and some with molecular weight not too different from tubulin
(reviews, 86-88, and Haimo and Rosenbaum, this volume). Although
they seem to affect the assembly and stability of microtubules, their
role in mitosis does not seem very clear at this point. I will have little
further to say about these components nor about the role of cyclic
nucleotides and phosphorylation of tubulin although this is a field
receiving much attention lately. (See especially [84], Haimo and Ro-
senbaum, this volume, and the references given at the end of the last
footnote.)



be not quite the same as in living cells. In vivo, colchicine and
Colcemid depolymerized labile microtubules®; in vitro, they
acted primarily to prevent assembly and did not seem to take
apart preformed microtubules (63, 73, 83). In vivo, D,O shifted
the equilibrium toward more microtubules (49, 94), whereas in
vitro, it primarily raised the rate of microtubule assembly but
not the amount of microtubules in equilibrium with tubulin
(77; but also see 95). In vivo, the net assembly reaction appeared
to fit a simple equilibrium model TUBULIN = MICROTU-
BULES (assuming spindle-fiber birefringence to measure the
concentration of its component, parallel aligned, microtubules)
(35, 74, 94). In vitro, the tubulin (dimers) would be expected to
enter and to leave at free ends of the microtubules and, as
anticipated, the reaction was observed to take the form: MI-
CROTUBULE + TUBULIN = LONGER MICROTU-
BULES (76). These differences may in part be accounted for
by the fact that the microtubules in vivo appear to be con-
stantly, and rather rapidly, turning over; they are in a dynamic
equilibrium.

DYNAMIC EQUILIBRIUM: The concept of a steady-
state, or dynamic, equilibrium had been postulated earlier for
spindle fibers in living cells.' Also, a UV microbeam of
appropriate dose' could induce an area of reduced birefrin-
gence (“arb”) on a spindle fiber, and it was found that this
marker traveled poleward in a metaphase crane-fly spermato-
cyte at %-% pm/min, a velocity approximately equal to the
anaphase poleward velocity of chromosomes at similar tem-
peratures (Fig. 4) (50, 97). Likewise, in a (Nomarski) differen-
tial interference contrast microscope, ‘“particles or states”
barely resolvable with the light microscope were seen traversing
poleward along chromosomal spindle fibers in Haemanthus
endosperm cells and tissue culture cells (98, 99). These transport
phenomena could be interpreted as reflecting a dynamic assem-
bly-disassembly of kinetochore microtubules, the assembly oc-
curring at the kinetochore and the disassembly at or near the
spindle pole. The component tubulin molecule would then
travel along the microtubule in a fashion similar to a link in a
chain that is constantly being assembled at one end and
disassembled at the other end. (To date, however, the mechan-
ical properties of the arb are unknown, and there exists no
tagging experiment that unequivocally shows a poleward flow
of tubulin along mitotic microtubules in living cells.)

For a while, it appeared that the steady-state equilibrium of
labile microtubules in vivo might explain the difference of their
response to colchicine treatment, their thermodynamic prop-

° Behnke and Forer (89) summarize evidence for the presence of
microtubules with varying degrees of stability in living cells. Others
have pointed out that kinetochore microtubules are often more resistant
to colchicine, cold, hydrostatic pressure etc., then the astral and inter-
polar or nonkinetochore microtubules (e.g., 25, 90-93).

' The term “dynamic equilibrium” used in some of my earlier papers
(e.g., 49) referred to a labile, equilibrium assembly of subunit protein
coupled with the dynamic nature of the fibers. The latter point is
stressed in Wilson (2), Ostergren (29), Wada (31), and Inoué (36). The
interpretation that their fibrils were also in a steady state-flux with a
dynamic through-flow of subunits was gradually developed over the
years. The distinction between the two types of “dynamic” properties
are clearly defined (in 96, page 6).

" The dose of UV used for microbeam irradiation is highly critical
because the irradiation also produces a diffusible toxic product that
abolishes spindle birefringence. Failure in critical adjustment of the
dose (best accomplished by observing spindle birefringence change)
probably accounts for the diversity of results reported in the literature.

erties, etc., as compared with the in vitro system. But even in
vitro, the story has become more complicated. Microtubules
are now known to be polarized and show a preferred end of
growth (e.g., 100, 101, and Haimo and Rosenbaum, this vol-
ume). Additionally, Margolis and Wilson (102) have shown
recently that “equilibrium” microtubules in vitro are also in a
dynamic, steady state. Under equilibrium conditions, the net
assembly of GTP-bound tubulin at one end of the microtubule
is balanced by the net disassembly of guanosine diphosphate
(GDP)-bound tubulin at the other end. Therefore, even at
steady state in vitro, there is a net flow or “treadmilling” of
tubulin along the microtubules; that rate can approach %o um/
min in the presence of 10 mM adenosine triphosphate (ATP)
(103; but also see 104 and the section on models).

CENTERS: In living cells, spindle fibrils, or mitotic micro-
tubules, are assembled sequentially around centrioles or satel-
lites, kinetochores, and in plant cell phragmoplasts, the cell
plate (reviews in 87, 105-107). Pickett-Heaps (108) has called
these structures collectively microtubule organizing centers
(MTOCs). Indeed, when such centers are isolated from living
cells they have the capacity, as shown in Fig. 5, to initiate the
assembly of microtubules onto or around themselves in vitro
(reviews 86, 88, Haimo and Rosenbaum, this volume).

In mitosis, microtubules would have to be properly assem-
bled and dynamically anchored onto appropriate organizing
centers in order to: form a functional bipolar spindle; proceed
successfully through metakinesis and anaphase separation of
chromosomes; and coordinate mitosis with cytokinesis. Thus
the MTOC are somehow activated at the right time, location,
and orientation (36). There are many studies on the structure
and composition of centrioles and kinetochores (e.g., 88, 113,
114), but little is yet known of how the activity of these centers,
and how the assembly capability of tubulin, are regulated. (See
[110, 115-119] for suggestive results. For experimental dissec-
tion of centriole replication and cell division, see Mazia et al.
[120] and Sluder [121]. The problem of de rovo formation of
centers is reviewed in [113; also see 122-124 and Haimo and
Rosenbaum, this volume].) The concentration of assembly-
competent tubulin can be altered by application of colcemid
long before the cell enters mitosis (125), as might be expected
if the activities of the centers primarily govern when and where
assembly is to take place (36). On the other hand, the disassem-
bly of microtubules in anaphase may be governed in part by
removal of assembly-competent tubulin from the tubulin pool
(126).

SPINDLE-ASSOCIATED MOVEMENTS: Inparallel with
the characterization of microtubules, the birefringent major
linear elements of the spindle fibers, several other lines of
approach were used to characterize the mitotic spindle and to
explore the mechanisms of mitotic chromosome movements.
The movements of chromosomes and particles in and around
the mitotic figures were analyzed in living cells by bright-field
and phase-contrast microscopy. As early as 1929, Bélaf (34,
127) observed anisotropic “Brownian” motion in the anaphase
spindle mid-region, the motion being decidedly greater parallel
to the spindle axis than it was transverse to this direction. In
the 1950s, through extensive frame-by-frame analysis of phase-
contrast, time-lapse motion pictures, Bajer and Mole-Bajer
(e.g., 128) followed the predominantly poleward expulsion of
particles lying in the region between the chromosomes and the
spindle poles. Ostergren et al. (129) found that long arms of
chromosomes were likewise transported poleward in prometa-
phase. The poleward flow of “particles or states” at this stage
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FIGURE 4 Ultraviolet (UV) microbeam irradiation of crane fly spermatocyte in late metaphase observed with a polarizing
microscope. The bright patch (arrow) in the third frame shows the area to be irradiated by the heterochromatic UV microbeam. An
area of reduced birefringence (arb) is induced in the spindle fibers by the microbeam irradiation. Note the gradual migration of
the arb towards the upper spindle pole. Anaphase started 6 min after the irradiation. Mitochondrial sheath (m) surrounds the
spindle. Time in minutes after irradiation. From Forer (97). Bar, 20 pm.

was mentioned earlier. In addition to poleward transport, time-
lapse motion pictures at times displayed a striking lateral
transport (130, 131) and compacting of nonkinetochore and
phragmoplast microtubules (see [132] for grasshopper sper-
matocytes, [133] for Haemanthus endosperm cells). Bajer and
Molé-Bajer (134) and Lambert and Bajer (135) found, by
electron microscopy, that long stretches of microtubules are
often “zipped” together in those cells (see later).

Mitochondria, yolk granules, and vesicles migrate radially
toward and away from the spindle pole in a jerky, saltatory
motion along astral rays (13, 136, 137). During prometaphase
and metaphase, the centrospheres at the spindle poles can grow
considerably in size, which perhaps reflects the transport and
accumulation of vesicles into that region (but see 107). Simi-
larly in telophase, small vesicles that are seemingly undergoing
Brownian motion accumulate at the mid-region of a plant
phragmoplast. There they fuse laterally to form the cell plate
(138) by a process possibly reversing the pinching-off of vesicles
from the Golgi body (Fig. 6). Whereas these movements have
in common the transport of particles in a direction parallel to
the lengths of microtubules, the nature of the transport mech-
anisms still remains to be solved (134, 137).

The whole spindle, as well as the nucleus, sometimes rock
back and forth or spin around slowly. Such behavior is espe-
cially prominent in time-lapse motion pictures (e.g., 36, 139,
and especially 140). Spindle-rocking is often accompanied by
the “northern-lights” flickering of birefringence seen in the
fibers, in and around the spindle. Some of these movements
give the impression of being mediated by (microtubule) assem-
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bly-disassembly (36). Other aspects, such as the nuclear rota-
tion, may be related to the revolution of the (actin-based?)
polygonal cytoplasmic filaments studied in Nitella cytoplasm
by Jarosch (141) and Kamiya (142; also see the variety of
cytoplasmic movements described in 143, 144, and in Allen
and Pollard in this volume).

In centrifuged living cells, particles accumulate along the
centripetal side of the spindle, and spindle fibers and chromo-
somes are distorted. The pattern suggests a considerable me-
chanical integrity of the metaphase, but not anaphase, central
spindle and of the chromosomal fibers which anchor the chro-
mosomes to the poles (145, 146; summary in 6). Similarly, the
premetaphase stretch of chromosomes, studied in detail by
Hughes-Schrader (147, 148) in mantids and other insect sper-
matocytes, indicates, even before metaphase, a poleward force
acting on the kinetochores of the unseparated sister chromatids.

These earlier analyses, and Ostergren’s classical studies on
the paradoxical chromosome behavior during mitosis in Lu-
zula,”® reflect the dynamic mechanical behavior of spindle
fibers (Ostergren (29]). These intriguing mechanical properties

2 In early metaphase of Luzula purpurea cells, the holokinetic chro-
mosomes are interlocked in such a way that they could not undergo
anaphase separation without breakage either of the chromosomes
themsleves or of their kinetochore fibers. While the process of unlock-
ing has not been seen in living cells, Ostergren deduced from the
abundance of normal anaphase figures in his fixed specimens that the
kinetochore fibers must have been labile enough to be broken and
reformed at the beginning of anaphase (29).



FIGURE 5 Atrtificial asters grown by addition of purified, heterologous tubulin onto isolated centrosomes. (a) Low power (~X
550) view in the polarizing microscope. Tubulin extracted from pig brain was polymerized onto a centrosome pressed out from a
Chaetopterus oocyte in metaphase. The microtubules have grown to over 100 um in length and show as long birefringent
streamers. From Inoué and Kiehart (109). (b) Medium power (~X 2,200} view in dark field microscopy. Tubulin fram chick brain
was polymerized onto a centriolar complex isolated from Hela cells blocked in “M-phase” with Colcemid. From Telzer and
Rosenbaum (110). (¢} Electron micrograph (~X 16,000) of a negatively stained preparation. Tubulin from pig brain was polymerized
onto centrosomes isolated from CHO celis blocked with Colcemid. (Inset) The central region of the same micrograph printed
lighter at a higher magnification (~X 30,000) to show the pair of centrioles. From Gould and Borisy (111). On isolated chromosomes,
the kinetochores have similarly been shown to serve as microtubule-organizing centers (86, 111, 112).

of spindles have been investigated further by probing the
interior of living cells with micromanipulation.

MICROMANIPULATION: The earlier micromanipula-
tion studies of Chambers (149) and others were extended by
Wada (150) and by Carlson (11) to analyze spindle structure.
More recently, extensive and intricate manipulations of the
chromosomes and spindle parts have become possible by use
of the piezoelectric micromanipulator developed by Ellis (151).
Thus Nicklas and co-workers (152, 153; review and interpre-
tation in 23; also see 154) and Begg and Ellis (155, 156) were
able to demonstrate the following: when a fine glass needle is
inserted into a chromosome and gently tugged away from the
spindle pole, the chromosome extends but the kinetochore-to-
pole distance is virtually unchanged. Individual chromosomes
(or chromosome pairs) can be swung about the spindle pole
without disturbing other chromosomes (152, 155).

If the cell is already in anaphase, a chromosome can easily
be pushed toward the spindle pole. That chromosome then
waits until the other chromosomes catch up before it recom-
mences its poleward travel. The chromosomes behave as
though they were all being reeled in to the pole by individual
fishing lines each attached to the kinetochore, but all sharing
a common reel (155).

With the piezoelectric micromanipulator, Nicklas and Koch
(157) detached individual chromosomes from their spindle
fibers by tweaking the fiber near the kinetochore. Detached
metaphase chromosomes reestablish a connection to the spin-

dle; a kinetochore is drawn toward the pole it now faces. That
may or may not be the pole to which it was originally joined!

The mechanical strength of a chromosomal spindle fiber was
found to increase in parallel with its birefringence (156). Fiber
strength increases in prophase as the fiber birefringence grows.
Likewise, the mechanical integrity of the fiber disappears as
fiber birefringence is eliminated by colchicine, and recovers as
the birefringence returns during recovery from colchine treat-
ment. Strangely, the fiber is also more stable, and chromosomes
spontaneously detach and reorient less frequently, when the
fiber is under tension (153).

These micromanipulation experiments directly confirmed
and, to some extent, clarified the twin paradoxical properties
of the spindle fibers, mechanical integrity and lability. Ellis
and Begg (158) have prepared a comprehensive, thoughtful
summary of the mechanical properties of the fibers connecting
the kinetochore and the spindle pole, as revealed by micro-
manipulation studies.

The earlier micromanipulation studies by Wada (150) are
also interesting. Even though he acknowledged the labile attri-
butes of the fibers, Wada (31) held firmly to his view that the
nuclear membrane never breaks down during mitosis in higher
eukaryotes. This view is contrary to the essentially universal
observation that the nuclear envelope does break down during
mitosis in such cells (see later for the many exceptions found
in lower eukaryotic mitoses). Even so, the shape and volume of
the spindle often do resemble those same attributes of the
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FiGURE 6 Pollen mother cell of Lilium logiflorum. Selected frames taken from a 16 mm time-lapse movie taken with a sensitive
polarizing microscope. (a) Late metaphase. The chromosomes (dark gray) are still on the metaphase plate. They are not yet
stretched but the strong birefringence (brightness) of the chromosomal fibers indicates that the cell is about to enter anaphase.
(b) Mid-anaphase. The helical chromosomes, led by the birefringent chromosomal fibers, are just separating. The strong
birefringence (signifying high concentration of microtubules) of the chromosomal fiber adjacent to the kinetochore persists from
late metaphase to mid-anaphase. Notice weaker birefringence toward the poles and the absence of asters (cf., Figs. T and 11, and
footnote 20). (¢} Telophase. Chromosomes have formed the daughter nuclei. Between them the birefringence of the phragmoplast
fibers is considerably stronger than was the mid-zone of the anaphase spindle (cf., b). Many new microtubules have been formed
oriented parallel to the sparse microtubules that remained behind the separating chromosomes in late anaphase. Small vesicles are
beginning to accumulate at the middle of the phragmoplast. (d) Cell plate formation. The vesicles have fused at the middle of the
phragmoplast and have started to form the cell plate. The phragmoplast and the cell plate continue to grow laterally until the cell

is completely divided. From Inoué (36). Bar, 20 um.

nucleus before nuclear envelope breakdown. Nucleoplasm and
the hyaline cytoplasm clearly must mix in establishing the
spindle (e.g., see the extensive inclusion of ribosomes (?) amidst
spindle microtubules in Fig. 7), but larger organelles® are
excluded or expelled from the spindle region. In fact, the
mitotic figure is frequently visible in living cells as a clear
region from which most microscopically detectable granules
are absent and which is outlined by mitochondria, yolk gran-
ules, etc. What accounts for this separation? This may be
explained in part by the fact that the spindle is embedded in its
own gel matrix. In addition, it may reflect another component
that participates in mitotic cellular organization, the mem-
branes.

** In some cells the nucleolus is not expelled from the spindle and is
even regularly divided into two (e.g., 2, 6). Also see Cooper (161) for
chromosome shaped “equatorial bodies” which retain the shape of
chromosomes and remain on the metaphase plate as the chromosomes
move poleward in anaphase.
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MEMBRANES: Recently, increasing attention has been
paid to the amounts of cytoplasmic membranes surrounding,
although not completely enveloping, the spindle (e.g., Fig. 7,
top right). As shown earlier by Porter and Machado (162) and
more recently emphasized by Hepler (163), some lamellar or
tubular cisternae also penetrate the spindle from the poles
parallel to the chromosomal fibers. Harris has called attention
to the many vesicles found in that region and especially the
spindle-pole regions in sea urchin eggs (however, see 107). Are
these, as Harris (164) postulates, calcium-sequestering or
-releasing structures (in analogy with the sarcoplasmic reticu-
lum in muscle cells)? Calcium seems to be accumulated within
the vesicles or vesicular membranes (163, 165, 166). The distri-
bution of vesicles and reticular membranes in and around the
spindle, as well as the sensitivity of microtubules (70, 167),
actin gels (168, 169), regulator-bound actomyosin (170, 171)
etc. to micromolar concentrations of calcium ions, suggests
some regulatory role for these membranes as discussed below.

CALCIUM: During the 1930s to 1950s, Heilbrunn sug-



FIGURE 7 Electron micrographs. (Left) Thick (0.25 um) section of a PtK, cell in early metaphase, observed at low power {~X
7,000) with a high voltage electron microscope. Both poles (p) of the spindle are clearly visible. Bundles of microtubules making
up the chromosomal fibers run from the kinetochore (k) towards the spindle pole (cf., Fig. 2). The ribonucleoprotein stain
employed in this preparation darkened the inner plate of the trilaminar kinetochore. From Rieder (159). (Right} Thin section of a
rat kidney tubule cell in metaphase. The two kinetochores (ki, kz) of one chromosome clearly show the trilaminar structures.
Chromosomal microtubles (ch) appear to terminate on the outer layer of the kinetochore. One pole (p) of the spindle is marked

by a pair of centrioles. From Jokelainen (160). ~Xx 31,000.

gested a multifaceted physiological role for calcium ions (e.g.,
172). While he was often scoffed at by his contemporaries, his
now proven postulate regarding the sequestering and release of
calcium and its role in the regulation of muscle contraction was
prophetic (173). Heilbrunn further attributed to calcium ions
the capacity to induce “mitotic gelation” in analogy with blood
clotting. A calcium-activated ATPase was later found to be
associated with the isolated mitotic apparatus (174). On the
other hand, recent findings suggest that calcium ions solate,
rather than gel, some of the components relevant to mitosis. In
the presence of millimolar calcium, isolated microtubules de-
polymerize rapidly (70, 175). Purified microtubules reasso-
ciated with calmodulin, a calcium-binding protein similar to
the muscle protein troponin C, rapidly depolymerize in the
presence of calcium ions at even micromolar concentrations in
vitro (167).

When microinjected into sea urchin eggs, millimolar calcium
chloride or EGTA-buffered micromolar concentrations of cal-
cium ions depolymerize spindle microtubules locally and in-
stantaneously. The process is so rapid that the progression of
birefringence loss could not be followed under continuous
observation (Kiehart [165]). The portion of the spindle whose
microtubules are depolymerized is so limited that it shows as
a discrete, sharply delineated patch from which the birefrin-
gence has disappeared (Fig. 8). This observation complements

FIGURE 8 Microinjection of 1 mM CaCl; into Asterias forbesi egg
at metaphase observed in polarized light. (Left) First injection at
the upper left away from the spindle pole produced no effect on
the spindle birefringence. (Right) Injection at the lower pole elimi-
nated the birefringence of the aster and the tip of the spindle. Note
the very sharp contour of the remaining spindle. When calcium-
buffer solutions are injected, 5-10 pM equivalents of free Ca*™* ions
locally eliminate the spindle birefringence. Each pair of oil drops
that had been used to cap the test solutions in the micropipette
before the injection, indicates the volume of the test solution and
the approximate site of injection. From Inoué and Kiehart (109). Bar,
30 pm.
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Rose’s and Loewenstein’s findings (176) that when calcium
ions are microinjected into Chironomus salivary gland cells
previously loaded with aequorin (a calcium-dependent, light-
emitting protein), light is emitted only in that portion of the
cell into which the calcium solution is directly applied. In other
words, although it is a small, diffusible ion, calcium is seques-
tered so rapidly in the cytoplasm that the relatively high
injected concentration is limited to the region of the cell that
receives the microinjection directly.

The cytoplasmic membranes and mitochondria are likely
candidates as calcium sequestrants. The calcium-dependent
aequorin glow is no longer limited to the site of injection, but
is spread out in the presence of respiratory poisons (176).
Similarly, Sawada and Rebhun (177) have found that the
birefringence of the spindle in some cells is abolished when the
cell is exposed to respiratory poisons or uncouplers of oxidative
phosphorylation. These agents, as well as caffeine, probably
poison the calcium-pumping ATPase, making the cell mem-
branes leaky to calcium ions and inducing the mitochondria
and endoplasmic reticulum to dump their accumulated calcium
ions. In caffeine-microinjected cells, there is a drop in spindle
birefringence that is not sharply delineated, but diffuse, pre-
sumably because in contrast with calcium ions, caffeine is not
sequestered by the cytoplasm and therefore diffuses normally
(165).

Petzelt’s calcium-dependent ATPase appears to be mem-
brane bound (178). Membrane-delimited vesicles and cisternae
are seen by electron microscopy to be concentrated at the
spindle pole and in a sheath surrounding the spindle (163).
Thus, as postulated by Harris (164), these membranes may well
play an important role in calcium regulation of the cytoplasm,
and they may do so in highly localized cell regions. Welsh et
al. (179) observed, by fluorescent antibody staining, a higher
concentration of calmodulin in the half-spindle. The anaphase
location of calmodulin near the spindle poles, and the changes
observed in their distribution during late anaphase, suggested
to Marcum et al. (167) that calcium is an endogenous regulator
of microtubule assembly through the activity of calmodulin
(also, 180).

Models for Mitosis

We shall now consider some current models which have
been proposed to account for the (anaphase) movement of
chromosomes. The models have been reviewed (23, 134, 181)
and extensively discussed (e.g., 79-81, 144, 182), except for the
recent model that incorporates the treadmilling of tubulin
along microtubules (183).

ACTIN AND MYOSIN: One of the oldest models for
poleward movement of chromosomes invoked the contraction
of a muscle-like fiber which linked the chromosome to the
spindle pole (pages 178-184 in [2], pages 70-75 in [6]). From
the earliest days, however, this model has been repeatedly
questioned. Shortening chromosomal fibers generally do not
get thicker; anaphase velocity is so much lower than the
contraction velocity of skeletal muscle (of the order of 10 nm/
s, in contrast with 100 pm/s for muscle); and the lability of the
spindle fibers does not fit the properties of muscle.

For many years there was no reason to resurrect this model,
aithough the counter arguments were not airtight. But recently
the model has again gained some support. Actin and myosin,
the two major proteins responsible for force production by
muscle fibrils (review; e.g., 184, 185), were detected in the half-
spindle regions of glycerinated cells. Fluorescent antibodies
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made against these proteins stained the spindle (186, 187), as
did fluorescein-conjugated heavy meromyosin or subfragment-
1, which carry the active ATPase sites of the myosin molecule
(188-191). (However, the levels of immunofluorescent staining
for actin and myosin are not greater in the spindle, according
to the latest report from Aubin et al. [192].) In electron micro-
graphs of glycerinated cells, some actin filaments were seen to
terminate at or about the kinetochore and to run approximately
parallel to microtubules in the half-spindle (e.g., 190, 193).

Whereas these observations on glycerinated cells are sugges-
tive and have attracted considerable attention, the data in
themselves do not imply a functional role for actomyosin or an
actin system in the poleward movement of chromosomes. Like
tubulin, actin is one of the major protein constituents of most
cells (each at times amounting to several percent or more of
the total cell protein). The spindle region in dividing cells
excludes granular organelles such as mitochondria and yolk,
so that, on this basis alone, one might expect to find a somewhat
higher concentration of nonparticulate cytoplasmic constitu-
ents, including actin, in the spindle region of some cells (165,
194; also see Fig. 2 in 195 for a model demonstrating this
point).

Two types of tests for the functional role of actomyosin and
actin in mitosis have yielded negative resuits. The microinjec-
tion of an antibody against starfish-egg myosin (previously
shown to suppress hydrolysis of ATP by egg myosin) prevented
many successive cleavage divisions but did not interfere with
mitosis in the same starfish eggs (Mabuchi and Okuno [196]).
This is consistent with the strong evidence that cleavage is
brought about by an actomyosin contractile ring (review, 197).
In the eggs injected with anti-egg myosin (Fig. 9), birefringent
spindles formed at regular intervals, chromosomes moved to-
ward the spindle poles and spindles elongated normally in
anaphase, and nuclear envelopes were reconstituted on sched-
ule, despite the absence of eight or more cleavages (Kiehart
[165]).

Likewise, in Cande’s detergent-permeabilized tissue culture
cells, cleavage was suppressed by the application of heavy
meromyosin or subfragment-1, which had been treated with N-
ethyl maleamide (198). These treated fractions of myosin bind
to actin competitively and prevent the interaction of actin with
normal myosin (199). In the permeabilized cells, cleavage was
arrested, but anaphase movement was not affected by appli-
cation of the modified myosin fragments. Chromosome move-
ment, especially the part dependent on spindle pole-to-pole
elongation was, however, reversibly inhibited by vanadate, a
potent inhibitor of ciliary dynein ATPase (200). This ion
showed little effect on cleavage in lysed cells, reinforcing the
idea that different molecular mechanisms are operating in
chromosome movement and cleavage.

In living cells, cleavage is suppressed, or regresses, when cells
are bathed in solutions that affect actin gelation. Cytochalasin
B and D are reported to weaken actin gels (201, 202), but not
to affect mitosis when applied in concentrations adequate to
suppress cleavage (e.g., 197). In contrast, colchicine and po-
dophylotoxin, which prevent mitosis and even disassemble
mitotic microtubules, do not affect cleavage once the cleavage
message has been delivered from the spindle to the potential
furrow (26, 203). Actin and myosin have been extracted from
the cell cortex, and electron micrographs show a clear band of
actin filaments in the cell cortex oriented circumferentially in
the cleavage furrow (review, 196). Taken together, these data
strongly support the role of an actomyosin system in cytoplas-



HGURE 9 tgg of a starfish, Asterias forbesi, microinjected with an antibody made by Mabuchi and Okuno (196) against myosin
of another species of starfish, A. amurensis. Cleavage is suppressed for up to nine divisions, but mitosis is unaffected. One
nanogram of 1gG, containing the antimyosin, was injected before first cleavage. (Left) Third division spindles seen in polarized
light. (Right) Over 30 nuclei are visible 2.4 hours later. From Inoué and Kiehart (109). Bar, 30 um.

mic cleavage, but do not favor the involvement of actin or an
actomyosin system in mitotic chromosome movement.

ASSEMBLY-DISASSEMBLY OF MICROTUBULES:
This model postulates that assembling microtubules, by their
extension, push organelles apart, and slowly disassembling
microtubules, by their shortening, pull organelles together. I
conceived the model through the observation of Chaetopterus
oocytes exposed to colchicine or cold. As the spindle-fiber
material slowly depolymerized in these metaphase-arrested
cells, the chromosomes and the inner spindle pole were trans-
ported toward the outer spindle pole, which is anchored to the
cell cortex (Fig. 3). As the fibers reassembled upon removal of
the depolymerizing agent, the chromosomes and inner pole
were transported away from the outer spindle pole. Too high
a dose of colchicine or overrapid chilling simply caused the
spindle fibers to fall apart without appreciable displacement of
chromosomes or pole (24, 25). This model at once seemed to
explain the labile, yet cohesive, nature of the forces that held
together the ephemeral fibrils of the spindle (36), as well as the
slowness of chromosome movements.

The subsequent discovery of labile microtubules added cred-
ibility to the assembly-disassembly (or dynamic equilibrium)
hypothesis (35, 49, 204), but its validity has been repeatedly
questioned, presumably in part because the proposal is not
intuitively compatible with macroscopic mechanics.'* Never-
theless, Salmon (74) and Fuseler (126) performed experiments
utilizing hydrostatic pressure and cold as microtubule depo-
lymerizing agents, and confirmed that spindle shortening and
chromosome movements are induced in living metaphase cells
by the depolymerizing agents.' They also demonstrated a strict
proportionality between the velocity of induced spindle-fiber
shortening (and of natural anaphase movement) with the rate
of microtubule depolymerization. Although slow depolymeri-
zation of microtubules induced a shortening of chromosomal
fibers, the induced movement ceased altogether when the rate

" Contractile force production by a disassembling microtubule can be
explained by viewing the labile microtubule as a cylindrical micelle, as
explained in Inoué and Ritter (96).

*® Salmon has now induced spindle-shortening and chromosome-to-
pole movement in isolated metaphase spindles (of the type shown in
Fig. 1), by depolymerizing the labile microtubules with micromolecular
concentration of calcium ions.

of microtubule depolymerization became too great, whether
the depolymerization was induced by pressure, temperature, or
colchicine (review, 96, 205). In Salmon’s words (74), “Polym-
erization of microtubules does produce pushing force and, if
controlled microtubule depolymerization does not actually pro-
duce pulling forces, at least it governs the velocity of chromo-
some-to-pole movement.”

Whether or not it turns out that shortening microtubules can
exert pulling forces in addition to the pushing forces generated
by their growth, the dynamic anchorage of microtubules is
essential for force transmission through the assembling and
disassembling microtubules. In this context, dynein, the ATP-
ase associated with ciliary and flagellar microtubules (206, 207)
has lately received much attention. Cytoplasmic dynein has
just been isolated and characterized (208), and its role in
anaphase movement, at least in pole-to-pole elongation, finds
much experimental and observational support, as discussed
below.

THE SLIDING MODELS: In 1969 Mclntosh et al. (209)
proposed that mitotic chromosome movement was brought
about by a combination of microtubule sliding (in analogy
with muscle contraction and ciliary and flagellar beat) and
microtubule assembly and disassembly. Though the details of
this model soon needed to be revised (23, 210), it nevertheless
struck a favorable chord with many investigators. The labile
and dynamic attributes of the spindle fibers were ascribed to
demonstrated properties of microtubules, and force production
could be attributed to (dynein) cross bridges, whose ability to
induce relative sliding of ciliary microtubules was soon to be
established (211; review, 212).

While seeming to provide a rational model, some predictions
of which were quite readily testable, the model failed to account
for certain properties of some spindles. In studying mitosis in
yeast and other lower eukaryotes,'® Roos (213), Peterson and
Ris (214), Heath (215) and others came upon connections
between chromosome and pole (plaque) that consist of single
microtubules! Some of the nonkinetochore microtubules that
make up the central spindle appeared to span the whole
distance between the spindle-pole structures, even as the spin-

' For mitosis in lower eukaryotes, which show many interesting and
potentially instructive variations on mitosis and mitotic organelles, see
(4, 20, 55, 215-218) and the excellent review by Kubai (219).
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dle elongated. Further, the central spindle microtubules ap-
peared not to be in locations where they could interact with
the “kinetochore” microtubules.'” The single “kinetochore”
microtubules appeared to shorten and to bring the “chromo-
somes” to the spindle pole independent of spindle pole-to-pole
clongation.

In serial sections of cultured cells, Brinkley and Cartwright
(221) did not find the number distribution of microtubule cross
sections predicted by the Mclntosh et al. model. On the other
hand McIntosh et al. (222, 223) do report finding the distri-
bution of microtubules appropriate for their model. Manton et
al. (224) in an elegant study on mitosis and meiosis in a centric
diatom, counted microtubule numbers in serial sections that
are compatible with the overlapping of central spindle micro-
tubules. In contrast, central spindles in some protozoa are
known to elongate much more than twice their initial length,
so sliding alone cannot account for spindle elongation; at least
some spindle fiber growth is required (e.g., 55).

Despite these reservations, Tippit et al. (225) and McDonald
et al. (226, 227) provide a most striking illustration of the
overlapping microtubules in a configuration highly suggestive
of interactions between oppositely polarized microtubules. In
the mid-region of a diatom (Melosira) spindle, the cross sections
of microtubules are arranged in a regular orthogonal array.
And every other microtubule appeared to be connected to
opposite spindle poles! In later anaphase, the overlap of the
central spindle microtubules progressively decreased, although
concomitantly there was growth of some microtubules (also see
228).

Although dynein has not yet been unambiguously demon-
strated between opposing microtubules (summary regarding
intertubule arms [229]), extensive periodic cross bridges have
been seen in the metaphase (extranuclear) central spindle in a
hypermastigote protozoan (Fig. 10). These observations, which
might suggest the involvement of dynein-mediated sliding, are
in fact fortified by two functional tests.

In isolated mitotic apparatuses, Sakai et al. (230) observed
chromosome movement, which, while considerably slower than
in living cells (but see improved movement reported in [231]),
appeared to exhibit general features of in vivo anaphase move-
ments. The movement which required a labile mitotic appa-
ratus was prevented by excess tubulin in the medium and
especially by vanadate ions and antibodies formed against
dynein (review, 232).

These conclusions were complemented by observations in
another type of cell model by Cande and Wolniak (200). In
detergent-extracted rat-kangaroo cells in tissue culture, chro-
mosome movement could be stopped by vanadate ions in the
+5 oxidation state. After the chromosomes had stopped, they
could be restarted by converting the vanadate to the inactive
+4 state via the addition of norepinephrine. As shown by
Gibbons et al. (233), the +5 vanadate is a potent inhibitor of
ciliary and flagellar ATPase (however, see [234] for a lower
vanadate sensitivity of cytoplasmic dynein).

Whereas these ongoing experiments require further confir-

' In yeast, mitosis takes place within the nuclear envelope. The poles
of the intranuclear spindle lack centrioles but are organized around
spindle pole plaques on the nuclear envelope. The trilaminar kineto-
chore structure generally seen on chromosomes of higher eukaryotes
has not been observed in yeast and chromatin appears to associate
directly with microtubules (213). Ris and Witt believe that even in
organisms with a trilaminar kinetochore, the kinetochore microtubules
are directly linked with the centromeric chromatin (220).
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FIGure 10 Electron micrograph of central spindle in a hypermas-
tigote protozoan Barbulanympha sp. Extensive cross bridges are
seen in this micrograph, reinforced by superimposing two transpar-
encies of the same image translated once along the microtubule
axes. From Inoué and Ritter (96); also see Ritter et al. (55).

mation,’® the experiments on isolated spindles and extracted
cell models strongly suggest the involvement of dynein in
anaphase chromosome movement. It would seem quite likely
that a dynein-mediated sliding mechanism is at least in part
responsible for the pole-to-pole extension of the anaphase
spindle. It is not as clear whether a dynein-mediated sliding is
involved in the chromosome-to-pole movement. Perhaps dy-
nein is a dynamic anchor for the kinetochore microtubules, but
then we still must ask, how does microtubule disassembly
govern the velocity of poleward chromosome movement?
TREADMILLING: Recently, an alternative to the Mc-
Intosh et al. model, placing a greater emphasis on the role of
microtubule assembly-disassembly was introduced by Margolis
et al. (183). These authors found in vitro a “treadmilling” of
tubulin through microtubules that were in an assembly steady
state with soluble tubulin dimers in the presence of an adequate
and continuous supply of GTP." They postulate for dividing
cells that all mitotic microtubules add microtubule subunits at
the equatorial region of the spindle and at the kinetochores,
and that the microtubules lose subunits at the spindle poles.
They also propose that nonkinetochore microtubules, which
overlap at the equator, slide by each other at a rate needed to
keep the spindle poles separated. Kinetochore microtubules are
thought to form a parallel linkage to the treadmilling interpolar
microtubules (183). Depending on the relative rates of tubulin
incorporation into the kinetochore and nonkinetochore micro-
tubules and their rates of disassembly, one could increase or
decrease spindle length as well as the distance between kinet-
ochores and the spindle poles. Margolis and Wilson (103)
report that the in vitro rate of microtubule treadmilling can
come close to anaphase chromosome velocity. Because dynein

18 Both the Sakai et al. isolates (231), and the Cande cell models (198)

have yet to be refined before the inference of these results is fully
accepted. Both models run “downhill” rapidly, and to the best of my
knowledge, vanadate and dynein antibody inhibition of mitosis has not
yet been observed in living cells.

' Weisenberg (personal communication), Bergen and Borisy (235), and
Karr and Purich (104) emphasize that treadmilling is not caused simply
by assembly at one end of the microtubule and disassembly at the
other. Rather, both assembly and disassembly take place at each end,
but their rates differ in such a way that the net assembly at one end is
greater than the net disassembly at the other end.



has now been used successfully to “decorate” microtubules and
to indicate their polarity (Haimo and Rosenbaum [236]; also
[101, 237, and Haimo and Rosenbaum, this volume]), we
should soon be able to learn whether the polarities of mitotic
microtubules conform to those stipulated in the Margolis and
Wilson or Mclntosh et al. model.

OTHER PROPOSALS: Before we leave the models for
anaphase chromosome movement, we should take special note
of the work by the Bajers and co-workers who emphasize the
lateral transport seen in spindles and the lateral interaction
believed to take place between mitotic microtubules (summary,
131, 134, 238). Since the late 1940s, the Bajers have extensively
analyzed chromosome and particle movements and spindle
behavior directly in healthy, dividing plant and animal cells
and in cells treated with a variety of antimitotic agents. Their
analyses on electron micrographs of cells that had been fol-
lowed and recorded up to the time of fixation with time-lapse
cinematography, suggested the importance of the changing
lateral association of microtubules seen within individual ki-
netochore fibers, as well as between kinetochores and nonki-
netochores microtubules (134). In general, the presence of
intrakinetochore fiber association correlated with cessation of
chromosome movement, whereas association between kineto-
chore and nonkinetochore microtubules was evident whenever
chromosomes were moving poleward (but also see [93]).

Little is yet known of how these microtubular organizations
are controlled, nor whether there is or is not sliding of micro-
tubules associated with the lateral interactions, but the Bajers
alert us to the possible role of microtubule interactions that
could play an important role in anaphase chromosome move-
ment (238). In contrast, Thornburg (239) proposed that viscous
coupling associated with intramicrotubular conformational
change might propel the microtubules with their attached
chromosomes.

Coordination of Cytokinesis with Mitosis

Once the chromosomes are partitioned into two equivalent
(or, in meiosis, nonequivalent) groups by mitosis, how are the
daughter nuclei placed in the proper cytoplasmic environment?
This question is not only important for the successful comple-
tion of cell division, but also for determining the future role of
the nucleus, because it is the cytoplasm surrounding the nu-
cleus, rather than the unequal division of the nucleus itself,
that generally determines how a particular cell is to differentiate
(2, page 1059), (also see [5, 240-242}).

In astral mitosis,” a close correlation has long been noted
between the metaphase spindle axis and the cleavage plane.
When a cell was left undisturbed, the cleavage furrow almost
always started from the cell surface nearest the spindle and in
a plane bisecting the pole-to-pole axis of the spindle (Fig. 11).
In centrifuged eggs, the cleavage furrow would appear in a new
location dictated by the displaced spindle (e.g., 145). In fact,
the correlation was so universal that most postulates for cleav-
age-furrow induction ascribed a major role to the mitotic
spindle (2, 105, 203, 245, 246). Not only was there present a
spatial correlation between spindle axis and cleavage plane; in

% Astral mitosis: with asters (Figs. 1 and 11). Typically, but not always
nor exclusively, found in animal cells. Anastral mitosis: without asters
(Fig. 6). Typically found in, but not limited to, higher plant cells. See
Dietz (243) for experimental dissociation of asters from the spindle
pole in a living celk, and Aronson (244) for analysis of attractive forces
between (astral) centers and nuclei.

the late 1030s to 1040s, Katsuma Dan and his co-workers
showed a striking geometrical relationship between the extend-
ing anaphase spindle and the progression of cleavage. In sea
urchin and jelly fish eggs, small particulate markers, which
were applied directly to the cell surface near the impending
cleavage furrow, moved along the exact path predicted from
the separation of the astral centers as the spindle elongated.
Dan assumed that the cell cortex was connected to the astral
centers by interdigitating, inextensible astral rays by which the
elongating anaphase spindle drew in the cell cortex, thus
forming the cleavage furrow (summary in 247). Whereas this
hypothesis could also account for the many unexpected cleav-
age patterns found in eggs deformed into toroids (248), two
sets of experiments negated Dan’s hypothesis.

In 1953, Swann and Mitchison (26) applied high doses of
colchicine (3 mM in seawater) to metaphase sea urchin eggs
and showed that cleavage nevertheless proceeded after destruc-
tion of the birefringent asters and spindle, providing the chro-
mosomes had progressed to mid-anaphase (also see 27). Fur-
ther, in 1956, Hiramoto (249) managed to suck out the entire
spindle and asters from a dividing sea urchin egg and showed
that a cleavage furrow appeared in the expected location so
long as the cell had reached metaphase before spindle extrac-
tion (further, detailed analysis in [250]). He thus eliminated the
possibility that cleavage was mechanically effected through a
noncolchicine-sensitive element of the spindle and aster. These
experiments clearly showed that the late metaphase-to-ana-
phase spindle and asters were unnecessary for cleavage, but it
was equally clear that at an earlier stage the mitotic figure did
determine the cleavage plane.

If the spindle before metaphase was artificially reoriented,
the cleavage furrow appeared perpendicular to and bisecting
the spindle in its new position (summary in 105). During a
brief critical period, the spindle could even initiate up to ten
cleavage furrows in succession, if the spindle were squeezed
along the length of a sand-dollar egg previously deformed into
a cylinder (251)! Clearly, then, a message® must be sent from
the spindle to the cell surface where the cortical layer contracts
and produces the cleavage furrow” (but see 254 and 255).

While the furrow was normally localized where the two
asters (whose foci lay at the two poles of a spindle) overlapped,
two asters not joined by a spindle could also induce cleavage
(203, 246). The message for cleavage induction therefore comes
not directly from the spindle itself, but from the spindle poles
or astral centers. The speed of the message, and the duration
required for the cortex to respond, were determined by dis-
placing the spindle (251). Interestingly, the message travels
along the astral rays at about 6 pm/min, approximately the
rate at which microtubules grow.

In anastral mitoses,” especially in cells of vascular plants, a
large number of microtubules appears between the separating
chromosomes in late anaphase (138, 256). The ellipsoidal bun-
dle of microtubules, the phragmoplast, has long been thought
to arise from central spindle fibers (e.g., Strasburger, 1888, in

? The notion of a cleavage-inducing message (substance X which acted
through polar relaxation) that traveled along the astral rays was
proposed by Swann (18) and Mitchison (252).

?2 Sadly, I must leave out a series of intriguing accounts on the search
for the mechanism of cleavage itself. Many interesting experiments
were performed and ingenious hypotheses constructed (excellent sum-
maries in [203, 246, 251, 253]). For our present purpose, we proceed by
accepting the finding that the “contraction” of a cortical actomysin
system is responsible for cell cleavage see (e.g., Schroeder. [197]).
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FIGURE 11

Fourth cleavage division in the egg of a sand dollar, Echinarachnius parma. The characteristically asymmetric cleavage

of the eight-cell stage embryo is viewed from its vegetal pole in polarized light. ( Left) Early anaphase. The positively birefringent
spindles, and the asters at the center of each of the four cells in focus, stand out in bright or dark contrast. The spindles are tilted
toward the observer at the vegetal pole (the middle of the picture). There, the astral birefringence is weak and the spindle fibers
do not converge at the poles. (Right) Telophase. The four cells have cleaved perpendicular to the spindle axes and have given rise
to four micromeres and four macromeres. Portions of the (birefringent) fertilization membrane show as bright crescents at the top
and bottom of the pictures. From Inoué and Kiehart (109). Bar, 50 pm.

[2] page 160]). Time-lapse recording and direct observations
with polarized light microscopy (Fig. 6) clearly showed the late
anaphase waning of the central spindz fibrils (microtubules)
and the dynamic waxing of the phragmoplast fibers (microtu-
bular bundles), as well as the alignment of small “granules”
(already observed by Becker [257] to be vesicular) at the
midzone of the phragmoplast to form the cell plate (19, 133,
258; also see [259]). As summarized by Bajer and Mole-Bajer
(134) and Hepler and Palevitz (260), these vesicles, which were
postulated to be Golgi products (261, accumulate and fuse
laterally in the midzone of the phragmoplast microtubule
bundles to transform into the cell plate that divides the cell
body into two. Cytokinesis thus takes place in the middle of
the telophase spindle and insures the partition of the daughter
nuclei into two cell bodies by a mechanism alternate to cleav-
age.”

gIn both astral and anastral mitoses, cytokinesis is coordinated
with mitosis by an organized arrangement of mitotic microtu-
bules and is not controlled directly by the chromatin or nuclei.
In this respect also, the ephemeral achromatic fibers of the
spindle and asters express the multifunctional, dynamic orga-
nization of the hyaline cytoplasm common to all cells.

Concluding Remarks

In this brief historical sketch, I have highlighted some of the
research on the dynamic aspects and functions of the mitotic
spindle that took place principally over the last quarter-century.
This has been an exciting period in which the happy conver-
gence of the morphological, physiological, and biochemical
approaches, and the development and application of new
methodologies, have led to major progress.

% Cytokinesis by cleavage and by phragmoplast formation are proba-
bly expressions of two extremes. It is quite possible that both contribute
to cytokinesis in many cell types. Also note that the spindle is not
always a single bipolar body, but may be made up of two or more
smaller spindles arranged in parallel (e.g., 262, 263); also see (e.g. 264)
for multipolar origin of a bipolar spindle.
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Although we are still searching for the exact molecules that
move chromosomes in anaphase, we have learned much about
the dynamic physiological behavior of microtubules, the
ephemeral fibrils of the mitotic apparatus, and the hyaline
kinoplasm of all cells.

The spin-off from these studies has improved our under-
standing of cell behavior in many unexpected directions: nerve
and muscle growth, organogenesis, gametogenesis, secretory
functions, phagocytosis, drug action, etc., (e.g., 79, 80). Thus,
the major investments made by the investigators and the
sponsors are bearing fruit, both for a better grasp of cell
division and its regulation, and in the basic physiology of
cytoplasmic organization applicable to an unexpectedly wide
range of biomedical fields.

In so short a sketch, much interesting and important work
could not be included, and my presentation is by no means
balanced. Some important aspects of mitosis have not even
been mentioned in this selective narrative. Fortunately, there
are several excellent monographs and reviews that can remedy
this situation. Several have been cited in the text, and the
articles in the following references should provide a good
introduction: for mitotic mechanisms and diversity (23, 134);
for cell motility including mitosis and cytokinesis (81, 144); for
mitotic microtubule assembly and its control (79, 86, 178); for
the cell cycle and its regulation (265, 266); for mutants affecting
mitosis (267, 268); and for an overview of mitosis and cell
division (105, 269). Additionally, some earlier references, es-
pecially Wilson (2), Bélaf (4, 34, 127), Wassermann (38), Gray
(270), Hughes (139), and Schrader (6) contain much informa-
tion and many ideas which sould be of contemporary and
lasting value.
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Motility

ROBERT DAY ALLEN

Definition and Scope

Motility is the ability of living systems to exhibit motion and
to perform mechanical work at the expense of metabolic en-
ergy. Motility and mobility are often confused. The distinction
is clear in the simplest motions observed in living cells with the
light microscope: Brownian motion of particles demonstrates
their mobility under the influence of thermal agitation. On the
other hand, their saltatory motion, a form of motility, may
transport the same particles much greater distances using met-
abolic energy.

The scope of motility, as it is presently understood, includes
a variety of diverse phenomena: (a) bacterial (prokaryotic)
flagellar movement; (&) gliding in unicells (bacteria, blue-green
algae, diatoms, and desmids, etc.); (c) saltatory motion of
particles in cytoplasm; (d) organelle movements (deformation
or translocations of chloroplasts, mitochondria, the costa and
axostyle, acrosomal filament extension, etc.); (e) cytoplasmic
streaming (in protists, plant, animal, and fungal cells); (f)
ameboid movement (cell movement by means of cytoplasmic
streaming in lobopodia, filopodia, axopodia, retraclopodia,
etc.); (g) movements of tissue cells (degree of relatedness to
ameboid movement uncertain); (#) platelet motility (shape
change, transformation, and clot retraction); (7) contractility
(of muscles, spasmonemes etc.); (/) axoplasmic transport in
nerve; (k) mitotic movements; (/) cytokinesis (plant and animal
types differ); and (m) eukaryotic flagellar and ciliary move-
ment.

The coverage of the whole field of meotility obviously is
impossible in the available space. It is possible, however, to
give the reader a general impression of the activity and ferment
in the field, as well as some key references to the literature.

The Literature of Motility

Researchers have known of the principal phenomena of
motility for a long time. Descriptive accounts can be found as
early as van Leeuwenhoek’s letters to the Royal Society. It is
clear that fascination with movement as an attribute and
manifestation of life motivated the minds of early biologists.
However, science must develop both a conceptual framework
and an armamentarium of methods before it can study complex
phenomena and, in the case of cell motility, these prerequisites
became available about two decades ago.

R. D. ALLEN Department of Biology, Dartmouth College, Hanover,
New Hampshire

The conceptual framework arose in branches of science that
seemed at the time to have little relationship to biology: fluid
dynamics, rheology, colloid and polymer chemistry, and ther-
modynamics. Biophysics and biochemistry were the interdis-
ciplinary sciences through which these concepts found their
way into the minds of cell biologists. Before 1960, the literature
of motility was scattered and of uneven quality. Much of it
was descriptive, poorly documented, unquantitative, and
highly speculative. Conferences and symposia had a strong and
catalytic influence on this field. In 1961, under the leadership
of P. J. Gaillard and J. F. Danielli, a conference was held on
“Cell Movement and Cell Contact” at Noordwijk, the Neth-
erlands, at which a fruitful discussion on mechanisms of cell
movement took place. Several of the papers given at that
meeting are still widely quoted (e.g., references 1-4).

In 1963, a “Symposium on the Mechanisms of Cytoplasmic
Particles” was held in Princeton, New Jersey, with the delib-
erate intention of promoting interaction between scientists
studying different kinds of nonmuscle motility and muscle
contraction. The volume, Primitive Motile Systems in Cell Bi-
ology, which was a result of that conference (5), had a profound
influence on the development of the field. It stimulated motility
researchers to explore the molecular basis of motility, using
muscle as a model. It also stimulated some muscle researchers
to look at nonmuscle systems. The conference also introduced
microtubules to scientific audiences (6). Finally, the value of
film as a means of documenting and communicating the phe-
nomenology of motility was demonstrated.

There have been many meetings on motility since 1960.
Those that resulted in publications are cited in Table 1. The
largest meeting was that held at Cold Spring Harbor (7), at
which 92 papers were given, and 250 people attended. The
field has grown so rapidly that it is almost impossible to have
a true meeting of minds unless the subject matter (or the
attendance) is restricted.

The most recent meetings of which the proceedings have
been published are the First John M. Marshall Symposium
held at the University of Pennsylvania in 1977 (9) and the
Yamada Conference I on “Cell Motility Controlled by Actin
Myosin and Related Proteins,” held at Nagoya, Japan, in 1978
(10).

The journal literature on motility has grown at a rate sub-
stantially larger than the literature of cell biology as a whole.
Papers on the subject can be found in more than 50 periodicals,
including two new journals: Cell Motility (United States) and
Journal of Muscle Research and Cell Motility (United King-
dom).
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Motility Symposia with Published Proceedings Since 1960

TABLE |

Year Title Organizer(s)/editor Reference
1961 Cell Movement and Cell Contact P.J. Gaillard and J. F. Danielli Exp. Cell Res. Volume 8: Suppl.
1963 Primitive Motile Systems in Cell Biol- R. D. Allen, E. Bovee, D. Marsland, (references)
ogy and L. I. Rebhun
1963, Conferences on Cell Dynamics M. Rosenburg (reference 8)
1964
1967 The Contractile Process A. Stracher J. Gen. Physiol. 50: Suppl. 6
1968 Aspects of Cell Motility P. L. Miller Symp. Soc. Exp. Biol. Volume 22
1973 Locomotion of Tissue Cells M. Abercrombie CIBA Symp.
1974 Molecules and Cell Movement S. Inoué and R. E. Stephens Society of Gen. Physiologists Volume
30, Raven Press, New York, 1975
1975 Contractile Systems in Non-Muscle S. V. Perry, A. Margreth, and R. S. Elsevier North-Holland, Inc., New
Tissues Adelstein York, 1976
1976 Cell Motility R. D. Goldman, T. D. Pollard, and Cold Spring Harbor Conf. Cell Prolif-
J. Rosenbaum eration (1976).
1977 Conference on Cell Shape J. P. Revel Proceedings on the Conference on
Cell Shape. Alan R. Liss, Inc., New
York, 1977.
1977 Motility in Cell Function F. A. Pepe, ). W. Singer, and V. T. Academic Press, Inc., New York, 1979
Nachmias
1978 Cell Maotility: Molecules and Organi- S. Hatano, H. Ishikawa, and H. Sato University of Tokyo Press, Tokyo, 1979
zation
1979 Contractile Proteins in Plants D.S. Fensom Can. J. Bot. 58(7), 1980.

Steps to Understanding Motility

PHENOMENOLOGY: There is a strong tendency to
oversimplify the descriptions of motile phenomena. In some
cases hypotheses have served as “filters” preventing observers
from recording details that did not fit with theory. To avoid
this problem, investigators learned to utilize objective recording
methods, such as film or videotapes, and to make them freely
available to others. A pioneer in this effort was Lewis (11), who
made splendid films of the movements of amebae, tissue cells
in culture, and embryonic cells in situ. Scientific films have
progressed a long way from ad hoc productions intended for a
scientific meeting to documentary films that include dimen-
sional, temporal, and experimental data. In Gottingen, the
German Federal Republic supports a nonprofit “Institut fiir
den Wissenschaftlichen Film,” (IWF) the purposes of which
are to make and to disseminate films of this type in collabo-
ration with scientists from all over the world. The distributor
of IWF films is the Audiovisual Services at Pennsylvania State
University, University Park, Pa.

The latest wave in phenomenological documentation is tel-
evision. Parpart (12, 13) was a pioneer, a generation ahead of
most other biologists. As early as the 1960s, he used a videcon
camera and monitor to permit more than one observer to study
saltatory movements in Arbacia eggs (13). Most recently video
cameras (some compatible with computers), recorders, projec-
tors, and accessory instrumentation have been widely adopted;
they are so convenient and inexpensive to use that they may
well replace cinerecording for all applications except high-
speed filming and presentation to large audiences.

BIOPHYSICS: Motility research depends heavily upon
methods of observation and recording, especially with modifi-
cations of the light microscope. Improvements in optical mi-
croscopy, such as phase-contrast (14), interference, and differ-
ential interference contrast (15), dark-field (16), and fluores-
cence (17), microscopes, have all seen service in motility studies.
Rectified polarizing microscopes (18) have had many uses in
the detection of birefringence owing to microtubules in mitotic

spindles (19), and phase-modulation methods (20), have been
used to detect strain birefringence in ameba cytoplasm (21).

Some aspects of motility have required special devices for
recording images at low light levels. Depending on the degree
of sensitivity required, equipment has included silicon-inten-
sified tube (SIT) video cameras or image-intensifier videcons
(22). In general, the detection of calcium ions in cytoplasm
requires devices of the highest sensitivity.

ULTRASTRUCTURE: Since 1960, the most important and
rewarding, yet perhaps the least reliable, approach to the study
of motile systems has been electron microscopy. The fault lies
not with the investigators or instruments, but with the unsat-
isfactory state of the art of specimen preparation. The history
of electron microscopy applied to motile systems can be divided
into chapters according to the preparation method used, such
as osmic acid fixation, potassium permanganate fixation, glu-
taraldehyde fixation, thin section-CTEM, critical point-dried
whole mount-HVEM, and freeze-fracture, deep-etch. Presum-
ably the list of useful preparation techniques and, hence, the
list of new structures to be found, is not complete.

Perhaps the main contribution of electron microscopy to the
study of motility has been the categorization of ultrastructural
entities found in different systems. The concepts of “microtu-
bule-dependent motility” and “microfilament-dependent mo-
tility” were derived ultrastructurally and, in some cases, led to
a more precise molecular characterization of certain motile
systems.

Often the results of ultrastructural analysis correlate well
with and extend those of optical microscopy. In the mitotic
spindles, the positions and orientations of microtubules corre-
sponded well with the predictions of the Wiener theory based
on form birefringence data (23).

In other cases, fixation alters or destroys ultrastructural
details. For example, the most birefringent region of a moving
ameba is its endoplasm (24), and the birefringence of this
region can be modulated in vivo by an applied force (21).
When the cell is broken, “flare medium”-packed fibrils con-
sisting of actin filaments emerge and engage in extracellular
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motility (25). Despite this evidence of functionally important
endoplasmic ultrastructure, fixation by any presently known
procedure causes the birefringence to disappear, and virtually
no F-actin filaments remain when the fixed cell is sectioned
and observed in the electron microscope.

Newer specimen preservation techniques show considerable
promise of circumventing some of the fixation damage by rapid
freezing, freeze-fracture, and deep-etch of fixed (26), or living
material without cryoprotection (27, 28). However, these tech-
niques may also produce artifacts of a different kind, and the
results should be interpreted with caution.

MOLECULAR APPROACHES: The point of departure
for the molecular basis of motility was muscle biochemistry,
where the major proteins responsible for contractility were
isolated and partially characterized before 1960. The pioneer-
ing effort to extend muscle biochemistry to a nonmuscle motile
system was that of Loewy (29), who demonstrated an acto-
myosin-like, adenosine triphosphate (ATP)-induced solution
of Physarum extracts.

The best review of the contribution of muscle biochemistry
to motility research is that of Pollard and Weihing (30). A
particularly important contribution was that of Huxley, whose
sliding-filament theory (31) and method of decorating F-actin
filaments with heavy meromyosin to determine their polarity
(32) were easily adapted to other motile systems (33).

Independent of muscle biochemistry was the early work on
tubulin. The discovery of microtubules (34) and the colchicine-
binding assay for tubulin (35) laid the ground work for the
development of research on microtubule-based motility (see
Haimo and Rosenbaum, this volume).

The study of both actin- and tubulin-related motility have
profited by the availability of antibodies to purified tubulin,
actin, myosin, tropomyosin, and other proteins (36-38). The
fluorescent-antibody technique of labeling contractile and cy-
toskeletal proteins has ushered in a new era of what might be
called “biochemical morphology,” especially of cells grown in
culture.

Antibodies (fluorescent or not) can also be injected into
living cells to inactivate certain proteins and, in this way,
demonstrate their function. The pioneering effort in this regard
was the injection of myosin antibody into sea urchin eggs,
where it inhibited cleavages without preventing mitosis (39).
Taylor and Wang (40) have injected fluorescently labeled G-
actin into cells, where some of it has polymerized into F-actin.
A different labeling procedure makes it possible to label tubulin
and microtubule-associated proteins (41).

Mainstreams, Eddies, and Backwaters

Looking back over the past two decades, one notices that the
principal gains in knowledge have been in those areas of
motility research in which the problems were evident and the
techniques for their investigation were at hand or could be
developed. Examples include rotational and shuttle streaming,
movements of ameboid and tissue cells, mitotic movements,
muscle contraction, and ciliary and flagellar movement. The
latter three are discussed elsewhere in this volume.

Some interesting forms of motility remain to be investigated
with the same degree of thoroughness and, for that reason, may
be considered as “backwaters” in the motility field. Examples
are gliding in unicells, intracellular organelle movements, and
modes of cytoplasmic streaming other than shuttle and rota-
tional streaming. These subjects await new discoveries, con-
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cepts, and methods before they can join the mainstream of
motility research.

Intermediate between these extremes are some “eddies” in
which intense excitement has been generated as the result of
new insights or findings. The discovery that bacterial flagella
rotate rather than undulate (42, 43) is an example; this finding
led to a flurry of activity aimed at understanding the molecular
biology and genetics of the rotatory motor of bacteria (44).
Other examples of such interesting eddies are saltatory move-
ment, reticulopodial and axopodial movements in foraminifers
and heliozoans respectively, and movement along the slime
ways of Labyrinthula, a marine slime mold (45; N. Nakatsuji,
S. Sher, D. Solomon, T. Nakatsuji, and E. Bell. Manuscript
submitted for publication.).

Progress in the Mainstreams

SHUTTLE STREAMING IN Physarum: In motility re-
search, nothing could be more in the mainstream than shuttle
streaming in the acellular slime mold Physarum, where the
molst rapid flow of cytoplasm has been documented: 1,300 pm.
s.

The classical work of Seifriz (see references 46 and 47) on
Physarum streaming laid the groundwork for the important
studies of his student, Kamiya, who early in his career invented
the important double-chamber method (48) of measuring the
motive force for streaming. By using this and other quantitative
methods of equal elegance and ingenuity, Kamiya and his
students systematically investigated the effects on streaming of
environmental factors, physiologically active substances, such
as ATP, and drugs. Kamiya’s reviews (48-51) should be con-
sulted for details.

The most basic biophysical question to be asked about
shuttle streaming in the early 1960s was the site of the motive
force. Seifriz (46) had suggested that regions in the ectoplasmic
gel (channel walls) contracted rhythmically, like beating hearts,
and forced the streaming cytoplasm back and forth. Kamiya
and Kuroda (52) showed that the velocity profiles for normal
streaming and pressure-induced flow were identical. Therefore,
it was assumed that a hydrostatic pressure gradient was the
motive force. This assumption derived support from direct
observations in polarized light; diffusely birefringent regions of
fibrils periodically changed their length and birefringence (53).
Wohlfarth-Bottermann (54) showed that cytoplasmic fibrils
formed in response to the gravitationally-induced resistance to
flow. In an effort to determine the site of the motive force in a
double-chamber preparation, Allen et al. (55) constructed a
differential thermometer into the agar floor of a Kamiya double
chamber. With a sensitivity sufficient to display thermal noise
of 2 X 107°°C, it was a simple matter to measure periodic
temperature increases of ca. 107° at each end inasmuch as it
served as the source of the cytoplasmic stream. Therefore, it
was concluded that the excess heat must be produced by the
“tail” of the slime mold as a by-product of contraction.

In 1952, Ariel Lowey (29) demonstrated that Physarum
extracts are sensitive to solation if ATP is added indicating the
probable presence of an actin-myosin contractile system in
slime molds. However, there were difficulties in isolating and
purifying these proteins because of contaminants that altered
their physical properties. In addition to Lowey, other pioneers
in this effort were Nakajima (56) and Hatano and Oosawa (57)
in Japan and Adelman and Taylor (58, 59) in the United
States.



Ultrastructural studies carried out by many capable electron
microscopists during nearly two decades failed to define the
organization of the contractile material in Physarum until
Nagai et al. (60) showed that during the transition from resting
to contraction and relaxation, the parallel F-actin filaments
that apparently are cross-linked by myosin dimers transform
into a “felt-work” without straight F-actin filaments. A likely
key to the explanation for this kind of ultrastructural transfor-
mation, which is very different from that in muscle, is found in
the work of Matsumura and Hatano (1978), who showed that
synthetic Physarum actomyosin undergoes reversible superpre-
cipitation when ATP is added.

There is evidence of calcium control of the contractility and
rheological changes in Physarum cytoplasm (62). Hatano and
Oosawa (63) found that caffeine treatment causes slime molds
to break down into “droplets” (cytoplasts) in which streaming
proceeds in a narrow range of calcium concentration. Recently,
Kuroda (64) reduced the droplets to models one step simpler
in organization by removing their membranes in a modified
“flare medium.”

Physarum has turned out to be the only living nonmuscle
material in which it has been possible to control and measure
cytoplasmic contractility under physiological conditions. Ka-
miya et al. (65) described an apparatus in which isotonic and
isometric contractions could be recorded alternatively. These
studies have been continued in the laboratories of Kamiya (66)
and Wohlfarth-Botterman (67) and have defined the way in
which a “simple” nonmuscle contractile system responds to
stretch and tension.

AMEBOID MOVEMENT: Until 1960 there had been four
decades of virtual unanimity about the mechanism of ameboid
movement (see reference 68 for an excellent review of the long
history of this subject). Mast’s (69) description of the phenom-
ena of ameboid movement was in terms of the tail-contraction,
sol-gel theory, to which he subscribed. Little research was done
because methods were not available to study the molecular
basis of tail contraction or sol = gel transformations.

A serendipitous experiment, in which washed amebae were
broken in glass or quartz capillaries, showed that cytoplasm
could stream bidirectionally when released from the cell, in
some cases for an hour or more (70). The responses to this
report were mixed. Although the experiment was easy to repeat,
many people did not believe the results. Others found reason
to doubt the obvious interpretation that pressure cannot cause
bidirectional flow, and sought ways to rationalize the result in
terms of Mast’s appealingly simple and long accepted theory.

In the early 1960s, as a result of the observed streaming in
isolated cytoplasm, there was a period in which the number of
hypotheses to explain ameboid movement exceeded the
amount of solid information upon which any viable theory
could be built. However, the development of these ideas was
essential, and it was later possible to test some of them.

One, the frontal-contraction hypothesis, was that the motive
force for pseudopod extension was a contraction localized at
pseudopodial tips (71). This idea was based on the geometric
details of streaming in isolated cytoplasm and was compatible
with what was known about the details of streaming and
pseudopod extension and retraction in intact cells.

An advantage of the frontal contraction hypothesis was that
its predictions could be tested by biophysical methods. It was
reasoned that endoplasm could be drawn forward by a tensile
force from frontal contraction only if it exhibited viscoelastic
behavior. Polarization microscopy showed not only that the

endoplasm was birefringent (72), but also that endoplasmic
birefringence could be modulated by tension applied to the tips
by suction (21). The dynamics of change in birefringence
established that the birefringence was a result of strain and not
flow, showing that the endoplasm is, in fact, viscoelastic.

For more than a decade, the frontal-contraction hypothesis
was the subject of considerable controversy (73-75; see also the
discussion throughout Primitive Motile Systems in Cell Biology
(3D

In the meantime, other hypotheses were under consideration.
For example, it was proposed that “active shearing” of concen-
tric layers of cytoplasm could be responsible for streaming (76),
and Bingley and Thompson (77) showed some evidence sup-
porting the possibility of an electrophoretic mechanism. The
most ingenious idea was the “domestic closet-bowl theory”
(78). These hypotheses were not tested sufficiently to receive
serious consideration in the literature.

The tail-contraction theory remained a subject of discussion
until after 1970, when it was put to a direct test by a capillary
suction experiment, in which it was shown that even high
negative pressure gradients applied to the tip of one pseudo-
podium could not prevent others from extending (79). We can
say that this result and others directly supporting the frontal-
contraction hypothesis discredited the tail-contraction theory.
Even the possibility that the tail might contribute to the motive
force seems remote in the light of recent results which show
that destruction of the tail by a microsecond laser beam does
not instantaneously alter the rate of streaming (80). The shift
in views regarding the mechanism of ameboid movement can
be seen in the reviews of Jahn and Bovee (81), Seravin (82),
Allen (71, 72), Allen and Allen (83), and Taylor and Condeelis
(84).

One of the most important lines of investigation on ameboid
movement was initiated by Thompson and Wolpert (85), who
demonstrated streaming in extracts from pooled ameba cyto-
plasm. Pollard and Ito (86) continued this work and showed
that streaming in extracts required both thick and thin fila-
ments. Since that time, workers have learned a great deal about
the molecular basis of motility. Most of the story is in an article
by T. D. Pollard in this volume.

Perhaps the most dramatic and revealing experiment on
ameboid movement was the demonstration that contractility,
rheological behavior, and the streaming of isolated ameba
cytoplasm could be brought under direct chemical control.
Taylor et al. (25) showed that by controlling the concentrations
of calcium ions, ATP, and magnesium ions, cytoplasm could
be switched back and forth from states comparable to rigor,
relaxation, and contraction in muscle. Furthermore, in a solu-
tion containing the correct balance of Ca**, Mg*™, and ATP,
streaming could occur in fountain or loop patterns similar to
those in both the intact cell and broken cells in capillaries (70;
see also reference 87).

Although contractility provides the motive force for ameboid
movement, it has long been clear that the rheological (sol =
gel) cycle in cytoplasm is also central to the process. For a time,
it appeared that changes in the degree of cross-linking between
actin and myosin might account for the rheological cycle. A
second possibility was that either or both types of filaments
might disassemble, especially if the intracellular free calcium
concentration were much below the micromolar level (88). A
third possibility, suggested by extract experiments on Dictyo-
stelium and proposed as the “solation-contraction coupling
hypothesis” is that contraction can occur only when gel for-
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mation, which is under the control of actin-binding proteins
(“gelation factors™), is prevented by micromolar concentrations
of free calcium ions or a pH above 6.8-7.0 (89). This hypothesis
differs only in detail from that of Goldacre and Lorch (90),
who also proposed solation-contraction coupling. The main
problem with this hypothesis is that it fails to consider how the
coupling could occur if the motive force is delivered at pseu-
dopodial tips and the solation occurs in the tail.

Much of the recent work on the molecular basis of ameboid
movement has used extracts of the small amebae Dictyostelium
or Acanthamoeba. Unfortunately studies on extracts do not tell
us what is going on in living cells, but instead indicate what
could be happening and, therefore, what should be looked for.
Whereas actin is presumably similar among the giant amebae
and the smaller ones that are used for biochemical studies, the
myosins are different in their molecular weights, solubilities,
and enzymatic properties, and the actin-binding proteins
hardly correspond at all (see review by Hitchcock [91; 84,
92]). Consequently, extraction experiments on one species can
provide only clues as to what might be the case in another
species.

With regard to the mechanisms of movement in the Chaos-
A proteus group, it seems wiser to rely on biophysical evidence
itself rather than on theoretical constructs that conflict with
observation. Taylor (93) has made some very important obser-
vations on the effect of excess calcium ions injected into the
cell. One of these effects appears to be a temporary loss of gel/
sol differentiation. Cooling, which presumably allows calcium
to enter the cell, has a similar effect (R. D. Allen. Unpublished
observations.). In this case, the gelation that follows frontal
contraction does not occur, with the result that the frontal
contraction continues as the cytoplasm turns over the rim of
the ectoplasmic tube. Thus, the tube continues to shorten
anteriorly, and the contraction can continue when gelation
fails. This situation seems to agree with the concept that
contraction and gelation are separate, rather than coupled,
processes.

Tissue Cell Movement

Tissue cell movement in animals bears some resemblance to
ameboid movement. When tissue cells settle on a suitable
substrate, they attach and spread (for a review, see references
94 and 95). In doing so, they form elongated processes of
various shapes comparable with pseudopodia that are found
on various ameboid cells—filopodia (thin, filamentous pseu-
dopodia) and flat lamellipodia, some of which lift off the
substratum where they are described as “ruffled membranes”
(96, 97).

In fibroblasts, there is usually a ruffled membrane that
extends in the direction of locomotion, and a tail that drags
behind, attached to the substratum until it tears loose and
recoils elastically toward the cell body. Harris and Dunn (98)
found centripetal transport of particles on both surfaces of
moving fibroblasts, including the ruffled membrane.

Movement in tissue cells is not restricted to surface move-
ments and cell locomotion, for there is saltatory as well as
Brownian motion of cytoplasmic particles. Often saltation is
polarized in the long axis of the cell, parallel to the direction of
locomotion.

Studies on tissue cell movement have, for the most part,
lacked the kind of biophysical data that was generated in
studies on amebae from 1960 to 1975. Consequently, the site of
the motive force for movement in tissue cells remains obscure.
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Abercrombie (1) considered that the ruffled membrane on the
advancing edge of fibroblasts was the “locomotor organelle”
of the cell. If this turns out to be universally correct, then there
may be a parallel to be drawn with present views of the
mechanism of ameboid cell movement.

An important difference between ameboid cells and tissue
cells of animals is in their rates of movement. With the excep-
tion of white blood cells, tissue cells in general move so slowly
that time-lapse photography is necessary to record and study
their movement. Tissue cells lay down points of attachment to
the substrate; during locomotion some of these are broken and
others are established. The surface-reflection interference mi-
croscope and its improvements have made it possible to study
adhesion to the substratum (99-102). Revel et al. (103) have
used scanning electron microscopy to study adhesion to the
substratum.,

The cytoplasm of fibroblasts is known to have viscoelastic
properties from the behavior of iron particles moved inside the
cell by a magnet. Crick and Hughes (104) characterized the
cytoplasm as rather like “mother’s work basket—a jumble of
beads and buttons of all shapes and sizes, with pins and threads
for good measure, all jostling about and held together by
‘colloidal forces’.”

An ultrastructural basis for viscoelastic behavior in cyto-
plasm became evident even in the earliest electron microscope
studies of thin sections of moving tissue cells, for example
secondary mesenchyme cells of sea urchins (105). By the mid-
1960s it was evident that cytoplasm contained more than a
single “linear element.” The microtubule was the first to be
identified on morphological grounds (34), and the identifica-
tion of tubulin as the protein of which microtubules were made
soon followed (35). By the mid-1960s, it was suspected that
some of the smaller filaments were about the correct size to the
F-actin, but not until the heavy meromyosin-labeling technique
was available (33) could microfilaments be positively identified
as F-actin and their polarity determined. The introduction of
cytochalasin as a drug to disrupt microfilaments and to inhibit
microfilament-based motility provided a second important tool
with which to study the role of F-actin in nonmuscle motility
(106).

A third type of filament intermediate in size between micro-
tubules and microfilaments was the ~10-nm “intermediate”
filament found in many tissue cells and neurons (107). So far
it appears that these are not directly involved in cell motility.
Excellent examples of cell ultrastructure showing all three types
of filaments are found in the papers of Goldman and Knipe
(108).

The central role of F-actin microfilaments in the ultrastruc-
ture attachment and motility of tissue cells was best shown in
the work of Goldman et al. (109), who combined a number of
techniques in demonstrating the different roles of actin.

The localizations of several cytoskeletal and contractile pro-
teins have been determined on a number of cell types after
fixation using fluorescent antibody techniques for actin (36),
myosin (37), and a-actinin (111). The elegant images of sym-
metrical geometric localizations of these various proteins so far
have not shed much light on the mechanisms of motility, other
than to reassure us that the pieces of the puzzle are being put
together. The “big picture” has not emerged.

The details of how the various cytoskeletal and contractile
proteins are assembled in the cytoplasm has been investigated
by high-voltage electron microscopy and stereo electron micro-
graphs, which permit the observer to see the relationships of



cytoskeletal elements stereoscopically in thick sections or
whole-mount, critical-point dried cells. With these techniques,
preparations up to 2 um thick can be seen with enough clarity
to identify nearly all ultrastructural details visible in thin
section. Thus Wolosewick and Porter (112) have depicted and
described the microtrabecular lattice that envelops the micro-
filaments, microtubules and intermediate filaments, polysomes,
etc. It is now clear that this lattice alters during motility, drug
treatments, etc., but it is not yet certain what the microtra-
becular lattice is biochemically, or what role it plays in cell
movement.

Rotational Cytoplasmic Streaming in
Characean Cells

The very rapid rotational streaming in characean cells was
first observed by Corti in 1794. The large size of these cells has
made them the ideal material in which to study streaming in
plants (for reviews, see references 49, 50, 92).

In the frequently studied Nitella internodal cells, the cyto-
plasm streams in a spiral path beneath the spiral rows of
chloroplasts embedded in the cortex. Two oppositely directed
streams each occupy a little less than 180° of the cell circum-
ference and are separated by “indifferent zones.”

In 1956, Kamiya and Kuroda (113) made the important
observation that the endoplasm exhibits shear only in its outer
micron or two adjacent to the cortex. It was therefore suggested
that the site of application of the motive force might be found
at the corticoendoplasmic interface. It was also suggested that
the motive force must be “active shearing” at this location.

In the same year, Jarosch (114) made some remarkable
observations and ciné records of the behavior of filaments in
cytoplasts obtained by stripping the contents from cut cells. He
discovered that the cytoplasts contained chloroplasts and nuclei
that could rotate on their own axes or “swim” in the cytoplasm.
Many filaments very near or below the resolving power of the
microscope could be seen to undulate, make serpentine move-
ments, or form circles or polygons, which either rotated or
served as substrates for the unidirectional motion of particles.
These fascinating observations were discussed in terms of a
theoretical model involving screw mechanics at a time when
helical biopolymers and “treadmilling” in F-actin and micro-
tubules had not yet been remotely considered (115). These
unorthodox ideas provoked some amusement at the time but,
in the light of newer findings, some of Jarosch’s views should
be reconsidered and tested by nanosecond fluorimetry tech-
niques. However, as will be seen, some alternative theoretical
schemes are easier to test.

The observations of Jarosch (114, 115) suggested that some
kind of filaments might be found at the corticoendoplasmic
interface, and this prediction was indeed confirmed. Kamitsubo
(116) discovered the subcortical fibrils with the light micro-
scope, and Nagai and Rebhun (117) observed ultrastructurally
that each subcortical fibril was a bundle of from 50 to 100
microfilaments with diameters of 6~7 nm—about the size of F-
actin—attached to the inner surface of the chloroplast rows.

Kamitsubo (118) continued his study of subcortical fibrils by
showing that in centrifuged cells these fibrils could fold over to
form polygons similar to those seen by Jarosch (114, 119).

Kamitsubo (120) also devised the “Nitella window tech-
nique” for banishing chloroplasts from an area ca. 100 pm in
diameter, through which the subcortical fibrils and endoplasm
could be seen clearly. He showed that cytoplasmic particles in

the vicinity of the subcortical fibrils could suddenly “hitch on”
and be transported at streaming velocity, whereas nearby par-
ticles engaged only in Brownian motion.

Similar Nitella window preparations were used by N. S.
Allen (121) under improved viewing conditions to observe and
record the undulations of a population of endoplasmic fila-
ments considerably more numerous than the subcortical fibrils.
The endoplasmic filaments could be counted, and their aggre-
gate length was computed to be about 50 m for a cell 2 cm in
length. Endoplasmic filaments are branches of subcortical fi-
brils; therefore it is not surprising that they can also cause
particles to be transported along them.

The chemical nature of subcortical fibrils was revealed as F-
actin by the experiments of Palevitz and Hepler (122), who
successfully labeled them with heavy meromyosin and found
that the polarities of microfilaments in a bundle were identical.
The polarity with respect to the direction of streaming was
later determined by Kersey et al. (123) to be counter to the
direction of streaming. This finding was consistent with the
hypothesis that a myosinlike molecule attached to particles
might move along F-actin bundles by a sliding interaction
similar to that in muscle.

Although the chemical nature of the subcortical fibrils is
established and myosin has been isolated from Nitella (124),
there is less information about endoplasmic filaments because
of their destruction by fixatives. Even their existence has been
called into question, because until recently the sole evidence
for their existence has been films made with a sensitive differ-
ential-interference contrast microscope (121).

Recently, Allen and Ruben (27) and Allen (28) have dem-
onstrated the existence of extensive loose bundles of 6-7 nm of
microfilaments throughout the endoplasm by a rapid freeze-
fracture, deep-etch technique carried out on unfixed cells with-
out cryoprotection. In addition to the microfilaments, some of
which exhibit the 37 nm helical repeat expected of F-actin,
there are reticular “webs” of thinner filaments surrounding
cytoplasmic particles in the vicinity of F-actin bundles. In some
cases, it is possible to see thinner (ca 4 nm) filaments, which
interact tail-to-tail and have a bifurcation leading toward two
globular heads, suggestive of a putative oligomeric myosin
network.

By opening characean cells at the ends and perfusing with
appropriate physiological solutions, Williamson (125) was able
to create a surviving membrane-free model system sensitive to
cytochalasin and responsive to ATP. He could observe the
adhesion of particles of the subcortical fibrils and that they did
not move until exogenous ATP was added. Nagai and Hayama
(126) have observed the ultrastructure of particles adhering to
the subcortical fibrils in such preparations and have detected
periodic structures believed to be myosin.

The subcortical fibrils have received greatest attention from
workers interested in rotational streaming. However, it is now
clear that these structures are but a small portion of the motile
machinery, which extends throughout the endoplasm. Active
shearing, whatever its mechanism, clearly takes place at the
surfaces of endoplasmic filaments as well as subcortical fibrils.

Some Eddies

Space permits only the briefest mention of some of the areas
of research, related to those discussed earlier, that offer oppor-
tunities for the next decade of discovery.

SALTATORY MOTION: Itiscommonly believed that sal-
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tatory motion may be the most basic form of motility. Although
there have been a number of classical descriptive papers, little
progress has been made in understanding the molecular basis
of the process (for review, see Rebhun [127]).

AXOPODIAL MOTILITY IN HELIOZOANS: Heliozo-
ans are protozoans of the class Sarcodina that move by bending
their stiff axopodia at their bases and feed by means of more
typical ameboid food-cup pseudopodia (128). Tilney and Por-
ter (129) described the ultrastructure of axopodia, which have
a central rod consisting of a paracrystalline array of microtu-
bules. For a while—as a result of this and other studies at the
time—microtubules were regarded as part of the motive-force
production mechanism in cells. Edds (130) performed a simple
experiment to test this idea. He inserted a glass needle, with a
diameter about that of the microtubular axoneme, through the
cell and out the other side in such a manner as to cause an
“artificial axopodium” to be produced. Particles saltated within
this artificial axoneme at an almost normal rate, and were
unaffected by concentrations of the microtubule-inhibitor col-
chicine, which was sufficient to cause other axopodia to col-
lapse. This result clearly showed that the axonemal and other
microtubules played no role in particle motions. Edds (131)
demonstrated the presence of two kinds of filaments: thin
filaments, which could be labeled with heavy meromyosin and
are therefore F-actin, and unidentified thick filaments with an
unusual morphology. Much more remains to be learned about
the motility of the heliozoans, for they can be raised in mass
culture for biochemical work.

RETICULOPODIAL NETWORKS OF FORAMINIFERS:
The foraminifera are sarcodines that spread extensive reticu-
lopodial networks for the purpose of feeding and locomotion.
The filopodial strands within the networks exhibit bidirectional
streaming marked by the transport of cytoplasm and particles
at two or more velocities. The literature on the phenomenology
is cited in Jahn and Rinaldi (132) and Allen (133).

The presence of microtubules in the reticulopodial network
has been shown by several investigators (e.g., reference 134),
and recently it has been found that there are close physical
proximity, and therefore, likely interactions between microtu-
bules and unidentified microfilaments, which do not appear to
be actin (135).

At the light microscope level, it has been possible to observe
the interaction of cytoplasmic particles with from one to a few
microtubules and the “sliding” and “zipping” activities of
microtubules in Allogromia as a result of the new AVEC
methods of videomicroscopy (136, 137). The same method has
revealed new details of microtubule-associated movements in
neurons (axonal transport) and other vertebrate tissue cells
(138). The same method has recently made it possible to record
the transport of massive numbers of synaptic vesicles in intact
axons (139) and in isolated axoplasm, where transport persists
and can be studied for hours (140).

Foraminiferan reticulopodia may offer a unique opportunity
to study a form of motility dependent upon an interaction
between two types of linear elements.

MOTILITY OF AND ON Labyrinthula SLIME-
WAYS: The marine slime mold, Labyrinthula, a parasite on
eel grass, consists of spindle cells that move in a unique manner
within a membrane-bounded “slime way” secreted by these
cells. The slime ways themselves form lamellipodial extensions.
Bell and co-workers have recently shown that the slime ways
contain both actin and myosin and that the movement of
spindle cells is regulated by calcium ions (see Nakatsuji et al.
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[Manuscript submitted for publication.] and Nakatsuji and Bell
[45] for a review of most recent findings).

Conclusion

I have selected some of the systems in the mainstream of
motility research for a brief progress report and have referred
to reviews and symposium volumes where more references are
available. I have also pointed out some of the conceptual and
technical advances that have made motility research the vibrant
field that it is today. It is possible to predict that, in the next
decade or two, the eddies mentioned here will have grown into
mainstreams and that few backwaters will remain.
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Cytoplasmic Contractile Proteins

THOMAS D. POLLARD

In reviewing work on cytoplasmic contractile proteins and the
contributions made to this field by The Journal of Cell Biology,
some perspective is gained by first pointing out that most cell
biologists were not aware of the existence of these important
cellular constituents more than 12 years ago. Times have
changed, and today cytoplasmic contractile protein research is
one of the busiest areas in cell biology. My purpose here is to
highlight some of the important events in the growth of this
field and to forecast some future trends. More exhaustive
coverage of the field is found in recent books (1, 2) and review
articles (3-7). Closely related historical reviews on cellular
motility by R. D. Allen and muscle by Franzini-Armstrong
and Peachy are included in this volume.

Without question, the most important landmark in this field
was the independent purification of actin and myosin from the
slime mold Physarum by Hatano and co-workers (8, 9) in Japan
and by Adelman and Taylor (10) in the United States in the
late 1960s (Fig. 1). To be sure, there were earlier reports by
Loewy (11) and others (12) describing “actomyosin-like” pro-
teins in nonmuscle cells, but all of these preparations were t00
crude to be characterized convincingly. However, once highly
purified contractile proteins were available, it was straightfor-
ward to establish that they shared many imporiant features
with their muscle counterparts and to make a strong argument
that they participate in cellular motile mechanisms.

A second major event was the publication in The Journal of
Cell Biology in 1969 of a paper by Ishikawa et al. (13) that
described a morphological technique for identifying actin fil-
aments in cells by electron microscopy. Their technique was
simply to treat glycerated cells with muscle heavy meromyosin
that decorated cytoplasmic thin filaments with arrowhead-
shaped complexes (Fig. 2), identical with those originally ob-
served along heavy meromyosin-decorated pure actin filaments
(Fig. 3) by Huxley (14). Armed with this technique, morphol-
ogists found actin virtually everywhere in nature (reviewed in
reference 3). More recently a second generation of morpholo-
gists has used fluorescent antibodies to localize actin (15),
myosin (16), and additional accessory proteins (17) in many
cell types.

This work has led to a large number of studies characterizing
the cytoplasmic contractile protein molecules and their distri-
butions in cells. Other lines of investigation in this area have
included efforts to demonstrate the involvement of the con-
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Johns Hopkins University School of Medicine, Baltimore, M